SEASONAL KEY POINT BASED CROP PREDICTION; AN
EVALUATION OF SPRING WHEAT IN NORTH DAKOTA AND
THE CANADIAN PRAIRIE, AND COCOA IN IVORY COAST

A pilot study linking precipitation to price changes

Abstract

The main objective for the research is the development of a comprehensive and easily accessible
method assessing the price changes of wheat and cocoa by predicting change in wheat and cocoa
production using season key point in the growing season of wheat and cocoa and open precipitation
data from ground based weather stations only. The found results are assessed towards their impact on
the movement of wheat and cocoa prices.
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“Truth is ever to be found in simplicity, and not in the multiplicity and

confusion of things”
- Sir Isaac Newton-
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Executive summary

In this research, a proof of concept is made to research the possibility of using publicly available
rainfall data from weather stations in areas where wheat and cocoa is produced to make a predictive
crop production model. The emphasis was put on using readily available online data to ensure the
accessibility to the method to both people with an engineering and a financial back ground. The
premise is that by using reports and crop specific requirements, seasonal key points of a crop season
can be defined. Next, regression modelling between relative change in crop yield for wheat and crop
production for cocoa, combined with the distinguished seasonal key points was performed. The
process of distinguishing seasonal key points in a season using both qualitative and quantitative data,
and then carrying out a regression using relative change in crop yield and production is introduced in
this research as seasonal crop related key points prediction. The research provides a start in linking
water management and finance together. From reports of the Food and Agricultural Organization
(FAO) and the International Cocoa Organization (ICCO), wheat and cocoa prices were found to be
dependent of supply and demand, with supply dependent on the production of the crops. The
production of wheat and cocoa was found to be dominated by the effects of the weather. Therefore,
to understand the effect of the weather on the production, is the first step in understanding the link
from water management to finance.

For this research, wheat and cocoa production was assessed. As a first step, a qualitative review of
wheat and cocoa was carried out to define what drives market prices of wheat and cocoa by using
reports from the FAO and ICCO. While not the only factor, it was found that the weather plays an, if
not the most important, role in the change of the prices of wheat and cocoa. The main drivers of
wheat and cocoa are weather related production deficit, political and economic instability and
expected surplus or deficit in production based on weather related news. The weather is found to be
the main driver concerning the production of wheat and cocoa and thus the supply of wheat and
cocoa according to the reports from the FAO and ICCO. To outset of this research is therefore to
quantify the link between wheat and cocoa production versus the weather.

The price behaviour of wheat was assessed between 1960 and 2015 to distinguish the largest price
increases and decreases. The largest price increases and decreases within one wheat year were
assessed, being between June and May. All annual price changes were assessed, and as a selection
for this thesis, the top 5 price increases and decreases were highlighted by using the “State of Food
and Agriculture” reports from the FAO. Four of the top 5 price increases and decreases could be
related to weather, confirming the strong influence the weather has on the prices via the impact the
weather has on production. Price changes can also be used to indicate interesting years to research
the cause of price increases from a wheat production perspective. By using reports concerning crop
production from the FAO, and determining the wheat specific needed growing requirements from
the FAOQ, the seasonal key points for wheat could be distinguished.

The price behaviour of cocoa was assessed between 1960 and 2015 to distinguish the largest price
increases and decreases. The largest price increases and decreases within one cocoa year were
assessed, being between October to September. All annual price changes were assessed, and as a
selection for this thesis, the top 5 price increases and decreases are highlighted, as well as all the
years between 2002 and 2015 by using annual reports from the ICCO and articles from the World
Bank and World Cocoa Foundation (WCF). All of the top 5 price increases and decreases and
production changes between 2002 and 2015 could be related to weather, confirming the strong
influence the weather has on the prices via the impact the weather has on production. Price changes
can also be used to indicate interesting years to research the cause of price increases from a cocoa
production perspective. By using reports concerning crop production from the ICCO, World Bank and
W(CF, and determining the cocoa specific needed growing requirements from the ICCO and WCF, the
seasonal key points for cocoa could be distinguished.
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The research determined the dependency of the world wheat production on the wheat production of
the USA and Canada. Over 64% of the variance in world wheat production was found to be explained
by assessing the wheat production of the USA and Canada, confirming the important role of these
countries concerning world wheat production.

The research also confirms the high dependence of the world cocoa production on the cocoa
production of lvory Coast and Ghana. Over 92% of the variance in world cocoa production was found
to be explained by assessing the cocoa production of IC and Ghana, confirming the dominant role of
these countries concerning world cocoa production.

For wheat, North Dakota and the Canadian Prairies were used as testing area to assess the
dependency of the spring wheat yield to weather patterns in North Dakota and the Canadian Prairies.
Data concerning yield was collected from the North Dakota State University Hettinger Extension
Centre (NDSU HREC) and the ministry of Alberta, and data concerning rainfall was collected from the
North Dakota Agricultural Weather Network (NDAWN) and the Koninklijk Nederlands Meteorologisch
Instituut. Both the yield and rainfall data was collected over a period of 1997 to 2015 for North
Dakota and over a period of 1961 to 2015 for the Canadian Prairies. An optimization process of first
filtering and then using rainfall data of a specific month or parts of a crop year as defined by the
reports from the FAO produced a method to define seasonal key points that affect wheat yield.
Weather station data from the NDAWN and KNMI could subsequently be used to support the found
key points in a season in a quantitative way. By using wheat production and seasonal key points, a
regression based model could be formed to explain 54% of the variance of the spring wheat yield in
North Dakota and 38% of the variance of the spring wheat yield in the Canadian Prairies.

For cocoa, Ivory Coast was used as testing area to assess the dependency of the world cocoa
production to weather patterns in lvory Coast. Data concerning production was collected from the
ICCO and data concerning rainfall from the Koninklijk Nederlands Meteorologisch Instituut (KNMI).
Both the production and rainfall data was collected over a period of 1960 to 2015. An optimization
process of first filtering and then using rainfall data of a specific month or parts of a crop year as
defined by the reports from the ICCO and WCF produced a method to define seasonal key points that
affect cocoa production. Weather station data from the KNMI could subsequently be used to support
the found key points in a season in a quantitative way. By using cocoa production and seasonal key
points, a regression based model could be formed to explain 47% of the variance of the world cocoa
production.
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1. Introduction

In 1999, it was estimated that 1 trillion dollars of the 7 trillion-dollar economy of the United States
alone was affected by weather (Hanley, 1999). Agriculture is one of the parts of the economy that is
found to be dependent of the weather, as discussed throughout books such as “Weather Economics”
by James Taylor (Taylor, 1968). While in the USA only 1% of the 2014 GDP is accounted for by
agriculture, in other countries such as Nigeria and India the role of agriculture in the GDP can get as
high as 15% (CIA, The World Factbook, 2014). Agriculture therefore plays an important role in both
local and global economy. The agricultural sector is a producer of products to satisfy wants or needs,
better known in finance as commodities. The weather is seen as a key driver concerning market
prices of these agricultural or soft commodities (Trostle, 2008; Wright, 2009).

Agricultural commodities are commodities such as wheat, soybeans, cocoa, coffee and corn.
Attempts have been made to isolate the main drivers of the prices and volatility of agricultural
commodities using weather related causes. Especially wheat has been the subject of much research,
due to the dominant status the crop has as one of the main diet staples worldwide. In these
researches, adverse weather conditions and weather shocks are seen as being amongst the strongest
drivers for commodity prices (Brockhaus, 2016; Algieri, 2016). The fact that weather affects crop
yields and therefore crop prices is underlined. However, the exact meaning and implications of these
so called adverse weather events is not described in the researches in a quantitative manner.

Climate change is expected to bring more weather extremes, which can have a severe impact on the
agricultural industry worldwide (Rosenzweig, 2001) and therefore the agricultural commodity prices.
These effects, such as droughts, and the reduction in crop harvest they cause, can be seen all around
the word. It can be noted that Sub Sahara Africa (SSA), is hit particularly hard, with an expected
reduced agricultural production of up to 25% compared to 2007 in the next 50 years (Cline, 2007).

In agricultural commodities, weather and finance come together. The weather aspect is responsible
for the development and growth of the agricultural commodities, while the final production of the
agricultural commodities affects the prices. Agricultural commodities can therefore be seen from two
perspectives, being the weather related hydrological perspective and a financial perspective.

Financial perspective

From a financial perspective, the link between finance, crop yields and weather has been made. From
France, the news company france24 reported “catastrophic” low wheat yields in 2016 due to heavy
rains and little sunlight, resulting into higher wheat prices (France 24, 2016). In the Netherlands,
Metro reported that a portion of French fries would become more expensive in 2016 due to bad
harvest. The main reason behind this bad harvest was linked back to bad weather, with heavy rainfall
in June as the main catalyst (Metro, 2016). Shortages in wheat production due to bad weather have
even been linked as a driver for the Arabic Spring (Werrell & Femia, 2013).

In finance, attempts have been made to link seasonal agricultural commodities such as crops to
financial predictive models. The focus is mainly on reducing risk in futures (Giot, 2003) or trying to
predict the behaviour of prices in seasonal commodities by using models used in other commodities
such as oil (Pirrong, 2011). In the latter, the new prices of for instance wheat are predicted using a
seasonal production and seasonal storage of wheat. The model however is as of recent unsuccessful,
with Pirrong stating that: “The seasonal storage model fails rather spectacularly in characterizing the
high frequency behaviour of periodically produced commodities”, with the high frequency behaviour
being the movement of the prices of agricultural commodities as a reaction to production.
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Hydrological perspective

From a hydrological perspective, adverse weather and crop yields have been linked by multiple
researchers (Antwi-Agyei, 2012; Changnon, 2012), with adverse weather such as floods, droughts and
tornados affecting crop yields and subsequently crop prices. Research organizations such as the Food
and Agricultural Organization (FAO) have performed research on the impact of weather on crop
production. In a report from the FAQ, links between water and crops yields are discussed, focusing
on vital parts in the growth development of crops and water availability (FAO, 2012). The FAO states
“water has always been the main factor limiting crop production in much of the world” (FAO, 2012).

Understanding and forecasting weather can therefore be interesting from both a financial and a
hydrological perspective for agricultural commodities. However, even with modern technology, the
forecasted weather has validity for about 10 days into the future, before accuracy drops. Although
improvements are being made to push reliability past the 10-day mark, there is still room for
improvement of accuracy beyond the 10-day mark and further (Bauer, 2015). Moreover, in the
tropics, even less is known about the accuracy of weather prediction. Due to the chaotic nature of
the weather in the tropics, predictions are hard to produce and have a shorter shelf life than in ex
tropical areas, with weather in the tropics dominated by convective processes, as opposed to
pressure and temperature differences in the mid-latitude areas of the world (Shukla, 1998).

For this research, two crops are researched concerning their link between weather, production and
price changes. To keep the research diverse, a crop from inside the tropics and outside the tropics
were chosen, due to the differences between tropical and extropical weather. As crop outside the
tropics, wheat is selected, as crop within the tropics, cocoa is selected.

Wheat

As extropical crop, wheat was selected. As of 2013, the gross production value of wheat was
estimated to be worth 198 billion USD (FAOSTAT, 2017). In the 1999 “Wheat: post-harvest
operation” report, the FAO states that “Wheat has been the staple food of the major civilisations in
Europe, Western Asia, and North Africa for 8,000 years” (FAO, 1999). The industry has benefited from
the so called “Green revolution”, which is defined by Cleaver as “the rapid growth in Third World
grain output associated with the introduction of a new package of tropic agricultural inputs. The
package consists essentially of a combination of improved grain varieties, mainly rice and wheat,
heavy fertilizer usage and carefully controlled irrigation. Without fertilizers or without controlled
irrigation, the new varieties usually yield no more and sometimes less than traditional strains”
(Cleaver, 1972).

However, due to the effects of climate change, freshwater availability is expected to decrease in low
latitude region that include heavily irrigated areas in India, China and Egypt (FAO, 2015). The FAO
also quotes that “Irrigation has been an important contributor to yield growth that underpinned
much of the production increases over the past decades” (FAO, 2012). Due to the expected effects of
climate change, there is uncertainty and insecurity for wheat production towards 2050 (Rosegrant,
2009).
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Due to the water dependency and subsequent weather dependency of wheat, research has been
performed towards understanding the effect of water and weather on wheat (FAO, 2012). When
assessing the “State of Food and Agriculture” (SOFA) reports from the FAO, weather events in
Canada, the USA, Australia and Russia are related to lower crop yields and subsequent higher wheat
prices. An example is for instance the price increase in wheat in 2010 due to “excess rain” in the USA
and a heat wave in Russia. The heat wave in Russia triggered an export ban on Russian grain,
stimulating market prices. (FOA, 2011; Oxfam, 2011). The reason for the importance of in particular
Canada, the USA, Australia and Russia is due to the high contribution of the world wheat export
these countries provide. In 2016, the USA was responsible of 14.8% of the world wheat export, with
Canada second with 12.4%, Russia third with 11,6% and Australia fourth with 9.9% (CIA, 2017).

The areas of Canada, the USA, Australia and Russia are not the largest wheat producing countries in
the world. As of 2017, China and India are the largest wheat producing countries in the world, but
have a limited impact on the world wheat export and subsequent price of wheat due to high
domestic consumption (FAOSTAT, 2017). Therefore, to research the impact of the weather on prices,
the impact of the weather on the wheat production in the top exporting countries is evaluated.

From the SOFA reports of the FAO, the weather is mentioned in multiple reports as being an
important factor concerning the price changes of wheat (FAO, 1977; FAO, 1995; FAO, 1992; FAOQ,
2008). In the reports, weather is described for specific areas with the focus on Canada, the USA,
Australia and Russia, with descriptions such as drought or rainfall surplus. However, the weather is
also indicated as “adverse” or “not optimal”. The goal for this research is to determine the exact
implication of the weather effects on the production of wheat. For this research, the top two wheat
exporting countries, being the USA and Canada, are selected for further research concerning the link
between weather and production.

Cocoa

As tropical crop, cocoa was selected. As of 2011, global sales of chocolate confectionary surpassed
the 100-billion-dollar mark (WCF, 2012). While demand is constantly growing, the world cocoa
production cannot always cope with the demand, leading to a higher frequency of deficits in cocoa
production from 2001 onwards (ICCO, 2010). The world cocoa production is increasing, but is lagging
behind demand. As a consequence, the cocoa market and subsequent cocoa prices can react volatile
as a reaction to news from cocoa producing areas concerning cocoa production and distribution.
Examples of this phenomenon are an increase of the cocoa price due to a coup d’état in Ivory Coast
in 2001, an increase of the cocoa price due to dry weather in West Africa in 2004, an increase of 49%
of the price of cocoa in 2007 due to news about and the effects of a Harmattan® in West Africa, but
also a price decrease due to news about large amounts of rain in June in 2003 and a price decrease
due to lower demand as a reaction a an economic crisis (ICCO, 2010).

From reports concerning cocoa from the International Cocoa Organization (ICCO), West Africa is
mentioned in all reports as being an important factor concerning the changes in cocoa prices, with
weather playing a key role (ICCO, 2008; ICCO, 2009; ICCO, 2010; ICCO, 2015). The indicated reason
from the ICCO for the important role of West Africa concerning price changes, is the large
contribution of West Africa to the world cocoa production. In 2014, over 70% of all of the cocoa in
the world was produced in West Africa, with Ivory Coast (43%) and Ghana (21%) as largest producers
(ICCO, 2016).

1 A Harmattan is “a dry dusty wind from the Sahara blowing towards the West African coast, especially from
November to March” (William Collins Sons & Co. Ltd., 2012).
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In addition to in the reports from the ICCO, weather is also indicated in multiple other reports as
main driver for the production of cocoa in West Africa (Bloomberg, 2017; WCF, 2012). In particular,
the wet season, dry season or both seasons in West Africa are mentioned in all of the indicated
reports as being the strongest indicators for a successful cocoa producing year. However, no
qguantitative link between cocoa production and the wet and dry season is defined.

As indicated, the cocoa market can be a volatile market. The problem with a volatile market, is the
indicated fact that news concerning cocoa producing areas gains an important role. As of 2016, the
market is highly concentrated, with the Stichting voor Economisch Onderzoek (SEO) stating that “Due
to recent mergers and acquisitions, the markets for chocolate manufacturing and processing are now
dominated by a handful of companies” and “The market for cocoa processing is the most
concentrated market segment of the value chain. UNCTAD (2015) estimates that in 2013 three very
large agribusiness companies (ADM, Barry Callebaut, and Olam) controlled around 60 percent of the
world’s cocoa grindings” (SEO , 2016). Risk protection services, such as production forecasts and
price movement, are offered by companies such as Cargill to cope with the volatile prices of cocoa
(Cargill, 2017). Due to the dominant position of the large companies, information services concerning
risk protection and crop prediction of cocoa are however inaccessible to the public due to high
prices. Next to the dominance of a number of companies, countries such as Ivory Coast are very
secretive about the cocoa industry. Bloomberg stated in an interview that “Ivory Coast’s cocoa
industry is notoriously secretive” (Bloomberg, 2017).

The research

The main goal of the research was to link weather to price changes of agricultural commodities. The
start of the research was to understand price change of wheat and cocoa, and to determine what
drives prices of wheat and cocoa to either increase or decrease. The objective was to qualitatively
understand price changes, determine the general dynamics of price changes and whether the
weather had influence on the production and price change of wheat and cocoa, and what time
period the weather was important and how strong the influence of weather was.

Second, the relative importance of the wheat production of the USA and Canada towards the world
wheat production and the relative importance of West Africa, with the emphasis on Ivory Coast and
Ghana, towards the world cocoa production was determined. Next, as an experiment, the wheat
price via the production of wheat in North Dakota (ND) and the Canadian Prairies was linked to
rainfall in specific time periods and the cocoa price via world cocoa production is linked to the rainfall
in a specific time period in Ivory Coast. The reason for the choosing North Dakota, the Canadian
Prairies and Ivory coast is elaborated on further in the introduction of wheat in chapter 2.3 and in the
introduction of cocoa in chapter 5.3. The hypothesis is that due to the large dependency of world
wheat export on ND and the Canadian Prairies and the world cocoa production on West Africain a
specific seasonal time period as indicated in the reports concerning wheat and cocoa, the possibility
exists that the world export of wheat and the world production of cocoa can be predicted using
rainfall data from the specified time period. The specific seasonal time periods in a wheat and cocoa
growing season are defined as key points in the wheat and cocoa producing season. As a proof of
concept, a linear regression between rainfall data from ND and the Canadian Prairies is used in
combination with the relative change in yield in ND and the Canadian Prairies and to assess and
guantify the link. For cocoa, a linear regression between rainfall data from Ivory Coast is used in
combination with the relative change in world production of cocoa to assess and quantify the link.
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The approach to crop production prediction in this research is an assessment technique, taking
seasonal key points in a wheat and cocoa production year as indicated by wheat and cocoa
production related reports qualitatively and supporting the key points quantitively with weather and
production data. The technique uses open data from ground based weather station that are available
online, to ensure full accessibility to the technique. The goal is to determine if it is possible to use
reports concerning wheat and cocoa and rainfall data from weather stations to produce a method to
predict wheat yield and cocoa production. By using readily available data, the problem of de secrecy
and limited availability of news can be circumvented, while preserving the validity of the wheat and
cocoa production prediction. As a final step, the found key points are validated using reports
concerning the price movement of wheat and cocoa as provided by the FAO and ICCO.

As mention in this introduction, the dynamics of the wheat and cocoa market are assessed on the
links from weather to price via supply. An assumption of this research is that the economy is demand
and supply driven. If the supply is lower than the demand, prices increase due to scarcity of goods. By
guantifying the link from weather to supply, the impact of the supply towards the price can be
assessed.

The report is divided into three parts, being first the evaluation of wheat, then the evaluation of

cocoa. After the evaluation of both crops, a common discussion and conclusion is made concerning
the whole thesis.
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1.1 The use of multivariate linear regression, P- and F-Values

In this research, multiple regressions were performed. In this section, the use of regressions is
further explained. To correlate local production to world wheat and cocoa production and seasonal
key points to spring wheat yield and world cocoa production, regressions were performed. For all the
regressions, the Windows Excel tool “data analysis - regression” has been used. Al regressions in this
research were conducted as linear regression functions as a first approximation.

The output of the regressions in Windows Excel delivers a set of values, of which the F- and P-values,
R? values and coefficients related to the variables used in the regression were used in this research.
For the production, the world wheat and cocoa production was used as dependent variable and the
wheat production of the USA and Canada, and the cocoa production of Ivory Coast and Ghana as
independent variables. For weather and change in production, the crop production is used as
dependent variable and the weather as independent variables.

P- and F Values

P- and F-values are values representing significance of the found relations, with significance defined
as “of or relating to observations that are unlikely to occur by chance and that therefore indicate a
systematic cause” (William Collins Sons & Co. Ltd., 2012). The P-value is used to determine the
significance of the independent variables, while the F-value is used to determine the significance of
the regression. The P-value provides the significance level of a variable towards a regression with an
independent variable. The null hypothesis stated for a P-value test is that the independent variable
has no contribution towards a regression with the dependent variable. If the P-value is below a set
significance level, the null hypothesis is rejected and the independent variable is perceived as being
of importance towards the dependent variable (Minitab, 2017). For the F-value, the null hypothesis is
that the model would also function without the independent variables, with a rejection of the null
hypothesis being perceived as a dependency of the dependent variable on the independent variables
(Minitab, 2017). The P and F-values are used to test the validity of the found results by implying a
confidence interval to the P- and F-values. A full description of the multi variate regression and P and
F-values are given in appendix VI.

For the regression to be accepted in this research, all the P and F values needed to be either equal to
or smaller than 0.05 to guarantee a confidence interval of at least 0.95. This value was used to
guarantee that the effect of the independent variable on the regression and the regression as a
whole are off in less than 1 out of 20 cases. This standard is accepted in literature as an acceptable
statistical value to test a hypothesis (Bland, 1995) and thus validity of an independent variable and
the regression.

The coefficients of the independent variables found by Windows Excel represent the relative
strength of the independent variable towards the tested dependent variable. If for instance
coefficient a is a factor 100 smaller or larger than coefficient 3, this could indicate that Windows
Excel is trying to minimize the effect of a. The coefficients found by Windows Excel should be in the
same order of magnitude as one another. Should one of the coefficients of a variable be a factor 100
or more smaller, the variable related to coefficient a is rejected and the regression is done again.

R? value

If both previous tests are satisfied, the R? value related to the regression as provided by Windows
Excel was observed to determine the explained variance of the dependent variable (Lacey, 2017).
The explained variance R is evaluated by using the Pearson coefficient to determine the strength of
the correlation (Pearson, 1895). In appendix V, multivariate linear regression is explained further.
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Data normality test

Before any of the regressions in this research could be validated, the variables used in the regression
were tested on distribution. For a multivariate linear regression to be valid, both dependent and
independent variables need to be distributed normally (Cambridge, 2017). The data from the
variables are tested on skewness and kurtosis to determine if the variables are normally distributed.
Both the skewness and kurtosis are measures to determine the shape of the probability distribution
and if the distribution is a normal distribution. According to Pearson, a skewness between -2 and 2 is
(Pearson, 1905) and a kurtosis between -2 and 2 are acceptable values for a normal distribution
(Pearson, 1904). The skewness of a function is defined as “a measure of the symmetry of a
distribution around its mean” while the kurtosis is defined as “the state or quality of flatness or
peakedness of the curve describing a frequency distribution in the region about its mode” (William
Collins Sons & Co. Ltd., 2012). The test for skewness and kurtosis were done using the function “data
analysis — data information” in Windows Excel.

If the value of the skewness or the kurtosis are outside the set acceptance range, outliers as in
extreme values are removed from the dataset conform common practice (Anscombe, 1960). In this
research, extreme values are defined as values of the data set outside the range of the mean plus
two standard deviations. The range of the mean plus two standard deviations is chosen in
accordance with the empirical 68-95-99.7 rule, to define the interval in which 0.95 of all the values in
the data set can be found (Pukelsheim, 1994). The removal of the outliers is done one extreme value
at a time, to ensure that as much of the data set as possible is preserved. The extreme value
removed is the value the furthest from the mean outside the 0.95 interval. The dataset is normalized
again, before the kurtosis and skewness are determined. If the kurtosis and skewness were not in
range after the removal of an extreme value, another extreme value was removed. If after the
removal of all the extreme values the skewness and kurtosis were still outside the range of
acceptance, the data was rejected from the research on the basis that the data was not normally
distributed. To visualise the dataset, the data was normalised to provide a probability density
function of the values within the dataset. The normalisation of the data was done using the following
formula:

Frln0?) = e T (eq.1)
' \V2mro?
With:
X = Value from dataset
o = the standard deviation of the data set
U = the mean of the data set

Delit
University of EYBui\dinq a better
T U De | ft Wen'rnm:q-v working world 15



4 Delit
TUDelft e

EYBuiIdinq a better
working world

Part |: Wheat




2. Continuation introduction wheat

2.1 Research Objective

Summarizing the introduction for wheat, the objective for this research was to link weather patterns
to price changes of the agricultural commodity of wheat. First, an understanding of the dynamics and
drivers of the prices of wheat is formed. Second, the relative importance of the wheat production of
the USA and Canada towards the world wheat production is evaluated. Next, the hypothesis of the
importance of rainfall in a specific time period towards the production and price change of wheat is
tested both quantitatively and qualitatively. The hypothesis is tested for spring wheat production
performance in North Dakota and the Canadian Prairie. The goal is to keep the research, the method
and results fully accessible for both people with an engineering or financial background and provide a
method to understand and predict wheat production subsequently assess the impact towards wheat
prices.

2.2 Research Question
Following the set objective, the following research question concerning price change of wheat can be
stipulated:
- What are the main drivers behind the prices of wheat?
For price change, the following sub questions can be stipulated:
- In what years do the largest relative increases in price occur, taking inflation of the crop
specific currency into account?
- Isit possible to determine the causes of the price increases and cluster these effects, such as
shortage in supply due to natural effects?
- Whatis the relative strength of the different drivers on market prices?

The following research questions can be stipulated concerning production:
- How strong is the dependency of the world wheat production on spring wheat production in
the USA and Canada?
For production, the following sub questions can be stipulated:
- Whatis the yearly world production of wheat?
- Whatis the yearly production of wheat of the USA and Canada?
- What part of the variance in the world production of wheat can be explained by the wheat
production of the USA and Canada?

For the proof of concept of weather dependency, the following research question can be stated
- Isit possible to prove the importance of the weather in a specific time period in North Dakota
and Canada towards the production performance of spring wheat?
For the proof of concept, the following sub questions can be stipulated:
- What are the crop’s weather related specific requirements of spring wheat to successfully
produce spring wheat?
- From reports, what are the indicated most important time periods for the production
performance of spring wheat?
What part of the variance of the local production performance of spring wheat can be
explained by using the found important time periods?
What part of the variance of the price of wheat can be explained by using the found
important time periods?
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2.3 Geographical setting

The USA and Canada are the 2 largest wheat producing and exporting countries in the world as of
2016. The USA is responsible for 8.5% of the world wheat production and 14.8% of the world wheat
export, Canada is a close second with 4.3% of the world wheat production and 12.4% of the world
wheat export (CIA, 2017). For the USA, North Dakota is taken as area to test the hypothesis of
seasonal key points for spring wheat production. For the wheat production of Canada, the spring
wheat production of the Canadian Prairie is taken as area to test the hypothesis. The reason for
choosing spring wheat is explained further on in this chapter.

North Dakota

In the USA, North Dakota (ND) is one of the largest wheat producing states with 17% in 2014 (USDA,
2016). In this research, only spring wheat production in ND is assessed for the hypothesis test of
seasonal key points, because of the fact that the spring wheat production is covering 86% of the total
wheat production in ND as of 2015 (NDWC, 2017). In Figure 1, the concentration of US spring wheat
production is shown, were a strong concentration of production can be seen in ND. Next to being
one of the largest wheat producing states in the USA, ND also has data available concerning rain and
crop yields via the North Dakota State University Hettinger Research Extension Centre (NDSU HREC).
An introduction to the NDSU HREC can be found in Appendix I.

{ North Dakota ]

Not Estimated

< 5,000

5,000 - 9,999

10,000 - 24,999
L 25,000 - 49,999

50,000 - 99,999

. 100,000 + USDA

US. Department of Agriculture, National Agricultural Statistics Service

Figure 1: concentration of US spring wheat production with North Dakota (USDA, 2016)

f,“:'a\_)

North Dakota is situated in the North of the US on the USA Canada border. Situated in the Upper
Midwest, ND has a humid continental climate with cold winters and hot summers. ND has a small
part on the western border where the climate tends more towards a semi-arid climate before
translating towards the continental climate. In general, ND has a period of warm and cold weather,
with warmer temperatures arriving around April before the cold sets in around October. Snowfall is
recorded from November up to March, being the main source of precipitation for those months. The
wettest moths are May, June and July, and October is the driest month (NWSEND, 2002).
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Canadian Prairie

The Prairie of Canada stretch over three provinces in the south of Canada, being Manitoba,
Saskatchewan and Alberta, as can be seen in Figure 2. Together, the plains produce almost 91% of
the total wheat production of Canada, of which spring wheat is the main contributor with 87%
(Statistics Canada, 2016). A large amount of data is available from the Canadian Prairie both in
meteorological and agricultural sense of for instance the ministry of Alberta. An introduction to the
ministry of Alberta can be found in Appendix I.

wheat
frowing area

Thunder Bay ‘l
.

 Peace River

L
Edmeanton

& Calgary

. Winni s .
#® Lethbsidge Regina Peg

Figure 2: Dispersion of wheat producing areas of Canada (CGC, 2017)

Concerning the climate of the Canadian prairies, the following quote from the book “The weather of
the Canadian Prairies” can be found: “The climatic regimes of the Prairie province are classified as
either cold-temperate or sub-arctic and range from dry continental type conditions, in the southwest,
to sub-arctic conditions in the northeast along the Hudson Bay coastline. The western mountain
ranges have a pronounced effect on the precipitation patterns across the region and on winter
temperatures. The summers are fairly short, warm and most of the time dry and stretch from May to
August, while the winters stretch from November till late March, with large amounts of snow and
general cold weather” (Vickers, Buzza, Schmidt, & Mullock, 2000).
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Relation climate to the production of spring wheat

Spring wheat is a type of wheat sown in the spring. The length of the growing season of spring wheat
ranges from 100 to 170 days. The difference between spring wheat and winter wheat is that winter
wheat is sown in the autumn and goes into dormancy throughout the winter. In areas with a severe
winter, the production of spring wheat is preferred due to the destructive effect of the winter on the
plants during winter dormancy (FAO, 2012). In ND, hard red spring wheat is cultivated, while in the
Canadian Prairies, Canadian spring wheat is cultivated.

Translating the area specifics to the production of spring wheat in North Dakota and the Canadian
Prairie, Peltonen-Sainio quotes the following concerning growing condition in northern climates:
“The most typical features of northern growing conditions are harsh winters, intensive, exceptionally
rapid rate of development due to exposure of very early growth stages to long days and relatively
rapidly increasing mean temperatures, generally cool mean temperatures during the growing season,
risk of night frosts, early summer drought and risk of abundant precipitation close to harvest”.
Peltonen-Saino further states the importance of the snowfall in the winter for growing wheat in
northern countries. Snowfall provides a starting point in terms of moisture for the newly planted
crops, but the melting snow also provides wet fields which need to dry before the wheat can be
sown (Peltonen-Sainio, 2009).

Both North Dakota and Canada have harsh winters and small periods of crop growth. Due to the
harsh winters in both Canada and North Dakota, spring wheat is planted between the second week
of April towards the end of May and harvested mind August through October in North Dakota (NDSU,
2017) and in the month of May and harvested in October in Canada (Canadian Goverment, 2017).
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3. Materials and Methodology

In this chapter, the material and methodology used in the research are discussed. In the materials
section, all the used data for the research is discussed. Next, the methods of processing the data to
achieve the results are discussed. In the method chapter, a general overview of the whole process of
translating the data into results is given.

First, the price changes of wheat were assessed. For this research, agricultural and price reports from
the FAO were used. For wheat, these were the yearly “The State of Food and Agriculture” (SOFA).
From reports of the FAQ, possible seasonal key points were defined qualitatively based on price
changes, as well as the general dynamics of the wheat market. The used reports are introduced in
section of materials, the method of using the reports is introduced in methods.

The impact of the rainfall is further researched in reports from the FAO, USDA, NDSU HREC and
Ministry of Alberta. The goal is to qualitatively define seasonal key points as found from the reports
on the wheat production performance from an agricultural perspective.

The wheat production of the USA and Canada were used to investigate how the countries influence
the world wheat production. To determine the effect of weather on production, the crop
performance is used. The materials and method of the wheat production assessment are introduced
further on in this chapter.

Due to the high contribution of the USA and Canada to the world wheat production and export, the
country of the USA and Canada were chosen to research the impact of local rainfall patterns on the
crop performance of spring wheat. The rainfall data was collected from 8 stations in North Dakota 14
stations in within the Canadian Prairie, which are further discussed in the section of materials. The
source and method of the spring wheat crop performance are introduced further on in this chapter.

Next, a multivariate regression analysis is performed. The goal is to assess rainfall data from the USA
and Canada and research if seasonal key points found from the reports could be quantified
concerning the contribution to the crop production. As part of the objective, the level of explained
variance of the production of wheat as well as probabilistic values of the key points in a season were
assessed to verify if the influence of the seasonal key points on the wheat production performance is
not random. The method is elaborated on further on in this chapter.

As a final step, a binary Bayesian probabilistic model (BBPM) was created using the defined seasonal
key points and performance data. Using the BBPM, the probabilities and the effect of the occurrence
of the seasonal key points towards relative change in world wheat production could be defined. The
full process is described further on in this chapter.
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3.1 Materials

In this chapter, all the materials used for the research are discussed. All the details of the materials
are discussed, such as length of used data series, limitations due to data availability and whether
data is of a daily, monthly or yearly scale.

3.1.1 Market data wheat

The market data used to determine the price changes and the extreme increases and decreases the
daily future prices from the National Agricultural Service of the USDA over a period of 56 years
between 1960 to 2015 (USDA, 2016). The prices were provided in the form of future prices in US
Dollars, meaning that the price were the quoted prices of future contracts. For wheat, future
contracts are available for January, March, May, July and November (ICE, 2017). A future contract is a
contract with an obligation to buy a commodity such as wheat in the future for a set price. The prices
for the futures were provided on a monthly average scale. For this research, inflation is filtered out to
produce the “real” or “clean” price changes (Malliaris, 2006), which will be further discussed in
chapter 3.2.2. The future prices of wheat were in US dollars and therefore the inflation of the US
dollar was taken to correct the future prices for inflation. For inflation, the inflation numbers of the
US dollar from the Bureau of Labour and Statistics of the Department of Labour were used between
1914 to 2016 (BLS, 2016). The data concerning inflation was provided in monthly averages and in
yearly averages.

3.1.2 Wheat reports

From the FAQ, the annual SOFA reports concerning wheat production, prices and consumption were
used. In the yearly reports, a complete overview of the wheat world price change, as well as
production and consumption figures are provided. The annual SOFA reports used are from 1960 to
2013 and can be obtained via the website of the FAO (FAO, 2016). In appendix I, an example of a
SOFA report is given.

Next to the SOFA reports, the FAO also provided crop specific information concerning the specifics of
cultivating wheat (FAO, 2012). Next to reports from the FAO reports and articles from the NDSU
HREC and Ministry of Alberta were used for crop specifics. For the NDSU HREC, the reports used
were the “Western Dakota Crop Day” (WDCD) reports between 1984 and 2015. In the WDCD reports,
the crop performance of wheat at two research locations in ND are discussed, with a particular focus
on the weather, diseases and planting dates. As a proxy for the Canadian prairies, the reports from
the ministry of Alberta were used, due to the central position of the province in the Canadian
Prairies. From the ministry of Alberta, the annual crop season review reports between 2006 and 2015
were used. In the reports, the wheat growing conditions are discussed concerning the impact of the
weather, insects and crop diseases. All reports can be found on the website of the ministry of Alberta
(Ministry of Alberta, 2017).
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3.1.3 Wheat production and yield per area

The crop production and performance data of wheat was retrieved from two sources, being the
USDA and the North Dakota Wheat Commission (NDWC). The total wheat production data of the
USA, Canada and the World was retrieved from the USDA Foreign Agricultural Services, department
for Production Supply and Distribution (PS&D) website between 1960 and 2015. On the website, a
custom query can be made concerning parameters such as production, distribution and export for a
variety of crops (USDA, 2017). The data from the PS&D concerning the production of wheat was
provided in thousands of megatons per crop year, where a crop year for wheat is defined between
the start of June to the end of May the following year (OECD-FAOQ, 2007).

Next, the crop yield data was collected. Wheat production is dependent of a number of factors, of
which weather is one. Another factor is the amount of area sown to produce wheat. The use of only
production can give a wrong impression about the performance of a crop year concerning the
production of wheat. For instance, two years can have the exact same amount of wheat production,
but with for instance one area having twice as much area sown as the other area. The first area could
then be categorized as either normal or underperforming, while the second area is normal of
overperforming.

To filter out the effect of the sown areas, the performance of an area in the amount, or yield, of
wheat produced per area is used for this research. For the yield data for Canada, the PS&D website
was used as well. For the Canadian Prairies, the simplification of using the crop yield data of Canada
as a whole from the PS&D was used for this research between 1960 and 2016. The wheat
performance of the whole of Canada is a mix between spring wheat and winter. However, as a first
approximation the simplification of taking the total yield for Canada was accepted due to the large
contribution of spring wheat to the total wheat production in Canada. The unit of the yield data was
provided in megaton per hectare. For ND, data concerning the spring wheat yield from the NDWC
was used as part of the research (NDWC, 2016) between 1971 and 2015. The unit provided by the
NDWC was in bushels per acre.
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3.1.4 Weather station data

For the weather stations of ND and the Canadian Prairies, both snowfall and rainfall data was
collected. Both snowfall and rainfall were found to be of importance for the cultivation of wheat
when assessing northern countries (Peltonen-Sainio, 2009).

North Dakota

The weather stations of ND were collected from the North Dakota Agricultural Weather Network
(NDAWN) website. The NDAWN is a network of weather stations in and around ND and is provided
by the NDSU (NDAWN, 2017).In Figure 3, the selected weather stations for ND are presented. The
selected weather stations are concentrated towards the south-western part of ND, because of the
fact that the NDSU HREC is located in the south-western part of ND. Because of the use of reports of
the HREC concerning the area and wheat production around the HREC, the stations were selected in
close proximity to wheat testing site. The second reason for selecting the specified weather stations,
is because these rain stations are the oldest weather stations in ND and therefore provide the largest
amount of data.

In total, 8 weather stations were selected for rainfall data, being Bottineau 14W, Turtle Lake 4N,
Hazen 2W, Dickinson 1INW, Jamestown 10W, Beach 95, Bowman 4W and Hettinger NW?. Data was
available from 1990 to 2015 for the stations Hettinger, Dickinson and Jamestown, for the other
stations data was available between 1993 and 2015. Al data was available for the months of April to
October. No missing data in the found in the dataset. Between November and March, the weather
stations were not active due to the frost and snowfall in ND. Concerning snowfall, no direct
measurements from stations was available. Therefore, overviews of the North Dakota State Climate
Office (NDSCO) were used to visually determine the total snow depth between November and March
around the stations of Jamestown, Bottineau and Dickinson. An example of the overview is
presented in Appendix Il.

NDAWN Station Locations (2017-01-24)
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Figure 3: selected weather stations North Dakota (NDAWN, 2017)

2 The name of the weather station is a combination between the name of the town closest to the weather
station, and the distance and direction from the town. For instance, Hazen 2W means that the weather station
is 2 miles West of Hazen.
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Canadian Prairie

In Figure 4, the selected weather stations for the Canadian Prairie are presented. The data from the
weather stations were obtained via the Koninklijk Nederlands Meteorologisch Instituut (KNMI)
Climate Explorer web application. The KNMI Climate Explorer application (KNMI, 2017) is a collection
of data from weather stations all over the world. Daily data from the KNMI was used as opposed to
direct monthly data, due to the fact that no monthly data was available for Canada. As can be seen in
Figure 4, 14 stations with daily data were selected for Canada. These stations were Medicine Head,
Swift Current, Lethbridge, Estevan, Regina, Red Deer, Camrose, Saskatoon, Brandon, Altona, Climax,
Calgary, Edmonton and Lloydminster. The reason for choosing the stations was to provide an even
spread of stations over the whole Canadian Prairies. Data was available between 1883 and 2017, but
not continuous for all stations. For instance, data for the weather station of Medicine Head was
available between 1883 and 2007, while for Swift Current data was available between 1959 and
2017. Both the snow and precipitation data of Canada was collected from the KNMI Climate Explorer
application. Rainfall data was provided in millimetres, while the snowfall data was provided in

millimetres depth of snow.
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Figure 4: Selected weather stations in the Canadian Prairies, indicated with red dots (Google Maps, 2017)
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3.2 Methods

In this chapter, the specifics concerning the used methods for the data processing are discussed.
Theoretical background and the specifics of how a number of techniques are used in this research
are also described. In Figure 5, the flowchart of the research is presented.

Historical prices
Wheat

Wheat related
reports

Possible key periods
wheat season based

Relevant data spring
wheat (production
data, weather data)

Possible key periods
spring wheat season
based on analytical

on wheat reports Pool of possible
key points wheat
season

findings

Accepted key
points wheat
season

Figure 5: flowchart of the course of research for wheat, explanation given in text

To start of the research, the historical prices of wheat were assessed. In this step, the goal is to find
the years in which the wheat price had the largest percental relative increase or decrease between
1960 and 2015. Also, monthly price changes were assessed to define the average price movement of
wheat on a monthly scale within one crop year by taking the average monthly price change of all the
crop years. All the prices were corrected to take inflation into account. This step is represented by
the point “historical prices wheat” in Figure 5. The results from this step was used as a starting point
for the next part of the research. The full process is described in 3.2.1.

Next, the found price increases and decreases were assessed using wheat related parts in reports
from the FAO. The results from the previous step concerning the historical prices of wheat were used
as a first indicator to determine in which years and months reports should be assessed in particular.
The goal is to use the information of the largest price increases and decreases in combination with
reports from the years and months in which the price changes occurred to identify the reason for the
price change. This step is represented in Figure 5 by the solid black arrow between “Historical prices
wheat” and “Wheat related reports”.

In the same step of “Wheat related reports”, crop specifics as defined by the FAO, USDA, NDSU HREC
and Ministry of Alberta as well as climate specifics of ND and the Canadian Prairies were used to
define key points in a spring wheat growing season. Crop specifics such as water demands, growing
cycle and sowing and harvest times were researched. Area specifics for ND and the Canadian Prairies
such as climate, seasonal changes in weather and temperatures were assessed at the same time. The
combination of wheat related reports from the FAO, USDA, NDSU HREC and the Ministry of Alberta,
as well as crop and climate specifics of ND and the Canadian Prairies were used to qualitatively
define seasonal key points in the growing season.
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The reports and historical prices were used to define the dynamics of the wheat market. This step is
represented in Figure 5 as the solid green arrow between “wheat related reports” and “Possible key
periods wheat season based on wheat reports”. The full process is described in 3.2.2.

The outcome of the wheat related reports was used as an input the evaluation of production and
weather data. This step is represented by the grey arrow from “wheat related reports” to “relevant
data spring wheat” in Figure 5. The goal was to use the information about the largest price changes
in combination with the qualitative outcome of the reports to determine if the price changes can also
be explained using spring wheat production data and rainfall data from ND and the Canadian Prairies.
For the production data, the change in yield per area was used. Due to the fact that wheat yield is
always increasing (FAOQ, 2012), the difference in yield as difference from the trend was taken. The
process of using relative difference of spring wheat yield from the trend is described in 3.2.3.

Within the “relevant data spring wheat”, local production of the USA and Canada and world
production was also assessed to determine the dependency of the world wheat production on the
local production. A multivariate linear regression between world wheat production and wheat
production from the USA and Canada was performed to determine whether a dependency between
world wheat production and local wheat production as mentioned in the ICCO reports can be
confirmed. The full process is described in 3.2.4.

In the “relevant data wheat” step, data from weather stations was also pre-processed for further
use. First, the used weather station data was filtered for missing data. Second, the daily rainfall data
per station is summed up to give a monthly and a yearly total. The total for a year was the total per
wheat year as defined by the OECD-FAO between July and June. Third, the used weather stations are
assessed on correlation to determine how strongly correlated the stations were to justify the use of
an arithmetic mean of the stations. If a weather station was insufficiently correlated, the weather
station would be rejected from the research until all weather stations left were sufficiently correlated
to justify the use of an arithmetic mean. The correlation between weather stations was tested using
the average rainfall on a monthly basis for a full year per weather station. Finally, the arithmetic
mean of the weather stations was taken of the average monthly and yearly rainfall. The full process is
described in 3.2.5.

To define key points in a spring wheat season in a quantitative sense, a linear regression between the
relative change in spring wheat yield and the arithmetic mean of the weather stations was
performed for both ND and the Canadian Prairies. This step is represented by the solid yellow arrow
between “Relevant data spring” and “Possible key periods spring wheat season based on analytical
findings” in Figure 5. To narrow down the variables used in the linear regression, the qualitative
results from the spring wheat related reports were also used. This step is the results from the
feedback from the reports as represented by the grey arrow in Figure 5. The outcome of the linear
regression and the used variables are tested on probabilistic properties to determine if the finding
were significant. The full process is described 3.2.6.

Next, both results from the reports and the analytical findings were combined in a pool of possible
key points of a spring wheat growing season. This step is represented by the dotted blue arrow in
Figure 5. Subsequently, to determine if the found key points were actual real key points in a spring
wheat growing season, the possible key points were tested on both a qualitative basis by the
indicated key points from the SOFA reports from the FAO and on a quantitative basis using the
results from the linear regression. This step is represented by the solid orange arrow in Figure 5,
while the qualitative and quantitative test is represented by the solid blue arrow in Figure 5. The full
process is also described in 3.2.6.
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As a final step, a binary probabilistic Bayesian model was applied to the confirmed seasonal key
points to assess the conditional probability of a higher or lower wheat production by using the
seasonal key points. In this step, the probability of a above or below the trend wheat production was
made conditional based on the combination of a above or below average rainfall in one of the
seasonal key points or a combination of seasonal key points. The full process is described in 3.2.7.
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3.2.1 Historical prices of wheat

For the historical prices of wheat, future contract prices of wheat were collected as defined in 3.1.1.
In appendix IV, a general introduction to prices and commodities is given as background information
for the terms of commodities and future contracts. The future prices of wheat were quoted in
dollars, but the future prices cannot be used directly in this research. Because of inflation, a US
dollar in 1960 does not have the same value as a dollar in 2015. Inflation or deflation are defined as a
general, continuous increase of decrease in prices, causing a reduction or an increase in the value of
money (MclIntosh, 2013). To make the price change of for instance 1960 usable in the same manner
as in 2015, the future prices were first translated into relative change. In this research, wheat price
changes were defined as relative price changes. To translate the crop price data to relative price
change of wheat, the following formula was used:

_ (Xn —Xn-1)
RPC = \'n = “n-l /Xn_1*100 (eq.2)

With:

RPC = Relative price change in %

Xn = the future price of month nin US dollars
Xp1 = the future price of month n-1in US dollars

Relative price change was determined on both a monthly and yearly scale. For wheat, yearly relative
price change is determined from June to May, to coincide with the wheat production year as defined
by the OECD-FAO. The practice of taking the average of the year is in line with the practice of the
average price determination of the USDA (USDA, 2016). By using the price change in a crop year, the
effect of the crop production on the prices of the crop year can be obtained. For 2000 for instance,
equation 2 takes the following shape:

A(ZOOO)
RPC (2000/01) = 01 /Xzooo*mo (eq.3)

With:

RPC (2000/01) = Relative price change for wheat year 2000/01 in %
A4(2000/01) = Difference between future price July 2000 and June 2001 in US
dollars

X000 = Future price of wheat in June 2000 in US dollars

By changing the prices to relative change, the prices were corrected with inflation, which is also a
relative change. By subtracting the inflation, the goal was to define the “clean” price change in a
month or year. The correction of the relative change of the prices of wheat by using inflation is an
accepted method of correcting prices (Malliaris, 2006).
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Inflation was therefore deducted from the relative price change to produce the “clean” value for the
relative price change. If wheat prices increase with 4% in a year and inflation in the same year also
increases with 4%, the “clean” relative price change is equal to 0%. Inflation is already given in a
relative term of percentage on a yearly and monthly basis provided by the BLS (BLS, 2016), and could
be directly deducted from the relative price change as found in equation 2. Inflation on a yearly scale
was used according to the specific length of the crop year for wheat. The used formula is shown
below:

RPC* = RPC —1 (eq.4)

With:

RPC* = the clean value of the relative price increase in %
RPC = the relative price change in % as defined in equation 2
I = the inflation for the assessed month/year in %

As a final step, the price increases and decreases were linked to their respective years and ranked
from high to low.
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3.2.2 Wheat related reports: price changes

In this section, the use of reports from the FAO, USDA, NDSU HREC and the ministry of Alberta is
described. Reports from the FAO, USDA, NDSU HREC and the ministry of Alberta were used to define
crop specifics key points for spring wheat. SOFA reports from the FAO are also used to determine if
weather had an effect on the found price changes and if key points in a season related to weather
can subsequently be defined using the reports.

3.2.2.1 Crop specific key points

To determine the crop specific needs for the growth of spring wheat, a review is conducted on
available literature about the crop specifics for spring wheat. For spring wheat, the website of the
FAO, NDSU HREC, USDA and ministry of Alberta were used to obtain specifics concerning the demand
for growing spring wheat. The specifics provided information about the maximum and minimum
amount of precipitation required, as well as length of the growing season and events during a
growing season that could affect crop yield for spring wheat (FAO, 2012). The key periods of the
season as defined by the crop specifics were later used to define the seasonal key points for the crop
yield of wheat.

3.2.2.2 Wheat price change related reports

After the price changes for wheat are defined, a review of the SOFA reports of the FAO was
performed to determine whether the weather had any influence on the relative price change of
wheat. For this research, all price changes between 1960 and 2015 were assessed, with the top 5
price decreases and increases highlighted.

Production of wheat can be affected by different events, such as lower crop yields due to weather
events, but also trade embargos, export stops and civil unrest. For all of the price changes, the
reports that were available for wheat for that year were assessed to define the reason, or “driver”,
related to the price change. The SOFA reports were scanned on a specific link back to weather using
words as “weather”, “adverse”, “negative effect”, “unfavourable” specifically correlating weather to
production decrease and price increase. For wheat, SOFA reports were used for weather related

price changes.
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3.2.3 Relevant data spring: production changes

As mentioned in the introduction, wheat yield is constantly increasing. Reasons for the constant yield
increase are for instance more planting, but also crop improvement or better agricultural practices
(Evans, 1980). As a consequence, wheat yield in different years could not be compared directly to
each other. A specific amount of wheat production in for instance 1980 could be a very high
performing crop year then, while the same production in 2000 would be medium or badly
performing crop year.

A linear trendline of the spring wheat yield of ND and the Canadian Prairies was therefore used as a
first approximation in this research. To determine whether a wheat year is underperforming, the
difference from the linear trendline is used to determine how a wheat year was performing. As this
research was a first trial, no other method than a linear trendline was used for the yield. The
available data for the yield of ND and the Canadian Prairies was plotted using Windows Excel, after
which a trendline is added to the plot.

For the linear regression and trendline, the dispersion of the residuals was used to visually determine
the validity of the use of a linear regression (Stattrek, 2017). The residuals should appear to be
dispersed randomly without a clear parabolic shape to enforce the use of a linear approximation.
Crop yield under the trend will be defined as below expectation, while crop production above the
trend will be defined as above expectation. The resulting outcome of the difference between the
trend line is used in further steps of the research. For all steps, Windows Excel was used.

3.2.4 Relevant data spring wheat: influence local production wheat on world production
wheat

To correlate the world wheat production to local wheat production, a multivariate linear regression
of world wheat production as a function of wheat production in the USA and Canada was performed.
The USA and Canada were here defined as local producing areas for wheat and independent
variables, while the world wheat production was used as dependent variable. The regression for
wheat was done using production data from 1960 to 2015 using the PS&D tool of the USDA as
defined in the materials section. The outcome of the multivariate linear regression was tested on P-
values, F-values and residuals to validate the linear regression. Finally, the R? value was used to
define the explained variance of the regression and to determine the dependency of the world wheat
production on the wheat production of the USA and the Canadian Prairies. For all steps, Windows
Excel was used.
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3.2.5 Relevant data spring wheat: pre-processing weather station data

To translate the weather stations data from ND and the Canadian Prairies into usable data for this
research, a number of processing steps were taken. For this research, the weather stations were first
checked for missing data. Missing data was given a zero as value concerning precipitation. If more
than 5 days of a month were missing, the month was not used in further steps. For ND, no missing
data was found. In the Canadian Prairie dataset, only the rainfall and snowfall data of the years
between 1960 and 2015 were used, due to the fact that prices of wheat were available between
1960 and 2015. Between 1960 and 2015, no missing data was found for the Canadian Prairies. Next,
rainfall per month and per wheat year were calculated by summing up all the recorded rainfall per
month or wheat year.

Finally, the average rainfall in a specific month was determined by calculating the average rainfall of
all specific months for a specific weather station. All calculations were done using Windows Excel. For
instance, the average rainfall of the month of April for the Swift Current station was calculated by
taking the average of all the recorded rainfall of all the months of April for the Swift Current station.

The correlation between stations was tested next to check if the average rainfall of weather stations
in ND and the Canadian Prairies were correlated enough to justify the simplification of taking the
arithmetic mean of all the weather stations. As a demand for the correlation index, correlation
between all stations was required to be above 65% to ensure a “good” correlation conform the
Pearson correlation coefficient (Pearson, 1895) to ensure that the rainfall in the assessed area was
relatively equal at all assessed points and that therefore the area could be simplified to one area with
an equally dispersed amount of rain. If the demand of 65% or above was not met, weather stations
with the worst correlation to all other stations were rejected until all stations had a correlation above
65%.

3.2.6 Possible key periods spring wheat season based on analytical findings: linear regression
To quantify the crop specific seasonal key points from the reports from the FAO, USDA, NDSU HREC
and ministry of Alberta, a regression of the difference from the trend for spring wheat yield as a
function of the rainfall of all the months that have an effect on the wheat year was done. For ND and
the Canadian Prairies, the arithmetic mean of the rainfall data per month of a spring wheat year were
used as independent variables. From the regression, the month with the highest P-values was
rejected and a new regression was done until all P-values of the used months were within a 0.95
confidence interval and the F value of the regression in general is also within a 0.95 confidence
interval. As mentioned in 1.1, a confidence interval of 0.95 excludes randomness of the variables.
Reports were also used to make the optimization process go faster by using months that are found to
be of importance based on crop specific FAO, USDA, NDSU HREC and ministry of Alberta reports and
climate and area specifics. The iterative process is repeated until a combination of variables is found
that explain the highest amount of variance of the change in crop production while the significance
of both the independent and dependent variables was preserved. However, before the results are
accepted, the results are first checked with SOFA reports from the FAO to exclude spurious results
(Burns, 2017)
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The found seasonal key points are checked with the reports from the FAO, USDA, NDSU HREC and
ministry of Alberta to check if the found time periods are both statistically accepted and in
accordance with the reports as provided by the FAO, USDA, NDSU HREC and ministry of Alberta. The
key of this step is the combination between reports and analytics. The goal is to ensure that the
linear regression performed between difference from the trendline as a function of a key time period
in the spring wheat growing season is both statistically sound while also being able to be explained
by reports and crop specifics. By combining both qualitative and quantitative reasoning, the method
should exclude spurious results of regression and only focus on variables that are related to the
growing of spring wheat.

3.2.7 Binary Bayesian probabilistic model

By using both the data relative change in production from 3.2.3 and the results from the specified
seasonal key points from 3.2.6, a binary Bayesian probabilistic model could be formed. The BBPM is a
continuation of the results of the seasonal key point regression outcome of 3.2.6, connecting a
probability to the seasonal key points of the regression. For the BBPM, the relative change in spring
wheat yield was used in combination with the rainfall and snowfall data from ND and the Canadian
Prairies of the seasonal key points. Both yield and seasonal key points were first translated into
binary. For the spring wheat yield, yield above the trendline was defined as a 1, while the yield below
the trend was defined as a 0. For the rainfall in the seasonal key points, rainfall above the average
monthly arithmetic mean in a specific month was defined as a 1, rainfall below the arithmetic mean
rainfall in a specific month was defined as a 0.

Because of the use of the seasonal key points as independent variables and the yield change as
dependent variable in the linear regression, the probability of yield change was defined as
conditional and dependent on the seasonal key points (Bernardo, 2000). To define the probability of
an above or below average spring wheat yield, all the combinations of the independent variables
were tested towards spring wheat yield. The probability and conditional probability were determined
by using the historical occurrence of the events. For instance, if 5 of the 20 years assessed have an
above trend spring wheat yield change, an unconditional probability of 0.25 was assigned to the
probability that the relative spring wheat yield change will be above trend and an 0.75 change that
the relative spring wheat yield change will be below trend.
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4. Results

In this chapter, the results of the research are presented. First the results historical prices of wheat
are presented. Both the yearly price changes as well as the average price change within one crop
year are shown. Second, the price changes on both a monthly and yearly scale are explained using
the information from the SOFA reports of the FAO, as well as the found seasonal key points from the
reports and the crop specifics as found from the FAO, USDA, NDSU HREC and ministry of Alberta.
Third, production is assessed, with an assessment of the trend of the spring wheat yield in ND and
the Canadian Prairies as well as the dependency of the world wheat production on the wheat
production of ND and the Canadian Prairies. Fourth, the results from the processed rainfall data of
the used weather stations as well as the correlation index of the used weather stations is described.
Finally, the outcome of the key point regression and subsequent BBPM are presented.
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4.1 Historical prices of wheat

First, the average monthly price change of wheat as found between 1960 and 2015 is presented per
crop year. The monthly price changes can be used as first indicators to determine the important
months for wheat. Months with high price change could indicate important events concerning wheat
and could therefore be important to assess. The average monthly price changes of wheat, corrected
for inflation and in percentage are presented in Figure 6. As can be seen from Figure 6, price changes
tend to increase in August, September, October and Nov, with the largest increase in August. The
largest price decrease was noted in June, followed by July and May. In the review of the SOFA reports
of the FAO in chapter 4.2, possible reasons for price changes are discussed.

average price change wheat in %
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Figure 6: the average monthly price change of wheat in % of the wheat years between 1960 and 2015

When assessing the average standard deviation on a monthly basis, or volatility, different pattern can
be found. In Figure 7, the average monthly volatility of wheat in percentage is given. It can be noted
that throughout almost all the months, volatility is above 3%, with the largest volatility in August,
June and July. It can also be noted that the in all the months the volatility of the wheat price is larger
than the average price increase or decrease.
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Figure 7: the average monthly volatility of the price change of wheat of the wheat years 1960 and 2015

Next, the price change on a yearly scale was assessed. In Table 1, the results of the price changes are
shown, both ranked from high to low concerning percental price change, as well as chronologically.
In chapter 4.2, the yearly price changes are assessed using the SOFA reports from the FAO.
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Table 1: The price change in %, corrected for inflation, of wheat prices in a wheat year (June to May) from crop year 1960 to
2015, ranked according largest change (left) and chronological (right), with increase in green and decrease in orange.

year ranked |corrected increase % year corrected increase %
1960 0.96
1962 1.52
1963 -0.12
1964 -6.35
1966 -2.74|
1967 -11.87,
1968 0.04
1969 2.62]

1978 7.21
1975 6.23
1986 4.63
1969 2.62
1999 1.89
1962 1.52
1982 1.13
1960 0.96
1968 0.04
1983 -0.10
1963 -0.12
2016 -0.61
2001 -0.90
1966 -2.74
2013 -5.61
1980 -5.97
1964 -6.35 1996 -25.02
1985 -6.55 1997 -15.97
1984 -8.21 1998 -11.94
2004 -8.85
1979 -9.86)
1971 -10.77
1974 -11.29
2011 -11.66|
1967 -11.87|
1998 -11.94
1992 -12.67
1981 -13.65
1997 -15.97|
1989 -16.20
1990 -18.78,
2015 -18.81
2014 -19.42
1996 -25.02| 2013 -5.61
2009 -25.60 2014 -19.42
2008 -26.88| 2015 -18.81
1976 -44.09 2016 -0.61
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4.2 Wheat related reports

In this chapter, the results from assessing reports from the FAO, USDA, NDSU HREC and ministry of
Alberta are described. The reports from the FAO, USDA, NDSU HREC and ministry of Alberta were
used to define the key points in a season using crop specifics for wheat in general and spring wheat
in particular, as well as attempting to explain the price changes on a monthly and yearly scale as
found in chapter 4.1 by using the SOFA reports from the FAO. As partial input for the report
assessment, the results from chapter 4.1 were used.

4.2.1 Crop specific key points wheat

When assessing the dependency of wheat production on the weather, the importance of the
weather can be found in the form of rainfall, snowfall, temperatures and amount of sun (UK AHBD,
2017). In this research, only the dependency of wheat on water is assessed in the form of snowfall
and rainfall. In Figure 8, the growing periods for winter and spring wheat are shown.

Tillering Head Development
Establishment Vegetative Flowering Yield Ripening
(0] | | Formation 4
131
early [1a) late [1e]
Spring Wheat 15-20 days 10-20 days 20-30 days 15-20 days 30-35days | 10-15 days
Winter Wheat 10-15 days 15-25days | (1b] | 40-50 days 15-20 days 30-35 days | 10-15 days

1) Winter dormancy up to 90 + days

Figure 8: The growing periods of winter and spring wheat, number from 1 to 4 (FAO, 2012)

Concerning the water demand of wheat in general, the FAO states: “In summary, provided there is
adequate water during the establishment period (0) the critical periods for water deficit are: when the
plants are some 15-cm tall, just completing tillering and just starting elongation; at this time, the

total number of heads and number of potential seeds per head is being determined; at the end of
head development to heading or the time that the flowering period (2) begins; water deficit will
greatly reduce the number of seeds per head; At early yield formation period (early 3) when water
deficits combined with hot, dry winds would result in an incomplete grain filling and a reduced yield of
poor quality shrivelled grains” (FAO, 2012).
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From the reports of the NDSU HREC, the water demands for the spring wheat in ND can be found,
being rainfall in the previous season, snow coverage, the amount of rainfall in April and May and the
absence of droughts during the months of June and July (HREC, 1991; HREC, 1999; HREC, 1995; HREC,
2002; HREC, 2007; HREC, 2011). The rainfall in the previous season is seen as a proxy for stored
moisture, providing soil moisture for the early growth stages of wheat. Snowfall in winter acts like a
source for soil moisture, but can have a negative effect on growth too due to the flooding of fields, as
happened in 2010 in ND (HREC, 2011). The importance of rainfall in the April, May, June and July can
be related back to the crop specific demands as defined by the FAO and shown in Figure 8. The
seasonal key points found from the crop specific literature from the HREC are therefore total amount
of rain in the previous season, snowfall during the winter, rainfall in the early crop development

stages between April and May, and the amount of rainfall in June and July.

From the website of the USDA, the usual sowing and harvesting time for ND could be found, as well
as the average harvest season for the largest wheat exporting countries. According to the USDA,
usual planting dates of spring wheat in ND commence in the middle of April and ends at the end of
May, while sowing commences at the start of August and ends at the middle of September (USDA,
1997). In Table 2, the usual harvest times of the top wheat exporting countries is shown.

Table 2: dispersion of wheat harvest period, for 89% of the world wheat export during season 2014/15, with the harvest
period per country indicated in green and the total contribution to the world export next to the name of the wheat exporting

country (USDA, 2017).

harvest dates spring wheat

January [February

March

April

May

1. Canada (16.2%)

United States (14.5%)

Australia (11.4%)

France(11.1%)

Russia (10.1%)

Germany (6.3%)

Ukraine (3.8%)

Kazakhstan (3.2%)

OI®IN[O B A WIN

Argentina (2.7%)

. Poland (2.3%)

. Romania (2%)

. Bulgaria(1.7%)

September |October [November

December

. Czech Republic (1.3%)

. Lithuania(1.3%)

NN
U|d|lW|IN|I=|O

. United Kingdom (1.1%)

An interesting link can be noted from production schedule towards prices. From the overview of the
harvest season, the average price decrease in June and July can be explained by the large inflow of
wheat at the start of the harvest season. Following the principle of economy, a large supply equals a
lower price if the demand is unchanged. Concerning price increases, one of the findings is that the
average largest prices increases of wheat occurs at the end of the harvest season of most of the
wheat producing countries. After a discussion with F. van de Loo, director at EY, a possible
explanation could be the spread of the wheat production, with the true world production of wheat
becoming apparent when in August, and prices subsequently reacting to the actual production (van

de Loo, 2016).

4 Delit
TUDelft 5z

EY

Building a better
working world




From the “Alberta Crop Season in Review” reports of the ministry of Alberta, the importance of
carryover moisture from the previous season, snowfall and rainfall in May, June and July (Ministry of
Alberta, 2007; Ministry of Alberta, 2008; Ministry of Alberta, 2009; Ministry of Alberta, 2010;
Ministry of Alberta, 2011; Ministry of Alberta, 2012; Ministry of Alberta, 2013; Minisrty of Alberta,
2014; Ministry of Alberta, 2015; Ministry of Alberta, 2016). As an example of the effect of the rainfall
of the previous season and the snowfall in the winter before the sowing, the report of 2009 states:
“Also contributing to the dry conditions were the below average winter snowfall and a low carryover
of moisture reserves from the previous crop season. The dry conditions, coupled with cool
temperatures, caused significant delays in seeding operation and crop emergence” (Ministry of
Alberta, 2010). The importance of rainfall in the month of May can be found due to the early
development phase of wheat taking place during the month of May. For instance, in the 2012 crop
season review, the Ministry of Alberta states that “The cool temperatures and several precipitation
events in the May have resulted in crop development falling behind” (Ministry of Alberta, 2013).
Concerning the importance of the month of June and July, an example can be found in 2007, with the
Ministry of Alberta stating that “However, in some areas, heavy rainfall in June caused localized
flooding and left water standing in low-lying fields. The persistent hot, dry weather across the
province in July depleted soil moisture reserves and caused crops to abort flowering and podding,
resulting in significant deterioration in crop conditions and yield potentials” (Ministry of Alberta,
2008).

Seasonal key points for the growth of spring wheat in the Canadian Prairies as found from the reports

of the ministry of Alberta are defined as rainfall previous season, total snowfall before the sowing of
spring wheat, and rainfall in the months of May, June and July.
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4.2.2 Wheat price change related reports

From the SOFA reports, a number of findings can be presented. First, the top 5 price decreases and
increases as found in 4.1 are assessed. Next, the SOFA reports are assessed to define the general
dynamics of the wheat industry. From the reports, wheat production related events are highlighted
for the wheat producing areas of the world. The events are for instance an extremely wet or dry
month or set of months, or extreme high or low temperatures for a specific year, periods of drought
or water surplus. The reports are scanned for events that happen in North America and Canada in
particular. The events related to North America and Canada in particular are collected and later
tested to assess whether the events play a vital role for the crop yield in an area and can therefore be
defined as a seasonal key point.

First, in Table 3 the top 5 price increases and decreases are presented with the reason for price
change explained and the year in which the price change occurred.

Table 3: the top 5 of price increases and decreases for wheat, with the year in which the price change occurred, the
magnitude of the price change and the reason for the price change according to SOFA reports form the FAO with a relation
to weather

Year | Price change (%) Reason

2010 94.92 Heat wave causing a drought in Russia, leading to lower wheat production and a
subsequent export ban of Russian grain. Excess rainfall in the USA, drowning crops
and causing lower wheat production, recovery of the world of the Global Food
Crises (FOA, 2011; Oxfam, 2011)

2007 73.62 Third consecutive year of worldwide wheat production deficit due to “weather-
related production shortfalls in key exporting countries” (FAO, 2008)
1972 57.90 Worldwide production of commodities declined due to adverse weather, shortages

of grain in the USSR due to weather related lower production (drought), grain deal
known as “the great grain robbery®” affecting wheat prices (FAO, 1973).

1995 46.90 Adverse weather worldwide causing reduced output of wheat and in the USA in
particular, combined with lower production in 1993 and 1994 (FAO, 1996).

1973 41.11 Continued effect of “the great grain robbery”, no weather-related production
decline worldwide, record crop in the USA (FAO, 1974).

1976 -44.09 Second year of above expectation wheat production worldwide due to favourable
weather, reaction to price increase in 1972 and 1973 (FAO, 1977).

2008 -26.88 Reaction to above expectation wheat production worldwide due to favourable
weather, reaction to price increases during the Global Food Crises (FOA, 2011).

2009 -25.60 Reaction to above expectation wheat production worldwide due to favourable
weather, reaction to price increases during the Global Food Crises (FOA, 2011).

1996 -25.02 Recovery of the USA concerning wheat production due to favourable weather,
reaction to price increase of 1996 (FAO, 1997).

2014 -19.42 Recovery from the high wheat prices during the World Food Crisis, normal wheat

production worldwide due to favourable weather (FAO, 2015).

3 “The great grain robbery” is a name for a large grain deal between the USSR and the USA, in which the USA
sold over 30% of the average production which they could not actually afford to sell due to domestic
consumption. Due to a faulty system for subsidies, the USA lost over $300 million in subsidies on the Russian
and other export sales (Luttrell, 1973).
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As can be seen from Table 3, multiple factors can influence prices, with weather events highlighted
as the main driving force behind four out of five of the price increases and all of the price decreases.
In the SOFA reports, no specific months were highlighted, but rather areas and by what weather
effect the area was hit.

The demand for wheat is steadily increasing throughout the years (USDA, 2017). Because of the
steady increase in wheat demand, the prices of wheat are dependent on the production of wheat.
From the reports of the FAO, negative weather effects such as a drought in summer or a surplus of
rainfall in spring or summer can have a strong influence on the production of wheat and as a result
on the price of wheat. Due to the spread-out character of the grain market, the total production of
wheat is the main driver of the market prices, as can be confirmed by the price changes found in 4.1.

One of the factors influencing the price changes in particular in the years between 2006 to 2011, is
the Global Food Crises (GFC). The GFC started with two years of lower production, being 2002 and
2003 (USDA, 2016). Two food crises occurred during 2006 to 2011 period, with one between 2007 to
2008 and one from 2010 to 2012. During the both the GFC, food prices rose “significantly”, before
collapsing again (EC, 2011). According to the UN, “The food crisis is a result of a complex interplay of
several factors. Some of these factors have recently emerged, such as excessive speculation in
agricultural commodity futures markets, drought-induced crop failures in major grain- and cereal-
producing regions and the surge in biofuel production in Europe and the United States. Other causes
are longer-term, including reduced national and international investments in developing-country
agriculture, distortions in the international trading system and changing consumption patterns. All
these factors have adversely affected agricultural production” (UN, 2011) .

The price increases are the results of a combination of production and market working according to
the SOFA reports of the FAO. In particular, a serious of years with low wheat production in
combination with increased speculation on the commodity market is proven to be an important
combination concerning price increases between 2006 and 2011. Price increases due to only weather
related production deficit occurred in 1993, 1994 and 1995 (FAO, 1996), and in 2002 and 2003 (FAOQ,
2005), where the price increases in 2005, 2006, 2007, 2010 and 2012 occurred due to the
combination of market speculation and weather related production deficit (UN, 2011).

The price decreases in Table 3 were a reaction to a large price increase in the previous year followed
by a recovery of the production of the next wheat year due to favourable weather or the absence of
for instance periods of drought. The reason for the connection to the weather was the fact that due
to crop specifics of wheat as discussed in 4.2.1, particular weather and climate requirements are
needed for optimal wheat growth. When the crop specific demand of wheat was met concerning
precipitation and the absence of long periods of drought, production is adequate and therefore
supply should meet the demand. A reaction to adequate production and thus supply can be seen in
1989, 1990, 1996, 2004, 2008, 2009 and 2011 in Table 1 (USDA, 2017).

Next, the general dynamics of the wheat market as mentioned in the SOFA reports from the FAO
were assessed. When assessing the SOFA report between 1960 to 2015 as defined in 3.1.2
concerning weather affecting production and price of wheat, in particular the weather leading up to
the growing season and the weather during the growing season are discussed. The SOFA reports do
not go into area specifics, so the results from the area specifics as found in 4.2.1 are used to better
understand the importance of the pre-season precipitation and precipitation during the growing
season.
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The pre-season precipitation is of importance, due to the fact that the lack of precipitation in a
previous season provides a low amount of soil moisture at the start of the growing season. Examples
of the occurrence of a previous bad season can be seen in 1995, 2003 and 2007. However, an excess
of water can also provide a negative effect by drowning the crops, as found in 4.2.1. Precipitation
during a season is of importance for the growing of wheat. Droughts or a surplus of water can have a
negative effect on crop growth, as found in 1972 and 2010. These findings are also in line with 4.2.1.

When combining all the SOFA reports of the FAO and the findings concerning the price change, the
general dynamics of the wheat market can be defined. In Figure 9, the general dynamics are
presented. In the figure, the green arrows represent quantifiable links, the red unquantifiable and
the orange the result of the combination between green and red.

Other aspects such as policies, economy and currency can have an effect on the prices via supply and
demand, but are unquantifiable from an engineering perspective. The resulting supply, demand,
stock and finally prices are all result of the combination between the driving factors of the market of
wheat. In this research, the link is specifically on the quantification of the weather, with the links
represented by the green arrows. Because of the dependency of the production on the weather and
the dependency of the price on the production, a continuation of the research towards the
guantification of the link between the wheat production and weather with particular focus on the
pre-season precipitation and the precipitation during the growing season.

- +
Price

+

+
Stock

Policies, economy,
currency etc.

Precipitation
during season

Pre season
precipitation

i

Figure 9: the dynamics of the wheat market, with green as quantifiable links, red as unquantifiable links and orange as links
as a consequence of both quantifiable and unquantifiable links.
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4.3 Relevant data wheat: yield changes
For wheat yield in ND and the Canadian Prairies, data from the NDWA and the USDA was used. To
use the yield data provided by the NDWA and the USDA, processing steps were made to the data.

First, the spring wheat yield of ND is assessed. As can be seen from Figure 10, wheat yield in ND was
constantly increasing throughout the years. For wheat, 52% of the variance of wheat yield can be
explained by a trendline, which is a linear regression between wheat yield in ND and time. For the
wheat yield in ND, a linear trendline was found with the formula:

EWYyp, = 0.42 xn + 22.84 (eq.5)

With:
EWYyp= The Expected Wheat Yield North Dakota by using the linear trendline in bushels per
acre
n = The assessed production year with start condition 1971
Wheat Yield in Bushels/Acre North Dakota -
é 300
;;- 20.0

197119721973 197419751976 1977 1978 19791980 1981 1982 1983 1984 1985 1986 1987 1988 19891990 1991 1992 1993 1994 1995 19951997 1998 19992000 2001 2002 2003 2004 2005 2006 2007 2008 2009 20102011 2012 20132014 20152016

Crop year
Figure 10: the wheat yield in ND as a function of time, with a linear trendline fitted to represent the trend in the data

From visual analysis of Figure 10, the yield per area of wheat in ND varies significantly per year, with
for instance a difference of difference of 15 bushels per acre between 1987 and 1988. However, an
increase in yield can be seen throughout the years.

In Figure 11, the residuals from the trend line can be seen. As can visually be deducted from the
figure, the residuals do not appear to be randomly dispersed. In the figure, a slight parabolic form
can be seen. The parabolic form of the residuals could indicate that a quadratic function could be a
better fit for the trendline. However, for this research, a linear regression as first approximation was
accepted.

To compensate of the increase in yield throughout wheat producing years, a trendline was accepted
as a first assumption and approximation, and it was assumed that the wheat yield increases linearly
as a function of time for this research. As a result, the relative difference from the linear trend line
was accepted and used in further parts of this research.
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Residuals linear regression wheat yield ND
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Figure 11: residuals for the linear regression trend line between wheat yield in ND as a function of time

Second, the wheat yield of the Canadian Prairies was evaluated. As mentioned in 2.1.3, the total yield
of Canada was used as a first approximation. As can be seen from Figure 12, wheat yield in Canada
was constantly increasing throughout the years. For wheat, 75% of the variance of wheat yield in
Canada can be explained by a trendline, which is a linear regression between wheat yield and time.
For the wheat yield in Canada, a linear trendline was found with the formula:

EWYey = 0.03*n + 1.25 (eq.6)

With:
EWYey = The Expected Wheat Yield Canada by using the linear trendline in megaton per
hectare
n = The assessed production year with start condition 1960/61
Wheat Yield Canada in Megaton (MT) per Hectare (HA) R =0.7459
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Figure 12: the wheat yield of Canada as a function of time, with a linear trendline fitted to represent the trend in the data

From visual analysis of, a steady increase in yield can be seen, with years such as 1988/89 and
2002/03 and 2003/2004 far under the trend and years such as 2013/2014 and 2016/2017 far above
the trend.
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In Figure 13, the residuals from the trend line can be seen. As can visually be deducted from the
figure, the residuals again do not appear to be randomly dispersed, with a number of large negative
outliers. In the figure, a slight parabolic form can be seen as well. The trendline was accepted as a
first assumption and approximation, and it was assumed that wheat yield in Canada and
subsequently the Canadian Prairies increases linearly as a function of time for this research.
Consequently, the relative difference from the linear trend line was used in further parts of this
research.
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Figure 13: residuals for the linear regression trend line between world wheat production as a function of time
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4.4 Relevant data wheat: influence local production wheat on world production wheat

A linear multivariate regression was used in this research as a first approximation to determine the
strength of the wheat production of the USA and Canada towards the world wheat production.

The correlation of the USA and Canada was first tested using the Pearson coefficient, to determine if
the variables were independent within the used dataset. The correlation between the USA and
Canada was found to be 0.67, which indicates a moderate correlation according to the Pearson
coefficient. Therefore, the use of the USA and Canada as independent variables in the linear
multivariate regression is not fully justified due to the fact that the independent variables have a
correlation towards each other. However, as a first approximation for this research, the use of the
USA and Canada as independent variables was accepted.

A multivariate linear regression was performed with the world wheat production as dependent
variable and the USA and Canada as independent variables. The regression was tested between 1960
and 2016 using data from the annual reports from the PS&D tool of the USDA as defined in 3.1.3. In
Table 4, the results of the regression are shown. In the table, the R? value of the regression is shown,
as well as the significant F value of the regression, the coefficients of the independent variables the
USA and Canada and the P-values of the independent variables.

Table 4: the results of the regression of the world wheat production as a function the USA and Canada wheat production,
with R2, P- and F-value and coefficients

R 0.64
Significant F value regression 9.71x10"
Production USA P-value 0.0095
Production USA Coefficient 3.71
Production Canada P-value 2.93x10°
Production Canada Coefficient 13.93

When assessing the statistical significance of the variables of the regression models, the F- and P-
values were within the requirement of being below 0.05. Therefore, the significance of the variables
was proven in accordance with Bland (Bland, 1995). For the regression model, the coefficients of the
variables were also acceptable, since both the coefficient of the USA (3.71) and Canada (13.93) in the
regression were within the same order of magnitude. Therefore, both independent variables were of
mutual importance for the regression model and none of the independent variables is repressed by
Windows Excel.

Concerning the R? values, 0.64 of the variance of the wheat production could be explained by
assessing the wheat production of the USA and Canada. By using the Pearson coefficient, the relation
between the world wheat production and the wheat production predictor using the wheat
production of the USA and Canada could be qualified as “moderate”. Therefore, the dependency of
the world wheat production on the wheat production of USA and Canada is partly confirmed. While
the USA and Canada provide 12.5% of the world production of wheat as of 2016, the effect of the
wheat production of the USA and Canada on the world wheat production is still noticeable (USDA,
2017).
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Based on the found results, a predictor for the world wheat production based on the wheat
production of the USA and Canada can be formed. The results from the regression analysis can be
summarized in equation 7. The resulting graph from equation 7 and Table 4 is shown in Figure 14.

With

PWPW= Predicted World Production Wheat in thousands of tons
WPysa = Wheat Production USA in thousands of tons

WPey = Wheat Production Canada in thousands of tons

As can be seen in Figure 14, the predictor for the wheat production is off in most of the years, but
follows the same movement as the actual wheat production. The difference between the world
wheat production predictor and the actual world wheat production can be explained. The USA and
Canada contribute 12.5% to the world wheat production in 2016/17. However, the production of
other wheat producing countries such as Russia, Australia, China and India also affect the world
wheat production. The linear regression ignores the contribution of other regions, which in turn
causes the regression to be off when the USA and Canada have a lower or higher wheat production,
but other wheat producing countries do not. The actual wheat production reacts less volatile to the
changes in wheat production in the USA and Canada, as can be seen in Figure 14. While the USA and
Canada provide a large contribution to the world wheat production, the wheat production of the USA
and Canada combined does not dominate the market. The finding is in line with the definition of a
dominant market share, indicating a market share of over 60%, which is not obtained by the USA and
Canada concerning wheat production (Athey & Schmutzler, 2001). The model is not stable, with large
deviation from the actual world wheat production. In years where the wheat production of the USA
and Canada is low as in for instance 1988/98 and 2002/03, the model assumes that the world
production is low as well.

World wheat production vs. predicted wheat production
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Figure 14: the actual world production of wheat (blue) versus the predicted world wheat production as a function of the USA
and Canada (orange), given as a function of production in thousands of megatons versus the year of the harvest.
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In Figure 15, the contribution to the residuals of the regression model for the independent variables
USA and Canada are shown. In the figure, the residuals visually do not appear to be randomly
dispersed. For the residuals of the USA, a slight mountain parabolic shape can be seen, indicating
that a quadratic function for the production of the USA could be appropriate. For the residuals of
Canada, the negative residuals visually appear to be more numerous than the positive residuals, and
also concentrated between 15000 and 30000. Because of the limitation of this research to linear

regressions only, the approximation was accepted.
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Figure 15: Residuals for the wheat production predictor of the USA and Canada in thousands of megatons. The graph shows
the relative contribution of the predictor of the USA (left) and Canada (right) towards the world wheat predictor. On the
vertical axis, the contribution towards the residual of the trendline in shown in thousands of megatons, while on the
horizontal axis the relative wheat production contribution of the USA (left) and Canada (right) is presented in thousands of

tons.
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4.5 Relevant data wheat: weather station data

After cleaning up the data, a correlation matrix could be constructed to determine the correlation
between the various weather stations used in ND and the Canadian Prairies. First, the weather
stations of ND are assessed. The results of the correlation assessment are shown in Table 5. The
correlations as shown in the correlation matrix are the Pearson correlations between the average
monthly rainfall between April and October, consisting of 7 points in total. For ND, correlations reach
a low of 0.8 between for Bowman and Jamestown. The correlation of 0.8 and higher can be qualified
as “strong” according to the Pearson correlation. Therefore, the simplification to take the monthly
arithmetic mean of all the available weather stations was accepted for this research.

Table 5: the correlation matrix of the Pearson correlation between average monthly rainfall between the used weather
stations in ND

Bottineau Turtle Lake Beach Dickinson Jamestown Bowman Hazen Hettinger

Bottineau 1.00 0.96] 0.90 0.94 0.92 0.84| 0.93 0.95
Turtle Lake 0.96 1.00] 0.96 0.98 0.98 0.86] 0.99 0.96
Beach 0.90 0.96] 1.00 0.99 0.93 0.94| 0.94 0.97
Dickinson 0.94 0.98[ 0.99 1.00 0.95 0.92| 0.96 0.99
Jamestown 0.92 0.98| 0.93 0.95 1.00 0.80[ 0.99 0.91
Bowman 0.84 0.86 0.94 0.92 0.80 1.00] 0.81 0.95
Hazen 0.93 0.99] 0.94 0.96 0.99 0.81| 1.00 0.93
Hettinger 0.95 0.96[ 0.97 0.99 0.91 0.95| 0.93 1.00

After taking the arithmetic mean of the used weather stations, the average monthly rainfall and
deviation corresponding to a specific month could be determined for ND. In Figure 16, the arithmetic
mean of the weather stations per month and the corresponding deviation is shown.

Average amount of rainfall per month in ND Standard deviation of rainfall per month in ND

B0 15
[ .
0 o
April May une luiky fwgust  September  Octobar Apti May une Iuty August  September  October
honth Bt}

ge rainfall in millimeters

standard deviation ralnfall in millimeters

April  [May June  |July August [September |October
Average in mm 29 64 82 58 43 34 30
Standard deviation in mm 16 37 31 29 24 22 29
std dev/average 0.57 0.57 0.38 0.50 0.56 0.63 0.94

Figure 16: the average monthly rainfall of the dataset, using the arithmetic mean of the used weather stations in ND (top
left), the standard deviation of the average monthly rainfall in the dataset, using the arithmetic mean of the used weather
stations in ND (top right) and the numbers of the monthly average rainfall from the arithmetic mean, the standard deviation
related to the monthly average and the ratio between the standard deviation relative to the average rainfall (central
bottom)
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The outcome of the analysis of the monthly arithmetic mean rainfall as shown in Figure 16 confirm
the described weather as found in the description from NWSEND, with wet months in the summer
period between May and July, and October the driest month (NWSEND, 2002). The standard
deviations follow a different pattern as the rainfall, with the highest absolute deviation in September
and October. In Figure 16, the averages, standard deviation and the ratio of the standard deviation to
the average rainfall is given in the bottom central.

As can also be seen from Figure 16, the months with the highest mean to deviation ratio in relative
sense are October with 0.94 and September with 0.63. The high ratio between mean rainfall and
deviation translate into the observation that a high amount of variability could exists between the
expected and actual rainfall in a specific month. The month with the highest standard deviation in
absolute sense is the month of May. May is important due to the sowing and early development of
spring wheat, as indicated in 4.2.1. With a ratio of the standard deviation to average rainfall of 0.57,
the rainfall in May can divert significantly from the mean. High amounts of rainfall in June and July
are needed for the further development of spring wheat, corresponding with the flowering period of
wheat as defined in 4.2.1.

In Table 6, the correlation index of the snowfall around the three stations in ND are presented. The
correlations as shown in the correlation matrix are the Pearson correlations between the average
total snowfall from November to March for one year, consisting of 1 point in total. For ND,
correlations reach a low of 0.7 between for Bottineau and Jamestown. The correlation of 0.7 and
higher can be qualified as “strong” according to the Pearson correlation. Therefore, the simplification
to take the arithmetic mean of all the available weather stations concerning snowfall was accepted
for this research.

Table 6: the correlation matrix of the Pearson correlation between average total snowfall between the used weather
stations in ND

Jamestown |Bottineau [Dickinson
Jamestown 1.00 0.70 0.88
Bottineau 0.70 1.00 0.78
Dickinson 0.88 0.78 1.00

After taking the arithmetic mean of the used weather stations, the average yearly snowfall and
deviation corresponding to the snowfall could be determined for ND. In Table 7, the arithmetic mean
snowfall of the weather stations and the corresponding deviation is shown. It is not possible to relate
the importance of the thickness of the snow coverage on itself, but as discussed in 4.2.1, the
importance of the thickness of the snow coverage in combination with the rainfall of the previous
season is of importance to the development of spring wheat in ND. The seasonal key points defined
for ND based on the rainfall data were the rainfall of the previous year and snow coverage for soil
moisture reserves, and rainfall during April, May, June and July for the sowing and developing for
spring wheat.

Table 7: the average snowfall from the arithmetic mean, the standard deviation related to the average snowfall and the
ratio between the standard deviation relative to the average rainfall

Average in mm 1102
Standard deviation in mm 435
Std dev/average 0.39
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Second, the weather stations of the Canadian Prairie are assessed. The results of the correlation
assessment are shown in Table 8. The correlations as shown in the correlation matrix are the Pearson
correlations between the average monthly rainfall of one full year, consisting of 12 points in total.
For the Canadian Prairies, correlations reach a low of 0.81 between for Climax and Edmonton. The
correlation of 0.81 and higher can be qualified as “strong” according to the Pearson correlation.
Therefore, the simplification to take the monthly arithmetic mean of all the available weather
stations was accepted for this research.

Table 8: the correlation matrix of the Pearson correlation between average monthly rainfall between the used weather
stations in the Canadian Prairies

Medicine Head Swift current Lethbridge Estevan Regina RedDeer Camrose Saskatoon Brandon Altona Climax Calgary Edmonton Lloydminster

Medicine Head 1.00 0.99 0.99 0.97 0.97 0.93 0.90 0.96 0.94 0.97 0.98 0.99 0.86 0.90
Swift current 0.99 1.00 0.98 0.97 0.98, 0.94 0.92 0.97 0.94 0.97 0.97 0.99 0.89 0.92
Lethbridge 0.99 0.98 1.00 0.95 0.95 0.90 0.86 0.94 0.92 0.95 0.97 0.97 0.82 0.87
Estevan 0.97 0.97 0.95 1.00 0.99 0.96 0.93 0.98 0.98, 0.99 0.94 0.99 0.92 0.95
Regina 0.97 0.98 0.95 0.9 1.00 0.97 0.95 0.99 0.98 0.99 0.95 0.99 0.93 0.96
Red Deer 0.93 0.94 0.90, 0.96 0.97 1.00 0.99 0.99 0.98 0.98, 0.88 0.97 0.99 0.99
Camrose 0.90 0.92 0.86 0.93 0.95 0.99 1.00 0.97 0.96) 0.95 0.85 0.95 0.99 0.9
Saskatoon 0.96) 0.97 0.94 0.98 0.99 0.99 0.97 1.00 0.97 0.99 0.94 0.99 0.96) 0.97
Brandon 0.94 0.94 0.92 0.98 0.98 0.98 0.96 0.97 1.00 0.99 0.88 0.98 0.96 0.98
Altona 0.97 0.97 0.95 0.99 0.99 0.98 0.95 0.99 0.99 1.00 0.94 0.99 0.94 0.96
Climax 0.98] 0.97 0.97 0.94 0.95 0.88 0.85 0.94 0.88 0.94 1.00 0.95 0.81 0.86
Calgary 0.99 0.99 0.97 0.99 0.99 0.97 0.95 0.99 0.98, 0.99 0.95 1.00 0.93 0.96
Edmonton 0.86) 0.89 0.82 0.92 0.93 0.99 0.99 0.96 0.96) 0.94 0.81 0.93 1.00 0.99
Lloydminster 0.90 0.92 0.87 0.95 0.96 0.99 0.99 0.97 0.98 0.96) 0.86 0.96 0.99 1.00

After taking the arithmetic mean of the used weather stations, the average monthly rainfall and
deviation corresponding to a specific month could be determined for the Canadian Prairies. In Figure
17, the arithmetic mean of the weather stations per month and the corresponding deviation is
shown.

Average amount of rainfall per month in the Canadian Prairies
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Figure 17: the average monthly rainfall of the dataset, using the arithmetic mean of the used weather stations in the
Canadian Prairies (top), the standard deviation of the average monthly rainfall in the dataset, using the arithmetic mean of
the used weather stations in the Canadian Prairies (middle) and the numbers of the monthly average rainfall from the
arithmetic mean, the standard deviation related to the monthly average and the ratio between the standard deviation
relative to the average rainfall (bottom)
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The outcome as shown in Figure 17 show the yearly pattern of the rainfall during a full year. As can
be seen from the figure, the months of May, June, July and August are the wettest months of the
year. The rainfall patterns diverge from the description as provided by Vickers, stating that the
summers are “generally dry” (Vickers, Buzza, Schmidt, & Mullock, 2000). However, it could be noted
that in Figure 17 only rainfall is accounted for, not snowfall.

Concerning snowfall, the results of the correlation assessment are shown in Table 9. The correlations
as shown in the correlation matrix are the Pearson correlations between the average monthly
snowfall of one full year, consisting of 12 points in total. For the Canadian Prairies, correlations reach
a low of 0.81 between for Altona and Calgary. The correlation of 0.81 and higher can be qualified as
“strong” according to the Pearson correlation. Therefore, the simplification to take the monthly
arithmetic mean of all the available weather stations was accepted for this research.

Table 9: the correlation matrix of the Pearson correlation between average monthly rainfall between the used weather
stations in the Canadian Prairies

Medicine Head Swift current Lethbridge Estevan Regina RedDeer Camrose Saskatoon Brandon Altona Climax Calgary Edmonton

Lloydminster

Medicine Head 1.00 0.98 0.97 0.99 0.99 0.98] 0.99 0.99 0.99 0.98 0.97 0.89 0.99 0.96)
Swift current 0.98 1.00 0.98 0.98 0.99 0.98] 0.96) 0.98 0.98 0.93 0.93 0.92 0.97 0.96)
Lethbridge 0.97 0.98 1.00 0.96 0.97] 0.99 0.95 0.95 0.94 0.92 0.94 0.96 0.96 0.96)
Estevan 0.99 0.98 0.96 1.00 0.98] 0.98] 0.99 0.99 0.99 0.97 0.97 0.89 1.00 0.97
Regina 0.99 0.99 0.97 0.98 1.00 0.97 0.98] 0.99 0.99 0.96 0.94] 0.88 0.97 0.95
Red Deer 0.98 0.98 0.99 0.98 0.97 1.00 0.96) 0.96 0.95 0.93 0.96 0.96 0.97 0.97
Camrose 0.99 0.96 0.95 0.99 0.98] 0.96) 1.00 0.99 0.98 0.99 0.97 0.85 0.99 0.94
Saskatoon 0.99 0.98 0.95 0.99 0.99 0.96) 0.99 1.00 0.99 0.98 0.95 0.85 0.99 0.94
Brandon 0.99 0.98 0.94 0.99 0.99 0.95 0.98] 0.99 1.00 0.96 0.95 0.84 0.98 0.94
Altona 0.98 0.93 0.92 0.97 0.96 0.93 0.99 0.98 0.96 1.00 0.97 0.81] 0.97 0.92
Climax 0.97 0.93 0.94 0.97 0.94 0.96 0.97 0.95 0.95 0.97 1.00 0.87 0.97 0.97
Calgary 0.89 0.92 0.96) 0.89 0.88 0.96 0.85 0.85 0.84 0.81] 0.87 1.00 0.87 0.93
Edmonton 0.99 0.97 0.96) 1.00 0.97 0.97 0.99 0.99 0.98 0.97 0.97 0.87 1.00 0.96
Lloydminster 0.96) 0.96 0.96) 0.97 0.95 0.97 0.94 0.94 0.94 0.92 0.97 0.93] 0.96) 1.00

After taking the arithmetic mean of the used weather stations, the average monthly rainfall and
deviation corresponding to a specific month could be determined for the Canadian Prairies. In Figure
18, the arithmetic mean of the weather stations per month and the corresponding deviation is
shown.
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Figure 18: the average monthly rainfall of the dataset, using the arithmetic mean of the used weather stations in the
Canadian Prairies (top), the standard deviation of the average monthly rainfall in the dataset, using the arithmetic mean of
the used weather stations in the Canadian Prairies (middle) and the numbers of the monthly average rainfall from the
arithmetic mean, the standard deviation related to the monthly average and the ratio between the standard deviation
relative to the average rainfall (bottom)

When combining the outcome of both Figure 17 and Figure 18, the full spread of the precipitation in
throughout the year can be seen. While rainfall from October to April is low, the snowfall is high and
becomes the main source of precipitation. Also, the short summer can be seen, with only July being
snow free. The findings confirm the finding from the reports of the ministry of Alberta as defined in
4.2.1. The snowfall throughout the winter provides a contribution to the soil moisture recharge of
the area, but also dictates the sowing date due to the need for the snow to melt before spring wheat
can be sown. The summer is short, with on average large amounts of rainfall to feed the crops. The
rainfall during the growing season of spring wheat in the Canadian Prairies and after the harvesting
of spring wheat contributes to the soil moisture reserve and are important for the production of
spring wheat in the following season, as can be found in 4.2.1. The seasonal key points defined for
the Canadian Prairies based on the rainfall data and crop specifics were therefore the rainfall of the
previous year and snow coverage for soil moisture reserves, and rainfall during May, June and July
for the sowing and developing for spring wheat.
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4.6 Possible key periods wheat season based on analytical findings: linear regression

From the reports of the FAO, USDA, NDSU HREC and the ministry of Alberta, the vital factors for the
growth of spring wheat were defined, as can be found from the reports as 4.2.1 and 4.2.2. and 4.5.
As seasonal key points, the rainfall in the previous season, the snowfall in the winter before sowing,
rainfall during the development stage of wheat and rainfall during the flowering period of wheat
were selected, as confirmed by the findings chapter in 4.2.1 and 4.5. For ND, the months for
development selected were April and May, while the flowering periods of wheat for ND June and July
were selected. For the Canadian Prairies, the month for development selected was May, while the
flowering periods of wheat for ND June and July were selected. For total rainfall in the previous
season in ND, the rainfall of April to October of the previous year was taken, while for the Canadian
Prairies the rainfall between September to August was taken. For ND, the rainfall between April to
October was the only rainfall data available. For the Canadian Prairies, wheat harvesting starts in
September, so the rainfall from September onwards does not contribute to the current wheat year
anymore and contributes to the rainfall of the previous season up to August the following year. For
snowfall, the total recorded snowfall was taken for ND while for the Canadian Prairies the sum of the
snowfall from October to April was taken, to coincide with the Canadian winter as defined in 2.3.
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First, the linear regression was optimized for ND. After testing and running the iterative regression
model a number of times with filtering of the data using the key points as found in 4.2.1, the rainfall
in the previous season, the total snowfall before the sowing and the rainfall in the month of May
were found to be the key points concerning the relative change of spring wheat yield in ND. This was
in line with the found reports and finding in chapter 4.2.1 and 4.5 due to the coincidence of the
found seasonal key points with previously defined key points for the growth of spring wheat. The
final regression was performed using the defined set of variables. The rainfall in the month of April,
June and July were also tested, but the P- and F-values found were far above 0.05 and therefore not
significant. Due to limited available data concerning snowfall, the regression was performed using 19
points between 1997 to 2015. From the regression, it can be stated that not all of the defined
seasonal key points were found to be important towards the spring wheat yield in ND. In Table 10,
the results of a regression of the relative change of spring wheat yield a function of the total rainfall
of the previous season, the total snowfall before the sowing and the rainfall in the month of May in
ND are shown.

Table 10: the results of the regression of the relative change of the spring wheat yield as a function of the total rainfall of the
previous season, the total snowfall before the sowing and the rainfall in the month of May in ND, with R2, P- and F-value
and coefficients

R? 0.54
Significant F value regression 0.0073
Rainfall previous year P-value (mm) 0.0047
Rainfall previous year Coefficient (mm) 0.045
Snow P-value (mm) 0.051
Snow Coefficient (mm) -0.0047
May P-value (mm) 0.089
May Coefficient (mm) 0.044

As can be seen from Table 10, the P-values of the chosen seasonal key points as independent
variables are not all within the 0.95 confidence bound with values below 0.05, but values are
relatively close to be interpreted as statistically significant. The F-value of the regression is below
0.05, indicating the significance of the regression as a whole. The regression has an R-squared of
0.54, which translates into the finding that more than half of the change in world wheat production
could be explained by using a set of season key points in ND within a spring wheat year. All the
coefficients of the independent variables found in the regression are in the same order of magnitude,
confirming the relevance of the coefficients.

Among the coefficients, a number of interesting results were found. The amount of total rainfall in
the previous season and the amount of rainfall in the month of May have an almost equal effect on
the regression, with both coefficients around the 0.04. The importance of an adequate amount of
rainfall both before the start of the season and at the development state of spring wheat is a
reoccurring import factor already defined in 4.2.1. The results from the linear regression are
interpreted that the linear regression agrees with the notion that the amount of rainfall in the
previous season and during the development phase of wheat are of importance to a successful yield,
in line with the findingsin 4.2.1, 4.2.2 and 4.5.
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A negative effect can be found for snowfall before the sowing season. The coefficient of the snowfall
is a factor 10 smaller than the coefficient for both the rainfall variables, but this occurrence can be
explained by the fact that on average snow has a density 10 times smaller than water (Judson, 2000).
The negative effect can be explained by the peak loading of water large snow cover provides. A large
cover of snow melting provides a large amount of water in a relative short period of time, as was the
case during the 2010 growing season (HREC, 2011).

Based on the found results, a predictor for the spring wheat yield based on the arithmetic mean
rainfall in the previous season, the snowfall before sowing and the month of May in ND could be
made. The results from the regression analysis could be summarized in equation 8 as shown below:

PRCYSWyp = 0.045 * Rpg — 0.0047 * S + 0.044 * Ry, (eq.8)
With
PRCYSWyp  =Predictor Relative Change Yield Spring Wheat North Dakota, relative to linear
trendline in bushels per acre

Rps = Rainfall previous season, sum of the arithmetic mean in millimetres
S = Snowfall before sowing, arithmetic mean depth in millimetres
Ry = Rainfall May, arithmetic mean in millimetres

Using the found equation, the comparison between the predictor and the actual difference of the
spring wheat yield relative to the trend could be composed. In Figure 19, the comparison between
the predictor and the actual change spring wheat yield relative to the trend is shown. As can be seen
from Figure 19, the predictor for the change in spring wheat yield is not a perfect fit, but does follow
the same general movement of the actual difference. Differences can be seen in particular in years
where the combination of key points had limited influence on the spring wheat yield, such as 2006
and 2012. In 2006, high amounts of soil moisture were stored due to high precipitation in October.
However, very high temperatures negatively affected crop maturing and lowered yield (HREC, 2006).
In 2012, high amounts of stored soil moisture provided a good starting point for the growth of spring
wheat, but a forced early harvest in July due to above average temperatures in June and July caused
a loss in wheat yield (HREC, 2012). The parameter of temperature has not been included in this
research, but is found through the linear regression as being of importance to the production of
spring wheat in ND. A year in which the predictor mimicked the actual yield, was in 2011. From the
Western Dakota Crop Day report in 2011, an “above normal” amount of snow was noted, causing
fields to be “mudded”. Due to the large amount of moisture of the snowfall, fields could not be sown
until late May (HREC, 2011).The findings confirm the negative effect of a surplus of snowfall.

Comparison actual difference trend spring wheat yield vs predicted difference trend
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Figure 19: comparison between the actual difference of the actual spring wheat yield from the trend versus the predicted
difference in spring wheat yield from the trend using the key point regression
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As a final test, the rainfall and snowfall data, as well as yield differences are tested on skewness and
kurtosis to determine if the data is normally distributed. In Figure 20, the probability distribution of
the rainfall, snowfall and the yield difference from the trend of the spring wheat yield of ND is
shown. When evaluating the data, the kurtosis of May was to be above the set boundary of 2.
However, when evaluating the figure of the distribution of May, the main cause of the high kurtosis
was the high above average rainfall points on the right of the peak. When assessing the results with
the average rainfall as found in Figure 16, it can be stated that the even was outside the 0.95
confidence band of the mean plus two standard deviations. Therefore, the measurements can be
seen as extreme events and rejected from the analysis. The skewness and kurtosis May with the
extreme events filtered out and all of the other data are within the bounds as stated in 1.1.
Therefore, the data was perceived as being normally distributed and the multivariate regression was
subsequently accepted.
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Figure 20: the probability distribution of the difference in spring wheat yield from trend, total rainfall previous season,
snowfall and rainfall in May with tables containing the kurtosis and skewness of the yield, rainfall and snowfall data.
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Second, the regression was optimized for the Canadian Prairies. After testing and running the
iterative regression model a number of times with filtering of the data using the key points as found
in 4.2.1, the rainfall of the previous season and the snowfall before sowing were found to be the key
points concerning the relative change of spring wheat yield in the Canadian Prairies. This was in line
with the found reports and finding in chapter 4.2.1 and 4.5 due to the coincidence of the found
seasonal key points with previously defined key points for the growth of spring wheat. The final
regression was performed using the defined set of variables. The rainfall in the month of May, June
and July were also tested, but the P- and F-values found were far above 0.05 and therefore not
significant. From the regression, it can be stated that not all of the defined seasonal key points were
found to be important towards the spring wheat yield in the Canadian Prairies. In Table 11, the
results of a regression of the relative change of spring wheat yield a function of the total rainfall of
the previous season, the total snowfall before the sowing in the Canadian Prairies are shown.

Table 11: the results of the regression of the relative change of the spring wheat yield of the Canadian Prairies as a function
the rainfall in the previous year and snowfall before sowing in the Canadian Prairies, with R2, P- and F-value and coefficients

R? 0.38
Significant F value regression 3.9x10°
Snow P-value 0.007
Snow Coefficient 0.0003
Rainfall previous season P-value 4.8x10°
Rainfall previous season Coefficient 0.003

As can be seen from Table 11, the P-values of the chosen seasonal key points as independent
variables are within the 0.95 confidence bound with values below 0.05, and can therefore be
interpreted as statistically significant. The F-value of the regression is also below 0.05, indicating the
significance of the regression as a whole. The regression has an R-squared of 0.38, which translates
into the finding that more than a third of the change in spring wheat yield could be explained by
using a set of season key points in the Canadian Prairies within a wheat year. All the coefficients of
the independent variables found in the regression are in the same order of magnitude, confirming
the relevance of the coefficients. The coefficient of the snowfall is again a factor 10 smaller than the
coefficient of rainfall due to density differences.

Among the coefficients, a number of interesting results were found. The amount of total rainfall in
the previous season and the snowfall before sowing both have a positive effect on the regression.
The importance of an adequate amount of rainfall before the start of the season of spring wheat is a
reoccurring import factor already defined in 4.2.1. The results from the linear regression are
interpreted that the linear regression agrees with the notion that the amount of rainfall in the
previous season and snowfall before sowing of importance to a successful yield, in line with the
findingsin4.2.1, 4.2.2 and 4.5.
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Based on the found results, a predictor for the spring wheat yield based on the arithmetic mean
rainfall in the previous season and the snowfall before sowing in the Canadian Prairies could be
made. The results from the regression analysis could be summarized in equation 9 as shown below:

PRCYSWp = 0.003 * Rps + 0.003 * S (eq.9)

With

PRCYSW¢p = Predictor Relative Change Yield Spring Wheat Canadian Prairies, relative to linear
trendline in megaton per hectare

Rps = Rainfall previous season, sum of the arithmetic mean in millimetres

S = Snowfall before sowing, arithmetic mean depth in millimetres

Using the found equation, the comparison between the predictor and the actual difference of the
spring wheat yield relative to the trend could be composed. In Figure 21, the comparison between
the predictor and the actual change spring wheat yield relative to the trend is shown. As can be seen
from Figure 21, the predictor for the change in spring wheat yield is again not a perfect fit, but does
follow the same general movement of the actual difference. Differences can be seen in particular in
years where the combination of key points had limited influence on the spring wheat yield, such as
1989/90, 2002/03 and 2013/14. In 1989 and 2002, North America and Canada were hit by an unusual
drought, lowering wheat yield (FAO, 1990; FAO, 2003). In 2013, crop yields were helped by a long
growing season due to mild temperatures and late winter weather (Minisrty of Alberta, 2014). The
parameter of length of growing season as well as temperature has not been included in this research,
but is found through the linear regression as being of importance to the production of spring wheat
in the Canadian Prairies.
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Figure 21: comparison between the actual difference of the actual spring wheat yield from the trend in the Canadian Prairies
versus the predicted difference in spring wheat yield in the Canadian Prairies from the trend using the key point regression
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As a final test for the regression, the rainfall and snowfall data, as well as yield differences are tested
on skewness and kurtosis to determine if the data is normally distributed. In Figure 22, the
probability distribution of the rainfall, snowfall and the yield difference from the trend of the spring
wheat yield of the Canadian Prairie is shown. The skewness and kurtosis of all of the data were within
the bounds as stated in 1.1. Therefore, the data was perceived as being normally distributed and the

multivariate regression was subsequently accepted.
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Figure 22: the probability distribution of the difference in spring wheat yield from trend, total rainfall previous season and
snowfall with tables containing the kurtosis and skewness of the yield, rainfall and snowfall data.
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4.7 Binary Bayesian Predictive model

Following the results from chapter 4.6, a BBPM could be completed for ND and the Canadian Prairie.
The BBPM was made to provide a probabilistic expectation following the regression formula as
presented in 4.6 and using the same data sets. For the BBPM of ND, the relative change in spring
wheat was assessed to have a conditional probability, while the rainfall in the previous season,
snowfall before sowing and rainfall in the month of May have an unconditional probability. For the
BBPM of the Canadian Prairies, the relative change in spring wheat was assessed to have a
conditional probability, while the rainfall in the previous season, snowfall before sowing and rainfall
in the month of May have an unconditional probability. To construct the BBPM, the seasonal key
points and production were translated into binary. To translate the seasonal key points to binary,
rainfall of snowfall above (1) or below (0) the arithmetic mean was used for both ND and the
Canadian Prairies. For the yield, relative change above (1) or below (0) the trend was used to
translate the yield to binary for both ND and the Canadian Prairies.

First, the BBPM for ND is presented. The formula for the probability for crop prediction is given
below as equation 10 and the BBPM with the unconditional probability of the seasonal key points of
the rainfall in the previous season, snowfall before sowing and rainfall in the month of May can be
seen in Figure 23:

P(Y(ND)yg) = P(PSy0) * P(S10) * P(My) * P(Y(ND)1,6|PS10, 510 M1o) (eq.10)

With

P(Y(ND)LO) = The probability of an above (1) or below (0) the trend change in
spring wheat yield in ND occurring

P(PSl_O) = The probability of an above (1) or below (0) the mean amount of
rainfall in the previous season occurring

P(Sl,o) = The probability of an above (1) or below (0) the mean amount of
Snowfall in January occurring

P(Ml_o) = The probability of an above (1) or below (0) the mean amount of

rainfall in May occurring

P(Y(ND)1,0|P51,0,51,0, ero) = The conditional probability of an above (1) or below (0) amount of
the trend change in spring wheat yield in ND, conditional of the
combination of above or below the mean rainfall in the previous
season, snowfall before sowing and rainfall in the month of May
occurring
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Figure 23: Binary Bayesian Probabilistic Model of the effect of the above or below the mean amount of rainfall of the
seasonal key points of the previous season and the month of May, and the snowfall before sowing, with the unconditional
probabilities corresponding to the seasonal key point based on historical occurrence between 1997 and 2015. The negative
effect of the snowfall is indicated in red.

In Table 12, the conditional probability of the change in yield relative to the trend in spring wheat
yield in ND is show. To determine all the conditional probabilities, all the combinations of above or
below the mean amount of rainfall and snowfall for all the seasonal key points were calculated based
on historical occurrence. The found provide an expectation based on historical data. Note that in one
of the cases the conditional probability for yield was 0, indicating that the specific conditional
probability did not occur between 1997 and 2015. An example is the conditional probability with
Rainfall in the previous below mean (0), Snowfall above mean (1) and rainfall May below mean (0).

Table 12: The conditional probability of the of an above (1) or below (0) amount of the trend change in spring wheat yield
(Y), conditional of the combination of an above or below the mean amount of rainfall in the previous season (PS), snowfall
before sowing (S) and rainfall in the month of May (M).

PS s M P(Y1)  P(YO0)
0 0 0 0.00 1.00
0 0 1 0.33 0.67
0 1 0 0.00 0.00
1 0 0 0.33 0.67
0 1 1 0.00 1.00
1 1 0 0.67 0.33
1 0 1 1.00 0.00
1 1 1 1.00 0.00
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Next, the BBPM for the Canadian Prairies is presented. The formula for the probability for crop
prediction is given below as equation 11 and the BBPM with the unconditional probability of the
seasonal key points of the rainfall in the previous season and snowfall before sowing can be seen in
Figure 24:

P(Y(CP)10) = P(PSy) * P(S10) * P(Y(CP)1,0|PS1,0,S10) (eq.11)

With

P(Y(CP)LO) = The probability of an above (1) or below (0) the trend changes in
spring wheat yield in the Canadian Prairies occurring

P(PSLO) = The probability of an above (1) or below (0) the mean amount of
rainfall in the previous season occurring

P(Sl,o) = The probability of an above (1) or below (0) the mean amount of
Snowfall in January occurring

P(Y(CP)1,0|PS10,51,0) = The conditional probability of an above (1) or below (0) amount of

the trend change in spring wheat yield in the Canadian Prairies,
conditional of the combination of above or below the mean rainfall in
the previous season and snowfall before sowing May occurring

Rainfall previous Snowfall before

season sowing

Relative change in
spring wheat yield

Figure 24: Binary Bayesian Probabilistic Model of the effect of the above or below the mean amount of rainfall of the
seasonal key points of the previous season and the snowfall before sowing with the unconditional probabilities
corresponding to the seasonal key point based on historical occurrence between 1961 and 2014.

Delit
University of EYBui\dim; a better
T U De I ft Teér”ﬂu:o‘av working world 64



In Table 13, the conditional probability of the change in yield relative to the trend in spring wheat
yield in the Canadian Prairies is show. To determine all the conditional probabilities, all the
combinations of above or below the mean amount of rainfall and snowfall for all the seasonal key
points were calculated based on historical occurrence. The found provide an expectation based on
historical data. Note that in none of the cases the conditional probability for yield was 0, indicating
that all conditional probability did occur between 1961 and 2014.

Table 13: The conditional probability of the of an above (1) or below (0) amount of the trend change in spring wheat yield
(Y), conditional of the combination of an above or below the mean amount of rainfall in the previous season (PS) and
snowfall before sowing (S).

PS s P(Y1)  P(YO0)
0 0 0.57 0.43
0 1 0.47 0.53
1 0 0.33 0.67
1 1 0.67 0.33

As an example, to interpret the results, assume that the probability of an above average change in
spring wheat yield for ND needs to be determined at the start of a wheat season with the assumption
that the rainfall in all of the seasonal key points will be above the mean. Equation 8 takes the shape
of:

P(Y(ND),) = P(PS;) * P(S;) x P(M;) * P(Y(ND);|PS;,S5,,M;) (eq.12)
The probability of the event actually occurring then becomes:
0.53 x0.37 x0.53 %1 = 0.102

The probability of 0.102 is the multiplication of the probability of all the seasonal key points being
above the mean multiplied by the conditional probability of the production change being above the
trend. All possible combinations of probabilities can be calculated to determine the probability of an
event occurring. Note that this possibility is a blind possibility, as it is one of the options at the start
of the season without knowing if the weather in the seasonal key points is above or below average. If
for instance the probability of an above average spring wheat yield in ND is determined in April, with
the knowledge that the rainfall of the previous season and snowfall before sowing were above
average, equation 8 takes the shape of:

P(Y(ND),) = P(PS;) * P(S;) * P(M;) * P(Y(ND),|PS;, 51, M;) (eq.13)

With P(PS;) and P(S;) being 1 due to the fact that the rainfall of the previous season and snowfall
before sowing were above average. The probability of the event actually occurring then becomes

1%x1%053%1=0.53
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5. Continuation introduction cocoa

5.1 Research Objective

Summarizing the introduction for cocoa, the objective for this research was to link weather patterns
to price changes of the agricultural commodity of cocoa. First, an understanding of the dynamics and
drivers of the prices of cocoa is formed. Second, the relative importance of the cocoa production of
Ghana and Ivory Coast towards the world cocoa production is assessed. Next, the hypothesis of the
importance of rainfall in a specific time period towards the production and price change of cocoa is
tested both quantitatively and qualitatively. The goal is to keep the research, the method and results
as fully accessible for both people with an engineering or financial background and provide a method
to understand and predict cocoa production subsequently assess the impact towards cocoa prices.

5.2 Research Question
Following the set objective, the following research question concerning price change of cocoa can be
stipulated:
- What are the main drivers behind the prices of cocoa?
For price change, the following sub questions can be stipulated:
- In what years do the largest relative increases in price occur, taking inflation of the crop
specific currency into account?
- Isit possible to determine the causes of the price increases and cluster these effects, such as
shortage in supply due to natural effects?
- Whatis the relative strength of the different drivers on market prices?

The following research questions can be stipulated concerning production:
- How strong is the dependency of the world cocoa production on the cocoa production in Ivory
Coast and Ghana?
For production, the following sub questions can be stipulated:
- Whatis the yearly world production of cocoa?
- Whatis the yearly production of cocoa of Ivory Coast and Ghana?
- What part of the variance in the world production of cocoa can be explained by the cocoa
production in lvory Coast and Ghana?

For the proof of concept of weather dependency, the following research question can be stated
- Isit possible to prove the importance of the weather in a specific time period in Ivory Coast
towards the world production and price of cocoa?
For the proof of concept, the following sub questions can be stipulated:
- What are the crop weather related specific requirements of cocoa to successfully produce
cocoa?
- From reports, what are the indicated most important time periods for the production of
cocoa?
What part of the variance of the world production of cocoa can be explained by using the
found important time periods?
What part of the variance of the price of cocoa can be explained by using the found important
time periods?
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5.3 Geographical setting

Ivory Coast

As mentioned in the introduction, Ivory Coast (IC) is the number one cocoa producing country of the
world (ICCO, 2010). Figure 25 shows six of the world’s largest cocoa producing areas of the world
covering 80% of the world production of cocoa, with percentage of world production per area. While
IC has significant importance for the cocoa market due to the large cocoa production, limited data is
available from weather stations and production data. Political instability and civil war has had severe
effects on IC on both an economic sense, as well as maintenance of the weather stations (UNDP,
2011).

Global Cocoa Production

Vietham - 0.1%

Ghana
21%
Indonesia-11%

Cameroon - 6%

Brazil
Cote d'lvoire - 37%

Figure 25: The largest cocoa producing areas of the world with percentages of world production (Cargill, 2016)

From the website of “Our Africa”, the following quote can be made concerning the climate in IC:

” Near to the equator, Ivory Coast has a tropical climate with consistently high temperatures all year
round. In the commercial capital of Abidjan on the coast, temperatures usually fall between 22°C and
32°C. The coastal region has the highest amount of rainfall, receiving 200-300cm on average. Much of
the rain comes between May to July. Then there is a dry spell for a couple of months, followed by
another shorter rainy season in October and November. The long dry season is from December to
April. In the central forest region of Ivory Coast, it is hot, wet and humid for much of the year.
Humidity is also high across the southern part of the savannah. Across the savannah in the north, a
parching and dusty trade wind known as the Harmattan blows from the north-east from December to
March” (Our Africa, 2017).

Translating the area specifics to the production of cacao in IC, the following quote could be found
concerning the weather on page 8 of the book “Cocoa: a guide to trade practices” from the
International Trade Centre: “Countries with pronounced dry and wet seasons normally show two
harvests a year, a main crop and a mid-crop. The relative sizes of these crops depend on how long the
wet seasons last. A pronounced drought, or a long cool, rainy season, will have a major impact on the
total tonnage produced — and on prices” (ITC, 2001).
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The cocoa production in IC has a main crop season and a mid-crop season, with the main crop season
accounting for 90% of the cocoa production (ITC, 2001). The cocoa bean produced in IC is of the
Forastero variety, which are “basic in terms of flavour. Their colour is akin to the world standard
(Ghana), but they are generally less well fermented and slightly higher in acidity. Prone to certain

defects, including mould, germination and insect-damage, the beans also tend to be somewhat on
the small side” (ITC, 2001).
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6. Materials and Methodology

In this chapter, the material and methodology used in the research are discussed. In the materials
section, all the used data for the research is discussed. Next, the methods of processing the data to
achieve the results are discussed. In the method chapter, a general overview of the whole process of
translating the data into results is given.

First, the price changes of cocoa were assessed. From the reports, possible seasonal key points were
defined qualitatively. For this research, cocoa related reports from the ICCO were used. For cocoa,
these are the monthly and yearly reports from the ICCO obtained from the website of the ICCO
(ICCO, 2017). The used reports are introduced in section of materials, the method of using the
reports is introduced in methods, a general introduction to the ICCO can be found in appendix I.

The cocoa production of Ghana and IC were used to investigate how the countries influence the
world cocoa production. The notion of a critical market share in cacao production was researched, to
determine how much contribution to world production of cocoa is required to make an impact on
world production noticeable. The materials and method of the cocoa production assessment are
introduced further on in this chapter.

Due to the high contribution of IC to the world cocoa production, the country of IC was chosen to
research the impact of local rainfall patterns on global cocoa yield. The rainfall data was collected
from 8 stations in IC, which are further discussed in the section of materials. The source and method
of the cocoa production are introduced further on in this chapter.

The impact of the rainfall in the qualitatively defined seasonal key points as found from the reports
from the ICCO on the world cocoa production was researched. The goal is to assess rainfall data from
IC and research if seasonal key points could be quantified concerning the contribution to the crop
production. As part of the objective, the level of explained variance of the production of cocoa as
well as probabilistic values of the key points in a season were assessed to verify if the influence of the
seasonal key points on the cocoa production is not random. The method is elaborated on further on
in this chapter.

As a final step, a binary Bayesian probabilistic model (BBPM) was created using the defined seasonal
key points and production data. Using the BBPM, the probabilities and the effect of the occurrence of
the seasonal key points towards relative change in world cocoa production could be defined. The full
process is described further on in this chapter.
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6.1 Materials

In this chapter, all the materials used for the research are discussed. All the details of the materials
are discussed, such as length of used data series, limitations due to data availability and whether
data is of a daily, monthly or yearly scale.

6.1.1 Market data cocoa

The market data used to determine the price changes and the extreme increases and decreases was
the daily averaged cocoa futures prices of the ICCO via Index Mundi over a period of 31 years
between 1986 to 2016 (ICCO, 2016). The prices were provided in the form of future prices in US
Dollars, meaning that the price were the quoted prices of future contracts. A future contractis a
contract with an obligation to buy a commodity such as cocoa in the future for a set price. For cocoa,
future contracts are available for March, May, July, September and December (ICE, 2017). The prices
for the futures were provided on a monthly average scale. For this research, inflation is filtered out to
produce the “real” or “clean” price changes (Malliaris, 2006), which will be further discussed in
chapter 6.2.1. The future prices of cocoa were in US dollars and therefore the inflation of the US
dollar was taken to correct the future prices for inflation. For inflation, the inflation numbers of the
US dollar from the Bureau of Labour and Statistics of the Department of Labour were used between
1914 to 2016 (BLS, 2016). The data concerning inflation was provided in monthly averages and in
yearly averages.

6.1.2 Cocoa reports

From the ICCO, the annual and monthly reports concerning cocoa production, prices and
consumption were used. The monthly reports give a detailed description of the monthly price
movements for cocoa and also provide a suspected motive for the price change according to the
ICCO. In the annual reports, a complete overview of the cocoa world price change, as well as
production and consumption figures are provided. The annual reports used are from 2007 (ICCO,
2008), 2008 (ICCO, 2009), 2009 (ICCO, 2010), 2010 (ICCO, 2011), 2011 (ICCO, 2012), 2012 (ICCO,
2013), 2013 (ICCO, 2014), 2014 (ICCO, 2015), and 2015 (ICCO, 2016), as well as the market overview
from 2010 (ICCO, 2010) and 2012 (ICCO, 2012). Monthly reports from the ICCO between 2008 and
2015 were also used. All the monthly reports were obtained from the website of the ICCO in January
2017 (ICCO, 2017). Next to reports from the ICCO, reports and articles from the World Bank and WCF
were used too (WCF, 2012; The World Bank, 2001; The World Bank, 2007). In appendix I, an example
of a monthly report of the ICCO is given. Next to the monthly and yearly reports, the ICCO also has
reports with crop specific information concerning the specifics of cultivating cocoa (ICCO, 2016).

6.1.3 Cocoa production

The world production of cocoa was made available by courtesy of the ICCO. World production data
for cocoa was available from 1960 to 2015, with no data missing. In the same document for the
cocoa production, data concerning grindings, surplus and deficit for cocoa was also available (ICCO,
2016). The unit for the production data was in thousands of tons or megaton (MT). For this research,
all cocoa is assumed to be fungible as a first approximation, not taking quality differences into
account.

For Ivory Coast and Ghana, data was available for the cocoa production as a country on a crop year
scale. From the annual reports of the ICCO as mentioned in 6.1.2, production numbers could be
abstracted from IC and Ghana between 2002 and 2015. In the dataset, no missing data was found.
The unit of the yield was in thousands of tons or megaton (MT).
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6.1.4 Weather station data

The data from the weather stations were obtained via the Koninklijk Nederlands Meteorologisch
Instituut (KNMI) Climate Explorer web application. The KNMI Climate Explorer application (KNMI,
2017) is a collection of data from weather stations all over the world. Daily data from the KNMI was
used as opposed to direct monthly data, due to the fact that no monthly data was available for IC.
The selected weather stations were dictated by two main conditions, being availability and the area
where cocoa is produced. In Figure 26, all the available weather stations for IC are presented. As can
be seen in Figure 26, only 14 stations with daily data were available for IC. Of the 14 stations, only 8
where in the zone where cocoa is produced. Therefore, 8 stations were selected for cocoa in IC.
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Figure 26: Available weather stations in Ivory Coast indicated with numbered red dots, with zone for the production of cocoa
indicated (Aregheore, 2009)

The rainfall data was collected from the stations in Gagnoa, Abidjan, Adiake, Sassandra and
Dimbokro. For Abidjan, Adiake and Sassandra, data was collected from 2 different weather stations.
The double rainfall stations almost complemented each other, with data from one weather station
ending where the recording of data started at another station. In months were both stations
provided data, the average between the two stations was used.

Effectively, due to the double stations, data from 5 stations was collected. Data was available
between 1945 and 2003, but with missing data especially prevalent from 1999 onward. This data
coincides with the first Coup d’état in IC and the start of the civil unrest in IC (UNDP, 2011). 6 of the
weather stations were active from 1945 up to 1980, while 2 stations (Adiake and Sassandra) were
active from 1980 up to 2003. After 2003, no active weather stations were found via the KNMI
Climate Explorer application. The unit of all data collected was in millimetres. All data was retrieved
in January 2017 from the website of the KNMI Climate Explorer application (KNMI, 2017).
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6.2 Methods

In this chapter, the specifics concerning the used methods for the data processing are discussed.
Theoretical background and the specifics of which techniques are used in this research are also
described. In Figure 27, the flowchart of the research is presented.

Historical prices
cocoa

Relevant data cocoa

o lated
ocoa relate (production data,

weather data)

reports

Possible key periods Possible key periods
cocoa season based cocoa season based
on cocoa reports Pool of possible on analytical findings
key points cocoa
season

Accepted key
points cocoa
season

Figure 27: flowchart of the course of research, explanation given in text

To start of the research, the historical prices of cocoa were assessed. In this step, the goal is to find
the years in which the cocoa price had the largest percental relative increase or decrease between
1986 and 2016. Monthly price changes were assessed to define the average price movement of
cocoa on a monthly scale within one crop year by taking the average monthly price change of all the
crop years. All the prices were corrected to take inflation into account. This step is represented by
the point “historical prices cocoa” in Figure 27. The results from this step was used as a starting point
for the next part of the research. The full process is described in 6.2.1.

Next, the found price increases and decreases were assessed using cocoa related reports from the
ICCO, World bank and WCF. The results from the previous step concerning the historical prices of
cocoa were used as a first indicator to determine in which years and months reports should be
assessed in particular. The goal is to use the information of the largest price increases and decreases
in combination with reports from the years and months in which the price changes occurred to
identify the reason for the price change. This step is represented in Figure 27 by the solid black arrow
between “Historical prices cocoa” and “Cocoa related reports”.

In the same step of “Cocoa related reports”, crop specifics as defined by the ICCO as well as climate
specifics of IC were used to define key points in a cocoa growing season. Crop specifics such as water
demands, growing cycle, harvest times and humidity were researched. Area specifics for IC such as
climate, seasonal changes in weather and temperatures were assessed at the same time. The
combination of cocoa related reports from the ICCO, as well as crop and climate specifics of IC were
used to qualitatively define seasonal key points in the growing season. The reports and historical
prices were used to define the dynamics of the cocoa market. This step is represented in Figure 27 as
the solid green arrow between “cocoa related reports” and “Possible key periods cocoa season based
on cocoa reports”. The full process is described in 6.2.2.
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The outcome of the cocoa related reports was also used as an input for the evaluation of production
and weather data. This step is represented by the grey arrow from “cocoa related reports” to
“relevant data cocoa” in Figure 5. The goal was to use the information about the largest price
changes in combination with the qualitative outcome of the reports to determine if the price changes
can also be explained using world cocoa production and rainfall data. For the production data, the
world production of cocoa was used. Due to the fact that cocoa production is always increasing
(Edwin & Masters, 2005), the difference in production as difference from the trend was taken. The
process of using relative difference of cocoa production from the trend is described in 6.2.3.

Within the “relevant data cocoa”, local production of IC and Ghana and world production was also
assessed to determine the dependency of the world cocoa production on the local production. A
multivariate linear regression between world cocoa production and cocoa production from IC and
Ghana was performed to determine whether a dependency between world cocoa production and
local cocoa production as mentioned in the ICCO reports can be confirmed. The full process is
described in 6.2.4.

In the “relevant data cocoa” step, data from weather stations was also pre-processed for further use.
First, the used weather station data was filtered for missing data. Second, the daily rainfall data per
station is summed up to give a monthly and a yearly total. The total for a year was the total per
cocoa year as defined by the ICCO between October and September. Third, the used weather
stations are assessed on correlation to determine how strongly correlated the stations were to justify
the use of an arithmetic mean of the stations. If a weather station was insufficiently correlated, the
weather station would be rejected from the research until all weather stations left were sufficiently
correlated to justify the use of an arithmetic mean. The correlation between weather stations was
tested using the average rainfall on a monthly basis for a full year per weather station. Finally, the
arithmetic mean of the weather stations was taken of the average monthly and yearly rainfall. The
full process is described in 6.2.5.

To define key points in a cocoa season in a quantitative sense, a linear regression between the
relative change in world cocoa production and the arithmetic mean of the weather stations was
performed. This step is represented by the solid yellow arrow between “Relevant data cocoa” and
“Possible key periods cocoa season based on analytical findings” in Figure 27. To narrow down the
variables used in the linear regression, the qualitative results from the cocoa related reports were
also used. This step is the results from the feedback from the reports as represented by the grey
arrow in Figure 27. The outcome of the linear regression and the used variables are tested on
probabilistic properties to determine if the finding were significant. The full process is described
6.2.6.

Next, both results from the reports and the analytical findings were combined in a pool of possible
key points of a cocoa growing season. This step is represented by the dotted blue arrow in Figure 27.
Subsequently, the found key points were validated as actual real key points in a cocoa growing
season by testing the possible key points on both a qualitative basis by the indicated key points from
the reports from the ICCO and on a quantitative basis using the results from the linear regression.
This step is represented by the solid orange arrow in Figure 27, while the qualitative and quantitative
test is represented by the solid blue arrow in Figure 27. The full process is also described in 6.2.6.

As a final step, a binary probabilistic Bayesian model was applied to the confirmed seasonal key
points to assess the conditional probability of a higher or lower cocoa production by using the
seasonal key points. In this step, the probability of a above or below the trend cocoa production was
made conditional based on the combination of a above or below average rainfall in one of the
seasonal key points or a combination of seasonal key points. The full process is described in 6.2.7.
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6.2.1 Historical prices of cocoa

For the historical prices of cocoa, future contract prices of cocoa were collected as defined in 6.1.1. In
appendix IV, a general introduction to prices and commodities is given as background information for
the terms of commodities and future contracts. The future prices of cocoa were quoted in dollars,
but the future prices cannot be used directly in this research. Because of inflation, a US dollar in
1960 does not have the same value as a dollar in 2015. Inflation or deflation are defined as a general,
continuous increase of decrease in prices, causing a reduction or an increase in the value of money
(MclIntosh, 2013). To make the price change of for instance 1960 usable in the same manner as in
2015, the future prices were first translated into relative change. In this research, cocoa price
changes were defined as relative price changes. To translate the crop price data to relative price
change of cocoa, the following formula was used:

_ (Xn = Xn-1)
RPC =\'n  “n 1/Xn—1*100 (eq.14)

With:

RPC = Relative price change in %

Xn = the future price of month nin US dollars
Xp1 = the future price of month n-1in US dollars

Relative price change was determined on both a monthly and yearly scale. For cocoa, yearly relative
price change is determined from October to September, to coincide with the cocoa production year
as defined by the ICCO (ICCO, 2016). The practice of taking the average of the year is in line with the
practice of the average price determination of the ICCO to exclude price changes with a short time
span such as price shocks and speculation, and determine the general trend of the price within one
year (ICCO, 2016). By using the price change in a crop year, the effect of the crop production on the
prices of the crop year can be obtained. For 2000 for instance, equation 11 takes the following shape:

(2000)
RPC (2000/01) = 01 /Xzooo*mo (eq.15)

With:

RPC (2000/01) = Relative price change for cocoa year 2000/01

A4(2000/01) = Difference between future price October 2000 and September 2001
X000 = Future price of cocoa in October 2000

By changing the prices to relative change, the prices could be corrected with inflation, which is also a
relative change. By subtracting the inflation, the goal was to define the “clean” price change in a
month or year. The correction of the relative change of the prices of cocoa by using inflation is an
accepted method of correcting prices (Malliaris, 2006).
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Inflation was therefore deducted from the relative price change to produce the “clean” value for the
relative price change. If the relative price change of is 4% in a year and inflation in the same year is
also 4%, the “clean” relative price change is equal to 0%. Inflation is already given in a relative term
of percentage on a yearly and monthly basis provided by the BLS (BLS, 2016), and could be directly
deducted from the relative price change as found in equation 11. Inflation on a yearly scale was used
according to the specific length of the crop year for cocoa. The used formula is shown below:

RPC* = RPC —1I (eq.16)

With:

RPC* = the clean value of the relative price increase in %
RPC = the relative price change in % as defined in (1)

I = the inflation for the assessed month/year in %

As a final step, the price increases and decreases were linked to their respective years and ranked
from high to low.
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6.2.2 Cocoa related reports: price changes

In this section, the use of reports from the ICCO is described. Reports from the ICCO were used to
define crop specifics key points for cocoa. Reports from the ICCO are also used to determine if
weather had an effect on the found price changes and if key points in a season related to weather
can subsequently be defined using the reports.

6.2.2.1 Crop specific key points

To determine the crop specific needs for the growth of cocoa, a review is conducted on available
literature about the crop specifics for cocoa. For cocoa, the website of the ICCO was used to obtain
specifics concerning the demand for growing cocoa. The specifics provided information about the
maximum and minimum amount of precipitation required, as well as length of the growing season
and events during a growing season that could affect crop yield for cocoa (ICCO, 2016). The key
periods of the season as defined by the crop specifics were later used to define the seasonal key
points for the crop yield of both cocoa.

6.2.2.2 Cocoa price change related reports

After the price changes for cocoa are defined, a review of the reports of the ICCO was performed to
determine whether the weather had any influence on the relative price change of cocoa. For this
research, the top 5 price decreases and increases were highlighted, as well as the all the price
changes between 2002 and 2015.

Production of cocoa can be affected by different events, such as lower crop yields due to weather
events, but also trade embargos, export stops and civil unrest. For all of the price changes, the
reports that were available for cocoa for that year were assessed to define the reason, or “driver”,
related to the price change. The yearly and monthly reports were scanned on a specific link back to
weather using words as “weather”, “adverse”, “negative effect”, “unfavourable” specifically
correlating weather to production decrease and price increase. For cocoa, ICCO reports were used as
well as reports from the world bank (The World Bank, 2007) (The World Bank, 2001), the Food and
Agricultural Organization (FAO) (FAO, 2000; FAO, 1988; FAO, 1991) ,and the World Cocoa

Foundation (WCF, 2012) for weather related price changes.
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6.2.3 Relevant data cocoa: production changes

As mentioned in the introduction, cocoa production is constantly increasing. Reasons for the
constant production increase are for instance more planting, but also crop improvement or better
agricultural practices (Edwin & Masters, 2005). As a consequence, cacao production in different years
could not be compared directly to each other. A specific amount of cocoa production in for instance
1980 could be a very high performing crop year then, while the same production in 2000 would be
medium or badly performing crop year.

A linear trendline of the production was therefore used as a first approximation in this research. To
determine whether a cocoa year is underperforming, the difference from the linear trendline is used
to determine how a cocoa year was performing. As this research was a first trial, no other method
than a linear trendline was used for the production. The available data for cocoa world production is
plotted using Windows Excel, after which a trendline is added to the plot.

The dispersion of the residuals was used to visually determine the validity of the use of a linear
regression (Stattrek, 2017). The residuals should appear to be dispersed randomly without a clear
parabolic shape or heteroscedasticity to enforce the use of a linear approximation. Crop production
under the trend will be defined as below expectation, while crop production above the trend will be
defined as above expectation. The resulting outcome of the difference between the trend line is used
in further steps of the research. For all steps, Windows Excel was used.

6.2.4 Relevant data cocoa: influence local production cocoa on world production cocoa

To correlate the world cocoa production to local cocoa production, a multivariate linear regression of
yearly world cocoa production as a function of the yearly cocoa production in IC and Ghana was
performed. IC and Ghana were here defined as local producing areas for cocoa and independent
variables, while the world cocoa production was used as dependent variable. The regression for
cocoa was done using annual production data from 2002 to 2015 using annual reports from the ICCO
as defined in the materials section. The outcome of the multivariate linear regression was tested on
P-values, F-values, residuals to validate the linear regression. Finally, the R? value was used to define
the explained variance of the regression and to determine the dependency of the world cocoa
production on the cocoa production of IC and Ghana. For all steps, Windows Excel was used.
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6.2.5 Relevant data cocoa: pre-processing weather station data

To translate the weather stations data from IC into usable data for this research, a number of
processing steps were taken. For this research, the weather stations were first checked for missing
data. Missing data was given a zero as value concerning precipitation. If more than 5 days of a month
were missing, the month was not used in further steps. In the dataset, the year of 1999 and 1966
were rejected due to missing data. Next, rainfall per month and per cocoa year were calculated by
summing up all the recorded rainfall per month or cocoa year.

Finally, the average rainfall in a specific month was determined by calculating the average rainfall of
all specific months for a specific weather station. All calculations were done using Windows Excel. For
instance, the average rainfall of the month of April for the Abidjan station was calculated by taking
the average of all the recorded rainfall of all the months of April for the Abidjan station.

The correlation between stations was tested next, to check if the average rainfall of weather stations
in IC were correlated enough to justify the simplification of taking the arithmetic mean of all the
weather stations. As a demand for the correlation index, correlation between all stations was
required to be above 65% to ensure a “good” correlation conform the Pearson correlation coefficient
(Pearson, 1895) to ensure that the rainfall in the assessed area was relatively equal at all assessed
points and that therefore the area could be simplified to one area with an equally dispersed amount
of rain. If the demand of 65% or above was not met, weather stations with the worst correlation to
all other stations were rejected until all stations had a correlation above 65%.

6.2.6 Possible key periods cocoa season based on analytical findings: linear regression

To quantify the seasonal key points from the ICCO reports, a regression of the difference from the
trend for cocoa production as a function of the rainfall of all the months that have an effect on the
cocoa year was done. For IC, the arithmetic mean of the rainfall data per month of a cocoa year were
used as independent variables. From the regression, the month with the highest P-values was
rejected and a new regression was done until all P-values of the used months were within a 0.95
confidence interval and the F value of the regression in general is also within a 0.95 confidence
interval. As mentioned in 1.1, a confidence interval of 0.95 excludes randomness of the variables.
Reports were also used to make the optimization process go faster by using months that are found to
be of importance based on crop specific ICCO reports and climate and area specifics. The iterative
process is repeated until a combination of variables is found that explain the highest amount of
variance of the change in crop production while the significance levels of both the independent and
dependent variables were below the set level of 0.05. However, before the results are accepted, the
results are first checked with reports from the ICCO to exclude spurious results (Burns, 2017)

The found seasonal key points are checked with the reports from the ICCO to check if the found time
periods are both statistically accepted and in accordance with the reports as provided by the ICCO.
The key of this step is the combination between reports and analytics. The goal is to ensure that the
linear regression performed between difference from the trendline as a function of a key time period
in the cocoa growing season is both statistically sound while also being able to be explained by
reports and crop specifics. By combining both qualitative and quantitative reasoning, the method
should exclude spurious results of a regression and only focus on variables that are related to the
growing of cocoa.
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6.2.7 Binary Bayesian probabilistic model

By using both the data relative change in production from 6.2.3 and the results from the specified
seasonal key points from 6.2.6, a binary Bayesian probabilistic model could be formed. The BBPM is a
continuation of the results of the seasonal key point regression outcome of 6.2.6, connecting a
probability to the seasonal key points of the regression. For the BBPM, the relative change in cocoa
production was used in combination with the rainfall data from IC of the seasonal key points. Both
production and seasonal key points were first translated into binary. For the cocoa production,
production above the trendline was defined as a 1, while the production below the trend was
defined as a 0. For the rainfall in the seasonal key points, rainfall above the average monthly
arithmetic mean in a specific month was defined as a 1, rainfall below the arithmetic mean rainfall in
a specific month was defined as a 0.

Because of the use of the seasonal key points as independent variables and the production change as
dependent variable in the linear regression, the probability of production change was defined as
conditional and dependent on the seasonal key points (Bernardo, 2000). To define the probability of
an above or below average cocoa production, all the combinations of the independent variables
were tested towards crop production. The probability and conditional probability were determined
by using the historical occurrence of the events. For instance, if 5 of the 20 years assessed have an
above trend cocoa production change, an unconditional probability of 0.25 was assigned to the
probability that the relative cocoa production change will be above trend and an 0.75 change that
the relative cocoa production change will be below trend.
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7. Results

In this chapter, the results of the research are presented. First the results historical prices of cocoa
are presented. Both the yearly price changes as well as the average price change within one crop
year are shown. Second, the price changes on both a monthly and yearly scale are explained using
the information from the ICCO reports and other reports, as well as the found seasonal key points
from the reports and the crop specifics as found from the ICCO. Third, production is assessed, with an
assessment of the trend of the cocoa production as well as the dependency of the world cocoa
production on the cocoa production of IC and Ghana. Fourth, the results from the processed rainfall
data of the used weather stations as well as the correlation index of the used weather stations is
described. Finally, the outcome of the key point regression and subsequent BBPM are presented.
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7.1 Historical prices of cocoa

First, the average monthly price change of cocoa as found between 1985 and 2015 is presented. The
monthly price changes can be used as first indicators to determine the important months for cocoa.
Months with high price change could indicate important events concerning cocoa and should
therefore important to assess. The average monthly price changes of cocoa, corrected for inflation
and in percentage are presented in Figure 28. As can be seen from Figure 28, price changes tend to
increase in December, February, June and July, with the largest increase in July. The largest price
decrease was noted in October, followed by April, May, January, August and November. In the
review of the reports of the ICCO in chapter 7.2, possible reasons for price changes are discussed.
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Figure 28: the average monthly price change of cocoa between cocoa year 1985 and 2015

When assessing the average standard deviation on a monthly basis, or volatility, different pattern can
be found. In Figure 29, the average monthly volatility of cocoa in percentage is given. It can be noted
that throughout almost all the months, volatility is above 5%, with the largest volatility in September.
It can also be noted that the in all the months the volatility of the cocoa price is larger than the
average price increase or decrease.
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Figure 29: the average monthly volatility of the price change of cocoa between cocoa year 1985 and 2015
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Next, the price change on a yearly scale was assessed. In Table 14, the results of the price changes
are shown, both ranked from high to low concerning percental price change, as well as
chronologically. From the price changes, it can be noted that the from the top 5 price increases, 4
years were after 2001. This finding is in line with the statement in the introduction that from 2001
onward, the cocoa industry is facing systematic shortcomings in supply and subsequently larger price
volatility. In chapter 7.2, the yearly price changes are assessed using the reports from the ICCO.

Table 14: The price change in %, corrected for inflation, of cocoa in a cocoa year (Oct to Sept) from crop year 1985 to 2015,
ranked according largest change (left) and chronological (right), with increase in green and decrease in orange.

year ranke year ranked change change %
1985 1986 -6.35
1986 1987 -7.70
1987 1988 -39.33
1988 1989 -17.38
| 1ss9]  1990] 23.45|
1990 1991 -6.93
1991 1992 -17.22

1994 1995

2014 2015 5.63 1995 1996

2012 2013 4.69

2005 2006 4.54 1997 1998 -4.77
1995 1996 2.83 1998 1999 -37.83
2003 2004 1.31 1999 2000 -16.99
2004 2005 -2.03

2011 2012 -4.33

1997 1998 -4.77 2002 2003 -28.47
2010 2011 -5.03 2003 2004 1.31
2015 2016 -5.75 2004 2005 -2.03
1985 1986 -6.35 2005 2006 4.54
1994 1995 -6.44

1990 1991 -6.93

1986 1987 -7.70

2009 2010 -16.35 2009 2010 -16.35
1999 2000 -16.99 2010 2011 -5.03
1991 1992 -17.22 2011 2012 -4.33
1988 1989 -17.38 2012 2013 4.69
2002 2003 -28.47

1998 1999 -37.83 2014 2015 5.63
1987 1988 -39.33 2015 2016 -5.75
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7.2 Cocoa related reports
In this chapter, the results from assessing reports from the ICCO is described. The reports from the
ICCO were used to define the key points in a season using crop specifics for cocoa, as well as
attempting to explain the price changes on a monthly and yearly scale as found in chapter 7.1. As
partial input for the report assessment, the results from chapter 7.1 were used.

7.2.1 Crop specific key points
When assessing the dependency of cocoa production on the weather, the ICCO states that “Cocoa
production is highly sensitive to changes in weather conditions” (ICCO, 2011). The ICCO also stated
the following concerning crop specific needs of cocoa: “Variations in the yield of cocoa trees from
year to year are affected more by rainfall than by any other climatic factor. Trees are very sensitive to
a soil water deficiency. Rainfall should be plentiful and well distributed through the year. An annual
rainfall level of between 1,500mm and 2,000mm is generally preferred. Dry spells, where rainfall is
less than 100mm per month, should not exceed three months. A hot and humid atmosphere is
essential for the optimum development of cocoa trees. In cocoa producing countries, relative
humidity is generally high: often as much as 100% during the day, falling to 70-80% during the night.
The climate, soil, water supply, human actions and other environmental factors can also affect
productivity” (ICCO, 2017).

The seasonal key points found from the crop specific literature from the ICCO are therefore total

amount of rain in a season, but also lack of rain in the dry season between December and April.

Especially the dry season is of importance, as drought in an early stage of the growing season could
have a strong negative effect on the harvest (ICCO, 2017). The wet season between May and July in
IC is the main contributor of rainfall in IC as mentioned in 5.3, and can therefore be seen as an
important contributor and seasonal key point concerning the total supply of rainfall in a crop year of
cocoa. From the website of the ICCO, the average harvest season for the different cocoa producing

countries could also be obtained. The findings are summarized in Table 15.

Table 15: dispersion of regular main crop of cocoa harvest period, for 89% of the world cocoa production during season
2014/15, with the harvest period per country indicated in green.

89% production 2014/2015 |Main crop [January |February [March [April |May |June [July [August |September |October [November |December
Brazil 5% Oct-Mar
Cameroon 5% Sep-Feb
Cote d'lvoire 42% Oct-Mar
Ecuador 6% Mar-Jun
Ghana 17% Sep-Mar
Indonesia 8% Sep-Dec
Nigeria 5% Sep-Mar

An interesting link can be noted from the key points as found from the reports towards prices. From
the overview of the harvest season, the average price decrease in October can be explained by the
large inflow of cocoa at the start of the growing season. The systematic decrease is a short-term
effect of the market due to a temporary high availability of cocoa (ICCO, 2010). Following the
principle of economy, a large supply equals a lower price if the demand is unchanged. Concerning
price increases, one of the findings is that the average largest prices increases of cocoa occur at the
start (December) and midpoint (February) of the dry season, as well as at the end of the wet and the
main harvest season (July).
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7.2.2 Cocoa price change related reports

Continuing with use of reports from the ICCO, WCF and World Bank to explain the price changes and
understand the general dynamic of the cocoa industry, a number of interesting findings can be
presented. First, the top 5 price decreases and increases as found in 7.1 are assessed. Next, the
reports are assessed to define the general dynamics of the cocoa industry. From the reports, cocoa
production related events are highlighted for the cocoa areas of Africa, Asia and the Americas. The
events are for instance an extremely wet or dry month or set of months, or extreme high or low
temperatures for a specific year. The reports are scanned for events that happen in West Africa and
IC in particular. The events related to West Africa (WA) and IC in particular are collected and later
tested to assess whether the events play a vital role for the crop yield in an area and can therefore be
defined as a seasonal key point.

First, in Table 16 the top 5 price increases and decreases are presented with the reason for price
change explained and the year in which the price change occurred.

Table 16: the top 5 of the relative price increases and decreases for a cocoa year, with the year in which the price change
occurred, the magnitude of the price change and the reason for the price change according to reports form the ICCO, WCF or
World Bank, all with a relation to weather

Year

Price change (%)

Reason

2001

2008

2007

2006

1989

1987

1998

2002

1988

1991

]
TUDelfti EY

98.19

40.30

35.61

24.25

23.45

-39.33

-37.83

-28.47

-17.38

-17.22

Turning point cocoa prices, bad cocoa production expectation for 2002 due low
rainfall in wet season in West Africa, lower production due to strong dry season
2001 in Cl, coup d’état in CI (ICCO, 2010)

Expected third consecutive year of production deficit of cocoa due to low rainfall in
January in WA, but price increase suppressed by financial crisis (ICCO, 2010)
Second sequential deficit, caused by weather effect of la Nifia, causing too much
rain in Indonesia with negative effect on production, no direct effects on the crop
in WA (ICCO, 2009)

Severe drought IC due to Harmattan, lower production due to el Nifio causing
lower rainfall in general in West Africa (ICCO, 2008)

Lower production in IC due to human action by lower agricultural standards, lower
cocoa prices for farmers due to constant surplus resulting in lower stimulus to
produce cocoa in IC (Benjamin & Deaton, 1993 )

Lower prices due to consecutive global production surplus of cocoa production, no
specific reason for increase of production mentioned (FAO, 1988)

Lower prices due to production surplus following no abnormalities in the weather
in cocoa producing areas worldwide, expected good harvest due to “favourable
weather” in West Africa, enforced by a lower demand of cocoa globally (FAO,
2000)

Reaction to price increase 2001, expectation of good harvest 2003 due to good
weather expectations in West Africa (ICCO, 2010)

Lower prices due to consecutive production surplus due to the rise of Indonesia
and Brazil in cocoa production (FAO, 1988)

Reaction to strong price increases ‘89 and ‘90, more production in West Africa due
to the absence of weather anomalies such as a long period of drought (FAO, 1991)
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As can be seen from Table 16, multiple factors can influence prices, with weather events highlighted
as the main driving force behind all the price increases and four out of five of the price decreases.
The demand for cacao is steadily increasing throughout the years (ICCO, 2012). Because of the steady
increase in cocoa demand, the prices of cocoa are dependent on the production of cocoa. From the
reports of the ICCO, negative weather effects such as a strong dry season between December and
April or a weak wet season between May and July can have a strong influence on the production of
cocoa and as a result on the price of cocoa. The news about possible lower production also has a
strong effect on the prices.

For instance, in 2001, prices increased as a second consecutive year of cocoa supply deficit was
expected. Rather than being dependent on the actual production, the cocoa market reacted to the
news of bad weather. However, the cocoa prices were also recovering from a long period of decline
due to a period of structural cocoa production surplus (ICCO, 2010). This phenomenon can also be
seen in Table 14, where prices leading up to the year 2000 were declining. The cocoa price was
driven by expected production versus expected demand, but policies such as stimulation of
agriculture (1989) or export stops (2010), reaction of the market to new about the weather affecting
cocoa production, such as a Harmattan (2013), stronger or weaker currencies (1994) or an economic
crisis also affected market prices due to the lower demand of luxury products such as chocolate
(2008). In all of reports in the same year as the found price increases, a combination of causes with
weather or weather alone was found to be the cause of the price increase. In all the reports, the
effect of the weather on the price due to the effect the weather has on the production or expected
effect on the production can be found. A number of years with consecutive supply deficits due to the
weather can also be seen as a price stimulating event, such as the year 2006-2007-2008.

The price decreases in Table 16 were a reaction to a large price increase in the previous year or an
expected surplus in production of the next cocoa year due to favourable weather or the absence of
for instance periods of drought. The reason for the connection to the weather was the fact that due
to crop specifics of cocoa as discussed in 7.2.1, particular weather and climate requirements are
needed for optimal cocoa growth. When the crop specific demand of cocoa was met concerning
precipitation and the absence of long periods of drought, production is adequate and therefore
supply should meet the demand. A reaction to adequate production and thus supply can be seen in
1990, 1994, 2002 and 2009 in Table 14 (ICCO, 2016). Surplus or adequate supply for cocoa are also
the main drivers for price decreases in the period of 1985 to 1988 and the period of 1997 to 1999 as
can also be seen in Table 14 (ICCO, 2016).

The quote below was taken from the ICCO market review from 2012 and gave a good summary of all
the aspects concerning the price of cocoa.

“This document covers the period from 2002/2003 to 2011/2012. The cocoa supply and demand
situation has been generally characterized by wide fluctuations: while production has been increasing
erratically with yearly growth rates of between minus 10% and plus 18%, grindings have been
growing steadily at a slower pace of between two and seven per cent except for 2008/2009 when
demand fell during the global economic crisis. Three seasons experienced a large production surplus,
contrasting with two seasons with a significant production deficit. The ICCO Secretariat estimates
that, during the current 2011/2012 campaign, demand will exceed supply.

During the period under review, the ICCO daily prices ranged between USS 1,361 and USS 3,730 per
tonne. The minimum was reached in May 2004 when the market experienced a massive production
surplus of nearly 290,000 tons. By contrast, prospects of a huge production surplus in 2010/2011 did
not stop prices rocketing to 30-year highs in March 2011. However, the reason behind those high
levels was mainly attributed to the export ban on Ivorian cocoa during the political crisis in Céte
d’lvoire, the largest cocoa producing country.” (ICCO, 2012).
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Next, the general dynamics of the cocoa market as mentioned in the annual reports and market
reviews from the ICCO were assessed. When assessing the yearly report between 2006 and 2015 and
the market reviews as defined in 6.1.2 concerning weather affecting production and price, two
weather related seasonal key points could be defined, being the dry periods months of December,
January and February and the wet season months of May, June and July. From the annual reports,
the occurrence of strong dry season months was indicated as the driver with a negative effect on
cocoa production in 2007, 2010, 2013 and 2014. The dry season was affected by the Harmattan
phenomenon, but strong dry seasons were also noted in the assessed ICCO reports without a direct
link to the Harmattan phenomenon. In 2008, dryer weather conditions in January were mentioned
specifically as a cause for concern for cocoa production and reason for price increase, but the
negative effect of a dry January on production was compensated with more rain later in the cocoa
year. Concerning the wet season months, both positive and negative effects can be noted. From the
annular reports, in 2008, 2011 and 2015 effects of the wet season had positive effects on the
production. However, in 2009 and 2015, negative effects of the wet season were also noted, with a
surplus in rain leading to diseases and fungi.

Another weather effect that has a strong influence on the cocoa production, according to the ICCO
reports, is the El Nifio Southern Oscillation (ENSO) effect. From the Climate Office of the North
Carolina State University (NCSU), the following definition of the ENSO phenomenon can be quoted:
“ENSO stands for El Nifio/ Southern Oscillation. The ENSO cycle refers to the coherent and sometimes
very strong year-to-year variations in sea- surface temperatures, convective rainfall, surface air
pressure, and atmospheric circulation that occur across the equatorial Pacific Ocean. El Nifio and La
Nifia represent opposite extremes in the ENSO cycle. El Nifio refers to the above-average sea-surface
temperatures that periodically develop across the east-central equatorial Pacific. It represents the
warm phase of the ENSO cycle, and is sometimes referred to as a Pacific warm episode. La Nifia refers
to the periodic cooling of sea-surface temperatures across the east-central equatorial Pacific. It
represents the cold phase of the ENSO cycle, and is sometimes referred to as a Pacific cold episode”
(NDSU, 2017).

The ENSO effect has two direct effects on the cocoa production according to the annual reports from
the ICCO. First, the El Nifio phase of the ENSO effect reduces the amount of rainfall in the dry season
in West Africa, Asia and South America, as specifically happened in 2006 (ICCO, 2008). The La Nifia
effect is not mentioned in the reports of the ICCO to affect West Africa, but affects the cocoa
production in Indonesia due to a surplus of rainfall during the wet season, as specifically happened in
2007 (ICCO, 2009).

When combining all the reports of the ICCO, World Bank and WCF, and the findings concerning the
price change, the general dynamics of the cocoa market can be defined. In Figure 30, the general
dynamics are presented. In the figure, the green arrows represent quantifiable links, the red
unquantifiable and the orange the result of the combination between green and red.

The prices of cocoa are dependent on the production of cocoa, but react strongly to news about
negative weather effects in West Africa with a particular focus on either the wet or dry season. The
reason for the strong reaction to the news about the weather is the expected impact the weather is
going to have on the production. For the wet and dry season, a positive result is average to above
average rainfall. A soft dry season with normal amounts of rain in December, January and February
has positive effect, while a wet season with normal amounts of rain in May, June and July can have
both a positive and negative effect.
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A soft dry season with normal amounts of rain in December, January and February reduces the
possibility of water stress in the cocoa trees. The months of May, June and July provide the largest
contribution to the total amount of precipitation in IC. However, an above average amount of rain in
one of the months can cause a surplus of water, which in turn increases the probability of a disease
or fungi affecting the cocoa tree (ICCO, 2016). Concerning the effects of a surplus of rain, the
Queensland Government of Australia states that “Annual rainfall greater than 2500 mm may result in
a higher incidence of fungal diseases” (Queensland Government, 2017). The wet and dry season
effect the weather, which in turn effects the supply via production.

Other aspects such as policies, economy and currency can have an effect on the prices via supply and
demand, but are unquantifiable from an engineering perspective. The resulting supply, demand,
stock and finally prices are all result of the combination between the driving factors of the market of
cocoa. In this research, the link is specifically on the quantification of the weather, with the links
represented by the green arrows. Because of the dependency of the production on the weather and
the dependency of the price on both the production and the expected impact of the weather on the
future production, a continuation of the research towards the quantification of the link between the
cocoa production and weather with particular focus on the wet season months of May, June and July
and the dry season months of December, January and February was taken.

“
- +
+

+
Stock Demand

Policies, economy,

currency etc.

Weather

+ -
Dry Season

Figure 30: the dynamics of the cocoa market, with green as quantifiable links, red as unquantifiable links and orange as links
as a consequence of both quantifiable and unquantifiable links.
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7.3 Relevant data cocoa: production changes

For cocoa world production, data from the ICCO was used. To use the production data provided by
the ICCO, a processing step was made to the data. As can be seen from Figure 31, cocoa world
production was constantly increasing throughout the years. For cocoa, 92% of the variance of cocoa
could be explained by a trendline, which is a linear regression between world production and time.
For the world production of cocoa, a linear trendline was found with the formula:

EWCP = 57.1%n + 723.2 (eq.17)

With:
EWCP = The Expected World Cocoa Production by using the linear trendline in thousands of
tons
n = The assessed production year with start condition n=1 equal to cocoa year 1960/61
Gross Crop of cocoa R?=0,9246
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Figure 31: the world cocoa production as a function of time, with a linear trendline fitted to represent the trend in the data
From visual analysis of Figure 31, an increase in volatility from 2001 can be seen. This is in line again
with the statement of the ICCO, indicating supply deficits and larger volatility in the world cocoa

production. Although production is above the trendline, the “jumping” of the trendline is clearly
visible from 2001 onwards. From 2001 onwards, large differences from year to year can be seen.
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In Figure 32, the residuals from the trend line can be seen. As can visually be deducted from the
figure, the residuals were not completely randomly dispersed. In the figure, a slight parabolic form
can be seen. The parabolic form of the residuals could indicate that a quadratic function could be a
better fit for the trendline. However, the trendline was accepted as a first assumption and
approximation, and it was assumed that cocoa the production increases linearly as a function of time
for this research. Therefore, the difference from the linear trend line was used in further parts of this
research to indicate the change in production.
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Figure 32: residuals for the linear regression trend line between world cocoa production as a function of time

Delit
University of EYBui\dim; a better
T U De | ft Technology working world 90



7.4 Relevant data cocoa: influence local production cocoa on world production cocoa
Following the same reasoning as with the world cocoa production, a linear multivariate regression
was used in this research as a first approximation to determine the strength of the cocoa production
of IC and Ghana towards the world cocoa production.

The correlation of IC and Ghana was first tested using the Pearson coefficient, to determine if the
variables were independent within the used dataset. The correlation between IC and Ghana was
found to be 0.59, which indicates a weak correlation according to the Pearson coefficient. Therefore,
IC and Ghana were used as independent variables in the linear multivariate regression.

A multivariate linear regression was performed with the world cocoa production as dependent
variable and Ghana and IC as independent variables. The regression was tested between 2002 and
2014 using data from the annual reports from the ICCO as defined in 6.1.2. In Table 17, the results of
the regression are shown. In the table, the R? value of the regression is shown, as well as the
significant F value of the regression, the coefficients of the independent variables IC and Ghana and
the P-values of the independent variables.

Table 17: the results of the regression of the world cocoa production as a function IC and Ghana cocoa production, with RZ,
P- and F-value and coefficients

R 0.92
Regression Significant F-value 4.07x10°
Production Ivory Coast P-value 0.0035
Production Ivory Coast Coefficient 0.91
Production Ghana P-value 0.00022
Production Ghana Coefficient 1.69

When assessing the statistical significance of the variables of the regression models, the F- and P-
values were within the requirement of being below 0.05. Therefore, the significance of the variables
was proven in accordance with Bland (Bland, 1995). For the regression model, the coefficients of the
variables were also acceptable, since both the coefficient of IC (0.91) and Ghana (1.69) in the
regression were within the same order of magnitude. Therefore, both independent variables were of
mutual importance for the regression model and none of the independent variables is repressed by
Windows Excel.

Concerning the R? values, 0.92 of the variance of the cocoa production could be explained by
assessing the cocoa production of IC and Ghana. By using the Pearson coefficient, the relation
between the world cocoa production and the cocoa production predictor using the cocoa production
of IC and Ghana could be qualified as “strong”. Therefore, the dependency of the world cocoa
production on the cocoa production of IC and Ghana is confirmed. The finding is in line with the
definition of a dominant market share, indicating a market share of over 60% (Athey & Schmutzler,
2001).
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Based on the found results, a predictor for the world cocoa production based on the cocoa
production of IC and Ghana can be formed. The results from the regression analysis can be
summarized in equation 18. The resulting graph from equation 18 and Table 17 is shown in Figure 35.

With

PWPC = Predicted World Cocoa production in thousands of tons
CPc = Cocoa Production Ivory Coast in thousands of tons
CPgy = Cocoa Production Ghana in thousands of tons

As can be seen in Figure 33, the predictor for the cocoa production is off in the year 2008/09 and
2009/10. The difference between the world cocoa production predictor and the actual world cocoa
production can be explained. While both IC and Ghana have a dominant role in the cocoa production
with 61% of the world production in 2014/15, the production of other cocoa producing countries
such as Indonesia with 11% in 2014/15 and Brazil with 5% in 2014/15 also affect the world cocoa
production. The linear regression ignores the contribution of other regions, which in turn causes the
regression to be off when IC and Ghana have a lower cocoa production, but Asian and South
American cocoa producing countries do not. In 2008/09 and 2009/10, this situation was the case
(ICCO, 2010) (ICCO, 2011). However, the predictor the follows the same movement as the actual
production in the other years.

World cocoa production vs. predicted cocoa production

4600
4400
4200
4000
3800 ==@==\\orld Total
3600
3400
3200
3000

=== |C + Ghana predictor

% x> o 6 & ® O o N
0""\0 6”\0 @"\0 @%\0 an‘o\g (9\0 ()%\0 @O’\\/ \9\\’ )
D AT A A AT AT AT AT AT DT AT AT A

Cocoa production in thousands of tons

Cocoa year

Figure 33: the actual world production of cocoa (blue) versus the predicted world cocoa production as a function of IC and
Ghana (orange), given as a function of production in thousands of tons versus the year of the harvest.
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In Figure 34, the contribution to the residuals of the regression model for IC and Ghana are shown. In
the figure, the residuals visually appear to be not completely randomly dispersed. For IC, more
positive than negative residuals can be noted, with most of the residuals below 1500. For Ghana,
almost all of the residuals are positive, and slight heteroscedasticity can also be noted, with a larger
distance from the zero axis for lower values and smaller distance from the zero axis for higher values.
However, the linear model was accepted as a first approximation for this research.
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Figure 34: Residuals for the cocoa production predictor of IC and Ghana in thousands of tons. The graph shows the relative
contribution of the predictor of IC (left) and Ghana (right) towards the world cocoa predictor. On the vertical axis, the
contribution towards the residual of the trendline in shown in thousands of tons, while on the horizontal axis the relative
cocoa production contribution of IC (left) and Ghana (right) is presented in thousands of tons.
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7.5 Relevant data cocoa: weather station data

After cleaning up the data, a correlation matrix could be constructed to determine the correlation
between the various weather stations used in IC. The results of the correlation assessment are shown
in Table 18. The correlations as shown in the correlation matrix are the Pearson correlations between
the average monthly rainfall for one year, consisting of 12 points in total. For IC, correlations reach a
low of 0.65 between for Dimbokro and Sassandra. However, the data for WMO and other weather
stations were from different years, so no direct correlation between the stations could be made for
the same set of years. Therefore, the simplification to take the monthly arithmetic mean of all the
available weather stations was accepted for this research.

Table 18: the correlation matrix of the Pearson correlation between average monthly rainfall between the used weather
stations in IC

Gagnoa Abdijan Adiake Sassandra Abidjan Ville Adiake WMO Sassandra WMO Dimbokro WMO

Gagnoa 1.00 0.70 0.78 0.67 0.74 0.80 0.72 0.96
Abidjan 0.70 1.00 0.99 0.99 0.98 0.97 0.96 0.70
Adiake 0.78 0.99 1.00 0.98 0.99 0.98 0.97 0.76
Sassandra 0.67 0.99 0.98 1.00 0.99 0.95 0.97 0.65
Abidjan Ville 0.74 0.98 0.99 0.99 1.00 0.97 0.97 0.71
Adiake WMO 0.80 0.97 0.98 0.95 0.97 1.00 0.96 0.80
Sassandra WMO 0.72 0.96 0.97 0.97 0.97 0.96 1.00 0.71
Dimbokro WMO 0.96 0.70 0.76 0.65 0.71 0.80 0.71 1.00

After taking the arithmetic mean of the used weather stations, the average monthly rainfall and
deviation corresponding to a specific month could be determined for IC. In Figure 35, the arithmetic
mean of the weather stations per month and the corresponding deviation is shown.

Average amount of rainfall per month in 1C Standard Deviation of rainfall per month in IC
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Figure 35: the average monthly rainfall of the dataset, using the arithmetic mean of the used weather stations in IC (top
left), the standard deviation of the average monthly rainfall in the dataset, using the arithmetic mean of the used weather
stations in IC (top right) and the numbers of the monthly average rainfall from the arithmetic mean, the standard deviation
related to the monthly average and the ratio between the standard deviation relative to the average rainfall (central
bottom)
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The outcome of the analysis of the monthly arithmetic mean rainfall as shown in Figure 35 confirm
the described weather as found in the description from Our Africa, with a wet period between May
and July and a dry period from December to April (Our Africa, 2017). The standard deviations follow
the same pattern as the rainfall, with the highest absolute deviation in the wet season. In Figure 35,
the averages, standard deviation and the ratio of the standard deviation to the average rainfall is
given in the bottom central.

As can also be seen from Figure 35, the months with the highest mean to deviation ratio are January,
July and August, but December, September and February also show high a ratio of over 0.6. The high
ratio between mean rainfall and deviation translate into the observation that a high amount of
variability could exists between the expected and actual rainfall in a specific month.

Due to the high dependency of enough rainfall and the absence of long periods of drought, especially
the dry season between December and January and the wet season between May and July are of
importance for the production of cocoa (ICCO, 2016). From December to January, enough rainfall is
needed to guarantee that the lower threshold of no more than 3 consecutive months with less than a
100 mm of rain is met. In the wet period between May and July, enough rain needs to fall to
guarantee that the upper threshold of between 1500mm and 2000mm of rainfall within a crop year
is met, but not too much rainfall to avoid diseases. However, the upper threshold of 2000mm was
never breached in the assessed dataset. By assessing the rainfall data in combination with the
findings from the ICCO reports as presented in 7.2.2, the importance of the dry period and wet
period in IC towards the cocoa production of IC were confirmed.
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7.6 Possible key periods cocoa season based on analytical findings: linear regression

From the reports of the ICCO, the importance of adequate amounts of precipitation in combination
with the absence of long periods of drought were indicated as vital factors for the growth of cocoa,
as can be found from the reports as 7.2.2. As seasonal key points, the rainy season from May to July
and the dry season between December and March were suggested, as confirmed by the findings
chapter 7.2.2 and 7.5. As a first approximation to define the correlation, a linear regression was used
in this research. For the linear regression, the difference from the trendline concerning the world
production of cocoa as found in 7.3 was used as dependent variable. For the independent variables,
of the monthly arithmetic mean rainfall of the used weather stations in the same cocoa year as the
relative change of production was used, as presented in chapter 7.5.

First, a regression was performed using all the month of the year as independent variables. A
summary of the result of the regression is shown in Table 19, the full regression data can be found in
appendix VII. Note that in Table 19, the months of May, June, December and January have the lowest
P-values, indicating highest statistical significance.

Table 19: the results of the regression of the relative change of the world production of cocoa as a function the rainfall in all
the months of the year in IC, with P-value

Variable |P-Values
November 0.89
March 0.63
April 0.61
September 0.51
August 0.38
July 0.28
October 0.24
February 0.14
January 0.13
December 0.08
June 0.08
May 0.004
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After testing and running the iterative regression model a number of times with filtering of the data
using the key points as found in 7.2.1, the months of December, January, May and June were found
to be the key points concerning the relative change of world cocoa production. This was in line with
the found reports and finding in chapter 7.2.2 and 7.5 due to the coincidence of the found seasonal
key points with part of the dry season and wet season. The final regression was performed using the
defined set of months. The total rainfall of the wet and dry season was also tested, but the P- and F-
values found were far above 0.05 and therefore not significant. From the regression, it can be stated
that not all of the wet and dry season were found to be important towards the cocoa production. In
Table 20, the results of a regression of the relative change of world production of cocoa as a function
of rainfall in the month of December, January, May and June in IC are shown.

Table 20: the results of the regression of the relative change of the world production of cocoa as a function the rainfall in the
months of December, January, May and June in IC, with R2, P- and F-value and coefficients

R? 0.47
Significant F value regression 9.70x10”
December P-value 0.035
December Coefficient 1.94
January P-value 0.013
January Coefficient 4.69
May P-value 0.006
May Coefficient -0.88
June P-value 0.0053
June Coefficient 0.6

As can be seen from Table 20, the P-values of the chosen seasonal key points as independent
variables are within the 0.95 confidence bound with values below 0.05, and can therefore be
interpreted as statistically significant. The F-value of the regression is also below 0.05, indicating the
significance of the regression as a whole. The regression has an R-squared of 0.47, which translates
into the finding that almost half of the change in world cocoa production could be explained by using
a set of season key points in IC within a cocoa year. All the coefficients of the independent variables
found in the regression are in the same order of magnitude, confirming the relevance of the
coefficients.

Among the coefficients, a number of interesting results were found. The amount of rainfall in the dry
season months of December and January have a profound effect on the regression, with the
coefficient of January being 5 times larger than the coefficient of the wet season months of May and
June. The importance of an adequate amount of rainfall is a reoccurring import factor already
defined in 7.2.1 and 7.2.2. The results from the linear regression are interpreted that the linear
regression agrees with the notion that the amount of rainfall in the dry season is of large importance
by assigning a large coefficient to months of the dry season. Concerning the effects droughts, the
absence of a strong dry season or events such as a Harmattan or an El Nifio and subsequently higher
precipitation in the dry season is according to the ICCO of large importance for the development of
cocoa. The relative importance of rainfall in the dry season is therefore underlined by the linear
regression, in agreement with the reports as presented in 7.2.1 and 7.2.2.
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A negative effect can be found for rainfall in the wet season month of May. May signifies the start of
the wet season, with May on average not being the wettest month of the year. While adequate
rainfall is important for the development for cocoa, a surplus of rainfall could have a negative effect
on cocoa, promoting the susceptibility of cocoa trees to for instance fungi or rot. This effect occurred
for instance in 2008 in IC (ICCO, 2009). June has a positive effect on the change in cocoa production,
in line with the findings that June is the height of the wet season and therefore of importance due to
the rainfall in June provides towards the total rainfall of the year. The results from the linear
regression are interpreted that the linear regression agrees with the notion that the amount of
rainfall in the wet season can have both a positive and negative influence on the cocoa production,
by assigning both a positive and negative coefficient to months of the wet season. The findings are in
line with the findings of the reports from the ICCO in 7.2.2.

Based on the found results, a predictor for the world cocoa production based on the arithmetic mean
rainfall in the months of December, January, May and June in IC could be made. The results from the

regression analysis could be summarized in equation 19 as shown below:

PRCWCP =194 % Ry + 4.69 * R; — 0.88 * Ry, + 0.60 * R}y, (eq.19)

With

PRCWCP = Predictor Relative Change World cocoa production, relative to linear trendline in
thousands of tons

Rp = Rainfall December, arithmetic mean in millimetres

R, = Rainfall January, arithmetic mean in millimetres

Ry = Rainfall May, arithmetic mean in millimetres

Ry, = Rainfall June, arithmetic mean in millimetres

Using the found equation, the comparison between the predictor and the actual difference of the
cocoa production relative to the trend could be composed. In Figure 36, the comparison between the
predictor and the actual change of cocoa production relative to the trend is shown. As can be seen
from Figure 36, the predictor for the change in cocoa production is not a perfect fit, but does follow
the same general movement of the actual difference. Differences can be seen in particular in years
where the rainfall and subsequent cocoa production in IC was below the trend, but other areas such
as Indonesia and Brazil did have a good harvest. The years 1988/89 is an example of this
phenomenon, as also defined in 7.2.2. In the year 1993/94, the exact opposite is true, with a higher
expected production based on weather in IC but with a lower actual production. However, the exact
reason for the difference in 1993/94 is not known.
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Figure 36: comparison between the actual difference of the actual cocoa production from the trend versus the predicted
difference in cocoa production from the trend using the key point regression
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As a final test, the rainfall data and production differences are tested on skewness and kurtosis to
determine if the data is normally distributed. In Figure 37 and Figure 38, the probability distribution
of the rainfall and the production difference from the trend of the world cocoa production is shown.
The kurtosis of December and January were above the set boundary of 2 without removal of the
extreme values. However, when evaluating the figure of the distribution of both January and
December, the main cause of the high kurtosis was a high above average rainfall points on the right
of the peak in both months, indicated as the red dot in December and January in Figure 37. When
assessing the results with the average rainfall as found in Figure 35, it can be stated that the events
were outside the 0.95 confidence band of the mean plus two standard deviations. Therefore, the
measurements can be seen as extreme events and rejected from the analysis. The skewness and
kurtosis of December and January with the extreme events filtered out and all of the other data are
within the bounds as stated in 1.1. Therefore, the data was perceived as being normally distributed
and the multivariate regression was subsequently accepted.
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Figure 37: the probability distribution of the rainfall in December, January, May and June with tables containing the kurtosis
and skewness of the rainfall data. For January and December, the extreme values removed are indicated in red.
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Figure 38: the probability distribution of the difference from the trend of the world cocoa production with table containing
the kurtosis and skewness of the difference from trend for the production of cocoa data

Delit
University of EYBui\dim; a better
TU Delft Technology working world 99



7.7 Binary Bayesian Predictive model

Following the results from chapter 7.6, a BBPM could be completed. The BBPM was made to provide
a probabilistic expectation following the regression formula as presented in 7.6. For the BBPM, a
conditional probability for relative change in production was defined, while the months of December,
January, May and June an unconditional probability was defined. To construct the BBPM, the
seasonal key points and production were translated into binary variables. To translate the seasonal
key points to binary, rainfall above (1) or below (0) the arithmetic mean was used. For the
production, relative change above (1) or below (0) the trend was used to translate the production to
binary. The formula for the probability for crop prediction is given below as equation 20 and the
BBPM with the unconditional probability of the seasonal key points of December, January, May and
June can be seen in Figure 39:

P(P1,o) = P(D1,o) * P(]a1,o) * P(M1,o) * P(]um) * P(P1,o|D1,0Ja1,o:M1,0:]u1,0) (eq.20)

With

P(Pl,o) = The probability of an above (1) or below (0) the trend change in
cocoa production occurring

P(DLO) = The probability of an above (1) or below (0) the mean amount of
rainfall in December occurring

P(]al,o) = The probability of an above (1) or below (0) the mean amount of
rainfall in January occurring

P(Ml,o) = The probability of an above (1) or below (0) the mean amount of
rainfall in May occurring

P(]ul,o) = The probability of an above (1) or below (0) the mean amount of

rainfall in June occurring

P(Pl,o |D1r0,]a1,0, Ml,Or]ul,O) = The conditional probability of an above (1) or below (0) amount of
the trend change in cocoa production, conditional of the combination
of above or below the mean rainfall in December, January, May and
June occurring

Rainfall December Rainfall January Rainfall May Rainfall June
P p P
P(D=1) o4 PlIa=1] 0.45 P{lu=1) 05
PlD=0) o8 Pl Ja=0} 0.55 Pllu=0) 0.5

Relative change in
cocoa production

Figure 39: Binary Bayesian Probabilistic Model of the effect of the above or below the mean amount of rainfall of the
seasonal key points of December, January, May and June, with the unconditional probabilities corresponding to the seasonal
key point based on historical occurrence between 1960 and 2002.
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In Table 21, the conditional probability of the change in production relative to the trend in cocoa
production is show. To determine all the conditional probabilities, the combinations of above or
below the mean amount of rainfall for all the seasonal key points were calculated based on historical
occurrence. The found provide an expectation based on historical data. Note that some of the cases
the conditional probability for production was 0, indicating that the specific conditional probability
did not occur between 1960 and 2002. An example is the conditional probability with December
above mean (1), January above mean (1), May below mean (0) and a June above mean (1).

Table 21: The conditional probability of the of an above (1) or below (0) amount of the trend change in cocoa production,
conditional of the combination of an above or below the mean amount of rainfall in December, January, May and June.

D Ja M Ju P(P=1) |P(P=0)
0 0 0 0 0.17 0.83
0 0 0 1 0.00 1.00
0 0 1 0 0.00 1.00
0 1 0 0 0.17 0.83
1 0 0 0 0.50 0.50
0 0 1 1 0.00 1.00
0 1 0 1 1.00 0.00
1 0 0 1 0.67 0.33
0 1 1 0 0.33 0.67
1 0 1 0 0.50 0.50
1 1 0 0 0.00 1.00
1 1 1 0 0.00 0.00
1 1 0 1 0.00 0.00
1 0 1 1 0.00 1.00
0 1 1 1 1.00 0.00
1 1 1 1 0.80 0.20
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As an example, to interpret the results, assume that the probability of an above average change in
cocoa production needs to be determined at the start of a cocoa season with the assumption that
the rainfall in all of the seasonal key points will be above the mean. Equation 20 takes the shape of:

P(Pl) = P(Dl) * P(lal) * P(Ml) * P(Iul) * P(P1|D1,]a1,M1,]u1) (eq21)
The probability of the event actually occurring then becomes:
0.4+045%0.4 0.5 0.8 =0.0288

The probability of 0.0288 is the multiplication of the probability of all the seasonal key points being
above the mean multiplied by the conditional probability of the production change being above the
trend. All possible combinations of probabilities can be calculated to determine the probability of an
event occurring. Note that this possibility is a blind possibility, as it is one of the options at the start
of the season without knowing if the weather in the seasonal key points is above or below average. If
for instance the probability of an above average cocoa production is determined in March, with the
knowledge that December and January were above average, equation 21 takes the shape of:

P(Py) = P(Dy) * P(Ja,) * P(My) * P(Juy) * P(P1|Dy,Jaq, My, Ju,) (eq.22)

With P(D,) and P(Ja,) being 1 due to the fact that the months of January and December were
above average. The probability of the event actually occurring then becomes

1x1%x04+05%0.8=0.16
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Part Ill: General Discussion and Conclusion
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8. Discussion

This research focussed on using a combination of qualitative data in the form of wheat and cocoa
reports and quantitative data in the form of rainfall and snowfall measurements of weather stations
to determine the strength and impact of the rainfall in specific time periods in ND, the Canadian
Prairies and IC towards the spring wheat production and world cocoa production. As a proof of
concept, the research provides interesting results. The combination between quantitative and
qualitative data provides a fast track method of isolating key points in a season. The key points can
then be used to explain variance in the world production. One of the starting points of the research,
being the preservation of accessibility to the method, is also met. The method provides an indication
of the yield and production movement based on rainfall data readily available online. This could
imply that the method could also be used offline and based on snowfall and rainfall data alone, if the
seasonal key points for a specific crop can be defined. However, improvements to the technology can
always be done. In this chapter, possible improvements on various part of the research as well as
reflection on the performed research are done.

The inflation correction of market prices

For this research, the market data for wheat and cocoa in the form of future contracts as defined in
2.1.1 and 6.1.1 were translated into relative change of prices on both a yearly and monthly scale as
shown 3.1 and 7.1, after which the data was corrected using inflation numbers for the dollar. The
argument for using the technique of correcting for inflation, is to find the “clean” value of the price
increase, as stated in the introduction 2.2 and 6.2. For cocoa, this could provide a problem. While
prices of cocoa are quoted in dollars and the inflation of the dollar should be used to clean up the
financial data, the simplification completely ignores the use of local currency and exchange rates. The
inflation was taken for the US dollar, but are therefore also dependent of the US economy. From a
financial perspective, the use of exchange rates could be researched. Large local currency drops such
asin ICin 1991 can make cacao prices drop without an apparent reason when only evaluating the
weather. There is still much discussion on what the best way is to incorporate inflation into price
fluctuation of commaodities (Browne & Cronin, 2010).However, this subject is outside the scope of
this research.

The use of world production for cocoa

For the cocoa production, world data was used. While the goal of this research was to determine the
effect of weather in IC towards the world production of cocoa, the step does introduce errors. The
use of world production data versus local rainfall data from IC can be used as a first indicator, but
ignores other effect that influence world production, such as the influence of cocoa production in
other countries. As a logical continuation of this research, a follow up could be to use local
production data of IC only in combination with seasonal key points. This step would clean up the
production data by only assessing the area from where the rainfall data came. A further
improvement could be the use of yield data, as was used with spring wheat. The use of yield data
removes effects such as more area planted, and thus could be used to determine the effect of the
weather on the cocoa production. However, the goal of this research was to test the effect of rainfall
patterns in IC alone on the world production.

The method used in the research is as of yet applied to a world cocoa production, but could be
focussed and narrowed down to assess smaller areas and thus local production. 42% of the variance
of the world cocoa production could be explained by using rainfall data from IC alone. A logical next
step is to look at cocoa production of Ghana and IC as standalone and use regression modelling to
predict cocoa production on a local scale. When accuracy in the form of the variance explained is
high for both IC and Ghana, the output can be used subsequently to predict the world production
using the found correlation as presented in 7.4
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Data source use

For this research, reports from the FAO and ICCO were used as main source of information. While
OXFAM, Bloomberg, the WCF and World bank were also used, the information as provided from the
FAO and ICCO were the main contributors. The FAO plays a dominant role in providing an insight into
the agriculture of the world, the ICCO plays a dominant role in the world of cocoa, with most of the
information concerning cocoa collected and subsequently distributed via the ICCO. While there is no
direct way of circumventing these sources, diversification of the sources of data could lead to new
findings. However, the data as provided by the FAO and ICCO were consistent with the findings and
with other reports from OXFAM, Bloomberg, the world bank and the WCF, and the use of the FAO
and ICCO reports can therefore be defined as valid.

Linear trendline production versus quadratic trendline cocoa

To use the world cocoa production, the difference from a linear trendline is taken. However, a
positive quadratic trendline provides a better fit and a higher explanation of variance, as can be seen
in Figure 40. The quadratic trendline explains almost 97% of the variance in world cocoa production
versus 92% for the linear trendline. The better fitting positive quadratic trendline was rejected on the
basis that the linear approximation would provide a good first insight into the possible use of the
technology, as opposed to complicating the adjustment technique before functioning of the
regression was proven. For further research, the adaptation of a quadratic trendline could be a first
step in improving on the linear approximation.

World production of cocoa with quadratic trendline

nds of tons

in thousa

a production

Coco

Figure 40: the world cocoa production as a function of time, with a quadratic trendline fitted to represent the trend in the
data

Linear regression and residuals

As a first approximation and set boundary for this research, only linear regressions were used for
production, yield and the multivariate regression. As can be seen from the residuals in Figure 11,
Figure 13, Figure 15, Figure 32 and Figure 34, none of the residuals were fully randomly dispersed,
indicating that a linear approximation might not be the best fit for the data. While the use of only
linear regression is a valid first approximation, other forms of regression could be looked into. As a
next step continuing on the results of this research, the use of for instance quadratic regression could
be considered. The impact on the results by using for instance quadratic regression is however not
known.
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Processing of rainfall and snowfall data

The rainfall and snowfall data from weather stations are averaged out to be able to assess ND, the
Canadian Prairies and IC as one area by using the arithmetic mean. While this step is defended by
showing that the average monthly snowfall and rainfall of weather stations is strongly correlated, the
step does ignore spatial variability of rainfall. A next step could be to assess the crop of an area
within a specific range of a weather station. A Thiessen polygon could be used to mark the area of
effect for the weather station in future research. This could also be a continuation of the research,
focussing in on a local scale.

For IC, a closer look into the correlation between different weather stations is also advised. For
instance, the weather stations of Dimbokro and Sassandra correlate for 65%. In this research, the
fact that the data sets for Dimbokro and Sassandra are not available in the same time period. A direct
comparison could not be made between the stations and is therefore the main reason for the just
above average correlation.

Spread of the weather stations

The amount and spread of the weather stations is also a point of discussion. While more weather
stations were available in the research areas, not all off the stations were used in the rainfall
analyses. The main argument for not using all the available data, is the fact that this research is still a
proof of concept in to the subject of key point predictive modelling. The goal of this research is to
gain understanding in the larger dynamics of the effects of rainfall on crop yields and to determine
whether key points in a season have in fact such a profound effect as stated in reports. In further
research, a closer look into individual areas could be taken. A higher density of weather stations and
possibly the use of privately owned weather stations to ensure a constant flow of data could be
taken into account for further research. For instance, in IC, large differences between different
climate zones in IC can be noted (Kouakau, 2012). These differences between climate zones were
neglected for this research, but could be taken into account in a follow up study. The same reasoning
for ND and the Canadian Prairies hold, with for instance in ND a climate difference between the
south west part of ND as opposed to the rest of the area.

The use of production as price indicator

For this research, yield and production were used in the linear regression with seasonal key points.
The argument for applying a linear regression to spring wheat yield and cocoa production, is because
of the dominant role production has on the price changes of wheat and cocoa. When assessing the
strongest driver behind the production of wheat and cocoa, the weather is found to be the strongest
factor. Prices of wheat and cocoa change due to the change in production of wheat and cocoa, but
cocoa prices also react strongly on the expected impact weather is going to have on the production
of cocoa. By understanding the impact weather and in particular seasonal key points have on the
production of wheat and cocoa, price changes of wheat and cocoa can be assessed to be valid price
changes or invalid price changes. When for cocoa for instance there is limited rainfall in the dry
period, a price increase of the cocoa market can be defined as valid when using the seasonal key
point equation 17 and the BBPM, because a lower crop prediction combined with a high probability
of a below the trend crop would be expected. To apply seasonal key points to price change
expectations, validation by back testing with actual cocoa prices is needed. This subject is however
outside the scope of this research.
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Crop season key point predictor

For this research, an iterative process of performing linear regressions between wheat yield and
cocoa production change, and snowfall and rainfall in specific months was performed. The risk of
using regressions is that if enough data is used as input for the regression, the chance is high that a
correlation will appear. In some cases, these correlations can be so called spurious results. These
spurious results imply a correlation in the data that cannot be explained in real life. In this research,
this element of randomly using variables and finding spurious results is countered by only accepting
variables that can be explain a change in spring wheat yield and cocoa production both in a
guantitative manner by using probabilistic significance and qualitative using reports and crop
specifics of spring wheat and cocoa.

As an experiment for both wheat and cocoa, a linear step-wise regression was performed as a
comparison to seasonal key point regression. The type of linear step wise regression used was
backward elimination, eliminating independent variables with the highest P-values until all the
variables were below the set 0.05 level of significance. For spring wheat, a regression between the
spring wheat yield in ND and the Canadian Prairies versus the rainfall in the previous year, the
snowfall before sowing and the rainfall during the wheat season was performed. For ND, the months
within the wheat year used for the regression were April to October, covering all the found rainfall
data as found in 4.5. For Canadian Prairies, the months within the wheat year used for the regression
were October to September, to coincide with the end of the harvest season of the previous year as
found in 4.2.1. For cocoa, the rainfall in the months from October to September were used, to
coincide with one cocoa year.

For spring wheat yield, different results were found from the step wise regression than were found
from seasonal key points. For ND, the month of September as opposed to May was found to have the
strongest correlation with the spring wheat yield, with the results shown in Table 22. The explained
variance of the step-wise regression is slightly higher than the seasonal key point, with 0.59 versus
0.54. The problem with the found results is that the importance of the month of September towards
the spring wheat yield in ND cannot be defended using the qualitative data from the NDSU HREC.
Spring wheat in ND is harvested from September to October, with a negative effect noted if high
amounts of rainfall occur in September due to for instance the flooding of fields. Therefore, a
negative coefficient rather than a positive coefficient for the month of September would have been
expected. The question is if the month of September is a spurious result, or that there is another
factor influencing the spring wheat yield in ND.

Table 22: the results of the step wise regression of the relative change of the spring wheat yield in ND as a function the
rainfall in the previous year, snowfall before sowing and rainfall in the month September, with R2, P- and F-value and
coefficients

R 0.59
Significant F value regression 0.0033
Rainfall previous year P-value (mm) 0.0065
Rainfall previous year Coefficient (mm) 0.041
Snow P-value (mm) 0.062
Snow Coefficient (mm) -0.0042
September P-value (mm) 0.033
September Coefficient (mm) 0.10
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For the Canadian Prairies, the month of November and December in combination with the rainfall of
the previous year and the snowfall before sowing were found to have the strongest correlation with
the spring wheat yield. The results are shown in Table 23. The explained variance was also found to
be higher, with 0.38 for seasonal key points versus 0.5 for step wise regression. Similar to the
findings of ND, the found importance of the months of November and December cannot be directly
explained from literature. Both the coefficients have a positive coefficient, implying a positive
contribution to high levels of rainfall in November and December. A problem with the findings is the
fact that November and December are in the middle of the Canadian winter, with snowfall the
dominant form of precipitation as found in 4.5. Also from 4.5, the months of November and
December on average have a relative small contribution towards the total rainfall of a year with less
than 10%. The months also have a relative small contribution towards soil moisture when compared
to the rainfall of the previous year, with also less than 10% as found in 4.5. For Canada, the question
also remains if the findings of the step wise regression are spurious results, or that other factors
influence the crop yield in the Canadian prairies.

Table 23: the results of the step wise regression of the relative change of the spring wheat yield in the Canadian Prairies as a
function the rainfall in the previous year, snowfall before sowing and rainfall in the month September, with R2, P- and F-
value and coefficients

R? 0.50
Significant F value regression 0.00000057
Snow P-value 0.0071
Snow Coefficient 0.00035
Rainfall previous season P-value 0.0071
Rainfall previous season Coefficient 0.00000074
November P-value 0.035
November Coefficient 0.0078
December P-value 0.026
December Coefficient 0.011

For cocoa, the linear step-wise provided the same results as found in 7.6, but took multiple steps
more as opposed to the method of using seasonal key points. For the seasonal key points, the
months outside the wet and dry season, being October, November, April, August and September,
were also taken into account, but the P-values of these months were found to be above the 0.05
level of significance. By taking these months into account, 5 more steps of backward elimination had
to be performed.

The new proposed method of seasonal key points appears to work better for cocoa than for spring
wheat. For spring wheat, the question remains if the differences in the findings between seasonal
key points and step wise regression are the result of spurious results or lurking variables that are not
taken into account in this research. These findings could be taken into account for a continuation of
this research.
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Evaluation of the found seasonal key points

For ND, the Canadian Prairies and IC, a number of seasonal key points were found. For wheat, in
particular the rainfall of the previous season and the total snowfall before the sowing of wheat were
found to be of importance for both ND and the Canadian Prairies. However, as the linear regression
model shows, the predictor is off in a number of years for both ND and the Canadian Prairies due to
circumstances not related to precipitation. In particular, the length of the growing season and the
temperatures during the growing were found to be of importance for the yield of wheat. In this
research, the length of the growing season and the temperatures are not taken into account.

In an older research by J. Lee, a linear approximation of wheat yield in Ireland was made by using a
combination of rainfall, temperatures and hours of sunshine (Lee, 1969). In recent research, a
combination between precipitation, temperatures, crop water deficit, growing degree days, soil
water available and normalized-difference vegetation index is used (Newlands, 2014). For this
research, only rainfall and snowfall data was assessed towards the yield of spring wheat. From the
results, it could be stated that the found seasonal key points have an important contribution towards
the yield of spring wheat, but the predictor is not completed yet. For further research, the length of
the growing season due to temperatures at the start and end of the spring wheat growing seasons as
well as temperatures during growing season could be taken into account. The addition could still
make use of the weather stations, but a higher degree of communication with for instance farmers in
ND and the Canadian Prairies is needed to keep track of the sowing and harvest dates.

After the linear regression and validation with the reports from the ICCO, the months of December,
January, May and June were accepted to be seasonal key points. From the reports concerning crop
specifics of cocoa from the ICCO and the area specifics of IC, the wet and dry season were indicated
as the most important parts of the cocoa year. However, the months of February and June, while
part of the dry and wet season, were rejected as seasonal key points due to significance above 0.05.
For the dry season, an argument could be made that after December and January, most of the dry
season has already passed. When assessing Figure 35, February is not capable of compensating low
rainfall in both December and January on average. December and January are also found not to be
correlated when the average rainfall of both months was tested, with a correlation of -0.006. A
possible reason therefore is that when December and January have passed, the largest contribution
to the dry season has also passed. When assessing the wet season, a similar discussion could be
made. May and June are the start of the wet season, with June being the wettest month of the year.
The standard deviation of the rainfall in June is more than the average rainfall in the month of July. A
dry June can therefore not be compensated by the rainfall in July on average. As with the dry season,
the first two month of the wet season, being May and June, seem to define the wet season of a
cocoa year.

The use of key point predictor for market prices

One of the interesting possibilities for using this research to assess market prices of for instance
cocoa, can be found when combining the average movement of cocoa market prices and the
seasonal key points in the cocoa growing season. As can be seen from Figure 28, prices on average
tend to increase the most in July and February. As discussed in chapter 7.2.2, the price increases in
July and February are related to the expected impact of the weather during the wet and dry season.
However, when assessing the results of the seasonal key point regression as presented in Table 19,
the weather in parts of a cocoa producing year with the largest impact on the production are not
found in July and February, but rather in December, January, May and June. The cocoa production
tends to depend, or “pivot”, around a set of months throughout a cocoa growing season. For Ernst &
Young, the months could be used to assess the possible price change of cocoa futures in the coming
months based on expected production change, and can subsequently use the prediction to advice
clients on an appropriate course of action. However, for the model to be used for active risk
mitigation, a higher level of accuracy and thus a higher level of explained variance is needed.
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For wheat, the same principal could hold towards the total production of wheat. Before the same
principal can be applied though, the explained variance of wheat production should be towards 90%,
as was the case for cocoa. As a continuation of the research for wheat, a critical market share of the
production of over 60% is advised to provide a predictor model for the production of wheat.

The binary Bayesian Probabilistic Model

The BBPM is a continuation and visualization of the regression model. While the linear regression did
offer an equation linking snowfall and rainfall to difference in spring wheat yield and cocoa
production from the trend, the model did not provide a direct visual insight of the probability of
certain event actually happening. Therefore, the BBPM is a logical continuation of the research,
providing an insight in the probabilities of combinations of variables occurring. Concerning the BBPM,
a discussion point can be made about the use of a binary system. A drawback of using only two
categories is the simplification of the data, ignoring slight differences in the data and can therefore
give a wrong impression concerning the probability of an above or below trend production. One of
the problems however of a BPM with more categories is the higher amount of combinations for
conditional probabilities and the subsequent need for a larger data set. Some of the combination of
the seasonal key points as found in the research were not found to occur within the assessed data
set using a binary model.

As a first approximation with a relatively small data set of 40 points, the use of a binary model is
therefore seen as appropriate for this research and the scale of the data set. With for instance 4
categories for cocoa, 256 possible combinations between seasonal key points are possible,
overstretching the data set.

Concerning the probabilities as found for wheat in ND, three of the combinations provided a 100%
chance of a combination of seasonal key points resulting in a above or below average spring wheat
yield. While the outcome of the analysis based on historic events is correct, a 100% chance does not
occur in real life. Therefore, the 100% as found for the BBPM for ND can be seen as improbable. The
main reason found was the limited dataset used for ND, consisting of 19 points. Due to the three
defined key points and the binary system, eight combinations of conditional probabilities for spring
wheat yield are possible. The BBPM does provides a start to translate seasonal key points into
probabilities concerning spring wheat yield. For the active use of the BBPM of ND, the dataset should
be expanded in future research.

The use of weather stations as an alternative for cocoa production

During the research, the high level of seclusion of the cocoa producing industry was noted. Most data
concerning cocoa production was closely kept by the ICCO and was not readily available for research
purposes. A reason could be that due to the high value of the cocoa industry, developments in the
field of making predictions of cocoa production are not made readily available. While it is highly
unlikely that no research is done, the availability of the research is limited. The development of a
simple yet accessible method using weather stations that could also predict cocoa production change
could therefore be an interesting alternative to oppose the secluded nature of the cocoa industry.
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9. Conclusion

As a main objective of this research, the goal was to link price changes of wheat and cocoa to
weather. As part of the main objective, the general dynamics of the wheat and cocoa market, the
role of the USA and Canada towards the world wheat production and the role of Ivory Coast and
Ghana towards the world cocoa production were defined. Next, the hypothesis of the role of the
weather in North Dakota, the Canadian Prairies and Ivory Coast in particular time periods, or
seasonal key points, towards the yield of spring wheat and the world production of cocoa was tested.

To define the general dynamics of the wheat and cocoa market, relative price changes of wheat and
cocoa on a yearly basis were used. The relative price changes were corrected for inflation were used
to define years with the largest price increases and decreases. The results of the price evaluation
were subsequently used to determine the cause of the price increases and decreases based on
qualitative date from reports of the ICCO, FAO, World Bank and WCF. Simultaneously, the area
specifics of North Dakota, the Canadian Prairies and Ivory Coast and the crop specifics of spring
wheat and cocoa were used to determine seasonal key points. For wheat, the world wheat
production and the wheat production of the USA and Canada were used to determine the relative
importance of the wheat production of the USA and Canada towards the world wheat production.
For cocoa, the world cocoa production and cocoa production of IC and Ghana were used to
determine the relative importance of the cocoa production of IC and Ghana towards the world cocoa
production. The assessment was performed by using a linear regression between world production
and the production of the selected countries.

The difference from the trend of spring wheat yield in ND and the Canadian Prairies and world cocoa
production in IC were defined as dependent variable to test the hypothesis of weather dependency
of the spring wheat production in ND and the Canadian Prairies and the world cocoa production on
weather in IC. Rainfall and snowfall data from weather stations in ND, the Canadian Prairies and IC
was collected and the monthly and total arithmetic mean of stations within the growing area of
spring wheat and cocoa were used as independent variables for the testing of the hypothesis. A
linear regression was performed using seasonal key points based on crop and area specifics, and
subsequently validated by using the qualitative data from the NDSU HREC, ICCO, WCF, FAO, Ministry
of Alberta and World Bank reports. Finally, a Bayesian model was made based on the occurrence of
combinations of seasonal key points within the assessed data set.
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Concerning the set research questions, the following answers can be provided:

- The main drivers of wheat and cocoa are actual production deficit, political and economic
instability and expected changes in production based on news. Four out of five of the price
increases of wheat and all of the price increases of cocoa can be related to weather affecting
production, confirming the strong influence the weather has on the prices via the impact the
weather has on production. Price changes can also be used to indicate interesting years to
research concerning the possible weather-related cause of price increases and decreases.

- Following the regression analysis between the world wheat production and wheat
production of the USA and Canada, it can be stated that the world wheat production is
dependent of the wheat production of the USA and Canada. With 64% of the variance of the
world wheat production explained, the important role of the wheat production of USA and
Canada is confirmed. However, the linear regression is off in a number of years due to the
influence of production in other countries, such as Russia and Australia. Following the
regression analysis between world cocoa production and the cocoa production of IC and
Ghana, it can be stated that the world cocoa production is highly dependent on the cocoa
production of IC and Ghana.

- Over 92% of the variance in world cocoa production can be explained by assessing the cocoa
production of IC and Ghana, confirming the dominant role of these countries in concerning
world cocoa production.

- By using the reports from the FAO and ICCO, a visualisation of the dynamics of the wheat and
cocoa market could be created. From the reports of the FAO and ICCO, the impact of
seasonal key points on the prices via the production could be defined for both cocoa and
wheat.

- By using qualitative data in the form of rapports of the ICCO, FAO, NDSU HREC, the Ministry
of Alberta, WCF and World Bank, key periods and crop specifics for spring wheat and cocoa
could be defined further. Weather station data from the NDAWN, NDSCO and the KNMI
could subsequently be used to support the found key points in a season in a quantitative
way. By using a combination of the two inputs, a regression based model could be formed to
explain 54% of the variance of the spring wheat yield in ND using the rainfall of the previous
year, the total snowfall before sowing and the rainfall in the month of May, 38% of the
variance of the spring wheat yield in the Canadian Prairies using the rainfall of the previous
year and the total snowfall before sowing and finally 47% of the variance of the world cocoa
production using the months of December, January, May and June. The key points and crop
specifics could be used to exclude spurious results and speed up the linear regression
process.

- The Bayesian model continues where the linear regression model stops by providing an
overview of the probabilities of a combination of seasonal key points occurring. The Bayesian
model provides a binary probability, with the categories of above and below the mean, and a
conditional probability of relative change in spring wheat yield and cocoa production.

On a whole, the research provided an interesting view into the world of wheat and cocoa, but also
provides a starting point for further research. Leonardo da Vinci once stated that “Water is the
driving force of all nature”. It is in the view of this research that, even 500 years later, that
statements still hold very true.
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Appendix

Appendix |
Description of FAO, USDA, NDSU HREC, Ministry of Alberta and ICCO

Food and Agricultural Organization

The Food and Agricultural Organization (FAQ) is an agency of the United Nations (UN). Founded in
1945 and with the slogan “Fiat Panis”, Latin for “let there be bread”, the FAO strives to help eliminate
hunger, malnutrition and food insecurity, make agriculture more sustainable and productive and
create inclusive and efficient agricultural and food systems. As a central knowledge hub for
agriculture for the UN, the FAO releases a number of reports every year and provides readily
available knowledge about a variety of crops (FAO, 2017).

United States Department of Agriculture

The United States Department of Agriculture (USDA), is the department of the United States
government that focusses on food, agriculture, natural resources, rural development amongst other
subjects. The USDA is made up of 29 agencies and covers a large array of subjects, such as farm and
foreign agriculture services, food safety and marketing and regulation programs. The USDA collects
data locally and globally, and monitors the global production and developments concerning
agriculture (USDA, 2017).

North Dakota State University Hettinger Research Extension Centre

The North Dakota State University (NDSU) provides an important agricultural service in the form of
the Hettinger Research Extension Centre (HREC). The HREC produces important data about the
agricultural activities in the United States largest grain producing state. As part of the NDSU, the
HREC continues research and development on an academic level (NDSU, 2017).

Ministry of Alberta, department Agriculture and Forestry

From the official website of the ministry, “The ministry is responsible for the policies, legislation,
regulations and services necessary for Alberta’s agriculture, food and forest sectors to grow, prosper
and diversify; inspires public confidence in wildfire and forest management and the quality and safety
of food; supports environmentally sustainable resource management practices; and leads
collaboration that enables safe and resilient rural communities” (Goverment of Alberta, 2017).

International Cocoa Organization

The international Cocoa Organization (ICCO), according to their official website, “a global
organization, composed of both cocoa producing and cocoa consuming member countries. Now
located in Abidjan, Céte d'lvoire, the ICCO was established in 1973 to put into effect the first
International Cocoa Agreement which was negotiated in Geneva at a United Nations International
Cocoa Conference”. The ICCO is a central hub for all the cocoa production in the world and has been
of vital importance concerning market transparency, sustainable cocoa production and consumption
and as a centre for knowledge and information concerning production, consumption and other
statistics (ICCO, 2017).
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Appendix Il
An example of a SOFA report from the FAO (1972) and a monthly report of the ICCO

only slightly because of a decrease in U.S.S.R. pro-
duction.

In North America an easing of controls on pro-
duction and policy attitudes in general, plus the farm
legislation of 1970, appear to have encouraged pro-
duction increases. A number of factors probably
contributed to the larger crops. The farm pro-
gramme of the United States allowed more freedom
of choice in planting, there were higher feed prices
and a tendency to overplant against a return of the
1970 corn leaf blight.

A modest 1971 recovery in Australia indicates an
adjustment to the reduction of wheat areas in the
recent past, and an increase of noncereal crops.
In New Zealand, farm production and grazing im-
proved in 1971, generally favoured by better weather
than in the drier 1970 growing season.

Every year food and other agricultural production
is affected by a plethora of recurring factors and phe-
nomena. During 1971, droughts and excessive dry
periods occurred in Afghanistan, Cuba, Haiti, So-
malia and the Yemen Arab Republic. Floods,
typhoons, heavy storms, volcanic eruptions and
earthquakes caused damage in many countries, in-
cluding Brazil, Congo, Ethiopia, Guyana, the Khmer
Republic, Nepal, the Philippines and the United
States.

Pests and disease exacted their usual tribute from
all countries, but were responsible for particularly
heavy losses in Congo and Zaire, where manioc
disease struck and spread; in Ethiopia, where food
crops were lost to the army worm; in Guyana, which
suffered blast damage to the rice crop; in Lesotho,
where there were losses In maize and sorghum to
the boll worm; and in the Philippines, where the
tungro virus damaged part of the rice crop.

PRODUCTION OF MAIN COMMODITIES"

World aggregates for individual crops showed mod-
est increases for the major food items. Cereals,
with the exception of rice, made notable gains,
the developed market economies providing most of
the total world increase, although the developing
countries generally reported larger harvests than in
1970.

World production of cereals rose 8 percent over
the previous year, making this commodity group
the principal contributor to agriculture’s performance
in 1971. Some countries reported sizable gains in
total cereal production with increases in certain crops
of a third or more over 1970.

World wheat output has been estimated at some
353 million tons. This is about Il percent larger

* For a more detailed account of the commodity situation, see
FAO commodity review and outlook 1971-1972,
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than the 1970 crop and more than 6 percent above
the previous record of 1968. It exceeded the 1970
harvest in all regions (including China) except the
U.S.S8.R., and there the crop surpassed early forecasts.
In part, this rise was a recovery from deliberate cut-
backs by the large producing countries of North
America in previous years, and in part the result
of the use of high-yielding varieties and more inputs,
and in some cases better weather.

Western European wheat production, at 56.6 mil-
lion tons, was about 19 percent over 1970, France,
Italy, Portugal, the United Kingdom and Yugo-
slavia all had record crops, with the Federal Republic
of Germany and Spain reporting large increases over
the previous year. In eastern Europe, Albania,
Czechoslovakia, Hungary and Poland all had bumper
crops. The U.S.S.R. was an important exception,
with a harvest somewhat below the 1970 level.

In North America, the Canadian crop was al-
most 60 percent higher than in 1970, and the United
States crop was a record. In South America, the
large wheat-producing countries had better crops
than in 1970, as did many countries in Africa and
Asia. India and Turkey had record wheat harvests,
escaping the very dry weather that plagued some of
western Asia, reducing wheat and other crops in
Afghanistan, Iran, Iraq and Pakistan. Oceania’s
wheat crop, down in 1970, rose by about 10 percent
in 1971.

Barley followed the pattern of wheat, making a
good gain in percentage terms, while maize made
still greater gains. The year 1971 saw a complete
reversal of the world’s coarse grains situation to
one of abundant supplies. World production rose
by 9 percent as output in the United States and
western Europe more than recovered from the pre-
vious year’s setback, and other regions also showed
increases.

Rice was the one cereal crop that lagged in 1971,
at less than | percent below the 1970 world level,
mainly reflecting a cutback of 14 percent in Japan
(which has allowed some reduction in the country’s
surplus stocks), of 5 percent in Pakistan, and the
lack of outstanding growth in the other principal
producing countries. Many did report small in-
creases, however.

The world output of pulses dropped a little from
1970, many producers reporting approximately the
same harvest. Root crops followed a comparable
pattern.

The 1971 world output of centrifugal raw sugar
was slightly lower than in 1970. Although some
large producers reported increases, three out of
the four largest producers reported sizable decreases.
Cuba, which had a record crop in 1970, suffered an
almost 30 percent drop in its cane sugar output in
1971, and India’s cane crop dropped almost 12
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COCOA MARKET REVIEW

JANUARY 2010
The current review reports on cocoa price movements on infemational markets dunng the month of

Jamuary 2010.  ChartI illustrates pnce movements on the London (WYSE Liffe Futures and Options) and
New York (ICE Futures US) markets m Janmary. Chart IT shows the evelution of the ICCO daly price, quoted in
US dollars and in SDEs, from November 2009 to January 2010. Chart ITT depicts the change in the ICCO daly
price Index, the Dow Jones-UBS Commodity Index and the US Dollar Index, Chart IV presents recent changes in
daily price volatility of cocoa compared to coffee.

Chart I: Cocoa bean prices on the London (NYSE Liffe) Chart IT: ICCO daily prices
and New York (ICE) futures markets November 2009 — Tanuary 2010
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Price movemens

In Jammary, the ICCO daily price averaged USS3.525 per tonne, up by US$27T compared to the average
price recorded in the previous month (17583, 498), and ranged between US$3, 402 and US$3.626.

The cocoa futures markets followed an upward trend in January night through to the third week of the
month when the London firtures market experienced a new record price, surging to its ighest level for over
32 years to £2.334 per tonne while in New York, prices reached US33.472 per tonne.

The major bullish factor arose from waning weekly cocoa amivals in Cote d’Ivoire. Confrary to the
previous seasor, the main crop (October — March) in Céte d'Ivoire witnessed an early and strong start with port
armnivals figures indieating that production in the first three months was 17% higher than duning the same period
of the previous year. reaching 595,000 tonnes as at the end of December 2009, However, since the beginming of
Jammary, despite the fact that Cdte d Ivoire has been spared a strong harmaatfan (a dry wind that usually swesps
down from the Sahara between December and March, negatively affectimg cocoa output), weekly amivals have
declined significantly, a sign that the main crop has been tailing off. The decrease would have been more acute
witheut the smuggling of cocoa beans originating from Ghana, due to the significantly lower fixed price paid to
Ghanaian farmers for their cocoa of Ghe2 400 (US$1,655) per tonne, compared to the fluctuating price offered
to farmers in Cdte d’Tvoire of about US$2, 200 per tonne on average in January.
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Appendix Il
Example of snowfall depth measurements for North Dakota

North Dakota 1998 - 1999 Snowfall (inches)
(Data from NWS Cooperative Network)

ND Slate Climate Office
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Appendix IV

An introduction to market prices

To buy goods for everyday use, people go to places that sell these goods. In a broad term, we can call
these places markets. Hence also the term supermarket for instance. By definition, a market is an
open or covered place where people meet to buy or sell something (Mclntosh, 2013). These places
can however be either physical or virtual. In finance, the definition of a market does not stray far
from this definition as well. In finance, a market is a medium where buyers and sellers can exchange
specific goods (Investopedia, 2016). These goods can be diverse, such as stocks (the stock market),
houses (the housing market) or commodities (the commodities market). It is the later that is of
interest to this thesis.

A commodity is a basic good, such as oil, iron ore or grains (Mclntosh, 2013). These goods are in their
basic form and are interchangeable within one type of commodity. Commodities can be divided in
two categories, being hard and soft commodities. Hard commodities are commodities that are mined
ore subtracted from the earth, while soft commodities are commaodities such as grain and livestock.
The commodities market is a place for buying and selling these commaodities.

Historically, people went to the market to procure commodities as materials for businesses. For
instance, a baker going to the market to buy flower from the miller, who in his turn bought wheat
from the farmer. The other way around, the farmer sells to the miller who sells to the baker again.
But times have changed and with it the businesses. The insecurities connected to simply going to the
market are no longer acceptable in a time like today. To compensate for the risk, financial products
were devised to minimize risk and comply with the growth in demand. These financial products are
called derivatives and consist out of options, futures and swaps. In this thesis, only options and
futures are addressed.

The term derivatives are used for a financial product that derives value from an underlying asset
rather than having any value itself (Investopedia, 2016). A future for instance, is a contract that
obligates a buyer to buy a commaodity for instance. A contract is an obligation to buy, but the buying
date is set in the future. Hence the name future of future contract in used. At the end of the future
contract, the seller needs to deliver the sold product, while the buyer needs to buy. For a seller, this
means security that his or her product gets sold. For a buyer, this means security and assurance that
the materials he or she needs for production are available at the time the buyer wants them to be
available. This principle is called hedging (Investopedia, 2016).

An option is the same as a future, but without the obligation to buy. Within the time when the option
is active, the option can be executed, meaning that the contract can be set in motion. One difference
between futures and options is that usually for an option a premium is charged, due to the flexibility
in the contract.

The value of commodities that are most common today, are the prices from the futures market.
There are many markets, all with different specialties. Chicago for instance has the CME group, while
Wall street has the stock exchange. The prices that can be seen online or on the newspaper, are
actual prices of trades that have been done on the one of these markets. The problem with futures
and options, is the fact that these contracts are not only available for companies using the
commodities for their business, but also for buyers that do not use them.

This is what is called speculation. Buyer buy a contract and try to sell the contract again when there is
a profitin it. This principle makes understanding the market difficult, because the relation is not
purely supply and demand driven anymore.
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Appendix V

Multiple variate linear regression

The following description is found from the website of Yale concerning Multiple variate linear
regression:

“Multiple linear regression attempts to model the relationship between two or more explanatory
variables and a response variable by fitting a linear equation to observed data. Every value of the
independent variable x is associated with a value of the dependent variable y. The population

regression line for p explanatory variables x1, x2, ..., xp is defined to be fu y= fB 0+ 1'8 Ix1+ fB 2X2+ ...
+ -8 pxp. This line describes how the mean response )U y changes with the explanatory variables. The

observed values for y vary about their means ‘u y and are assumed to have the same standard

deviation G-. The fitted values b0, b1, ..., bp estimate the parameters fBO, l'81, .y pr of the
population regression line.

Since the observed values for y vary about their means )U y, the multiple regression model includes a
term for this variation. In words, the model is expressed as DATA = FIT + RESIDUAL, where the "FIT"

term represents the expression ﬁ 0+ fB Ix1+ FB 2x2 + ... }8 pxp. The "RESIDUAL" term represents the

deviations of the observed values y from their means "u y, which are normally distributed with mean

0 and variance J. The notation for the model deviations is £ .
Formally, the model for multiple linear regression, given n observations, is

yi=}80+ l'leil + fBin2+... }Bpxip+ 8ifori=1,2, ... .
In the least-squares model, the best-fitting line for the observed data is calculated by minimizing the
sum of the squares of the vertical deviations from each data point to the line (if a point lies on the
fitted line exactly, then its vertical deviation is 0). Because the deviations are first squared, then
summed, there are no cancellations between positive and negative values. The least-squares
estimates b0, b1, ... bp are usually computed by statistical software.

et

The values fit by the equation b0 + b1xil + ... + bpxip are denoted y i, and the residuals ei are equal

to yi - y i, the difference between the observed and fitted values. The sum of the residuals is equal to
zero.

2
€
The variance @ 2 may be estimated by s2= " =P - 1 , also known as the mean-squared error (or

MSE).
The estimate of the standard error s is the square root of the MSE” (Lacey, 2017).
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Appendix VI

P-values and F-values

Concerning the P and values, the following description can be found from Stats direct:

“The P value, or calculated probability, is the probability of finding the observed, or more extreme,
results when the null hypothesis (HO) of a study question is true — the definition of ‘extreme’ depends
on how the hypothesis is being tested. P is also described in terms of rejecting HO when it is actually
true, however, it is not a direct probability of this state.

The null hypothesis is usually a hypothesis of "no difference" e.g. no difference between blood
pressures in group A and group B. Define a null hypothesis for each study question clearly before the
start of your studly.

The only situation in which you should use a one-sided P value is when a large change in an
unexpected direction would have absolutely no relevance to your study. This situation is unusual; if
you are in any doubt then use a two-sided P value.

The term significance level (alpha) is used to refer to a pre-chosen probability and the term "P value”
is used to indicate a probability that you calculate after a given study.

The alternative hypothesis (H1) is the opposite of the null hypothesis; in plain language terms this is
usually the hypothesis you set out to investigate. For example, question is "is there a significant (not
due to chance) difference in blood pressures between groups A and B if we give group A the test drug
and group B a sugar pill?" and alternative hypothesis is " there is a difference in blood pressures
between groups A and B if we give group A the test drug and group B a sugar pill".

If your P value is less than the chosen significance level then you reject the null hypothesis i.e. accept
that your sample gives reasonable evidence to support the alternative hypothesis. It does NOT imply a
"meaningful” or "important" difference; that is for you to decide when considering the real-world
relevance of your result.

The choice of significance level at which you reject HO is arbitrary. Conventionally the 5% (less than 1
in 20 chance of being wrong), 1% and 0.1% (P < 0.05, 0.01 and 0.001) levels have been used. These
numbers can give a false sense of security.

In the ideal world, we would be able to define a "perfectly"” random sample, the most appropriate
test and one definitive conclusion. We simply cannot. What we can do is try to optimise all stages of
our research to minimise sources of uncertainty. When presenting P values some groups find it helpful
to use the asterisk rating system as well as quoting the P value:

P<0.05
P<0.01
P<0.001

Most authors refer to statistically significant as P < 0.05 and statistically highly significant as P <
0.001 (less than one in a thousand chance of being wrong).

The asterisk system avoids the woolly term "significant". Please note, however, that many
statisticians do not like the asterisk rating system when it is used without showing P values. As a rule
of thumb, if you can quote an exact P value then do. You might also want to refer to a quoted exact P
value as an asterisk in text narrative or tables of contrasts elsewhere in a report.” (Statsdirect, 2017)

The F value can be used in a same way as the P value as a test of significance, but has an application
for the Analysis of Variance (ANOVA) for a multivariate linear regression. Concerning the F values, the
following description can be found:
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‘An F statistic is a value you get when you run an ANOVA test or a regression analysis to find out if
the means between two populations are significantly different. It’s similar to a T statistic from a T-
Test; A-T test will tell you if a single variable is statistically significant and an F test will tell you if
a group of variables are jointly significant.

What is “Statistically Significant“? Simply put, if you have significant result, it means that your results
likely did not happen by chance. If you don’t have statistically significant results, you throw your test
data out (as it doesn’t show anything!); in other words, you can’t reject the null hypothesis”
(Statisticshow, 2017).
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http://www.statisticshowto.com/anova/
http://www.statisticshowto.com/probability-and-statistics/regression-analysis/
http://www.statisticshowto.com/mean
http://www.statisticshowto.com/t-statistic/
http://www.statisticshowto.com/t-test/
http://www.statisticshowto.com/t-test/
http://www.statisticshowto.com/what-is-statistical-significance/
http://www.statisticshowto.com/f-test/
http://www.statisticshowto.com/what-is-statistical-significance/
http://www.statisticshowto.com/what-is-statistical-significance/
http://www.statisticshowto.com/what-does-it-mean-to-reject-the-null-hypothesis/

Appendix VII

First outcome of the regression model based on the arithmetic mean of the monthly rainfall in IC, as

a function of the relative change in cocoa production.

v | Coéfficenten | Standaarafow ' T-statistische gegever * P-waard+ Loagste 955+ Hoogste 95 Laagste 95,0 Hoogste 95,0 7

November 009438806 0,692653013 013624254 (,892604398 -1,513204184 1,324466573  -1,513204184 1304466573
March 0459872306 0935061409 0491809738 0626687537 -1455514162 2375258775 -1 495504160 2375298775
April Q477640047 0929548233 0513841058 0611394646 -2,381733285 1426453191 -2,381733285 1426453191
September 0531279048 0,787602544 0674552024 (505492185 -2,144609725 1,082051628 -2,144609705 1082051628
August -1,193918305  1,337838828 089423123 0379772032 3934356914 1,546520305 -3,934356914 1546520305
July 049457298 04510375 1,096522859 0282191593 0429335507 1418481364 -0,429335507 1418481364
October 063301287 (53052557 11931807 0242811235 0453719495 1,719745236 0453719495 1719745236
February 196994696 1,287817718 1,529678415 0,137316649 -0,668028045 4607921977 -0,668028045 4607921977
January 3498538993 2,218693206 157684667 0126063373 -1,046248015 8043326 1046248015 804336
December 1,960135018  1,091079582 1,796509%68 0083210781 -0,27484019 4195110225  -0,27484019 4195110225
June 0471165046 0,258189793 1,824878668 0078706344  -0,05771277 1,000042862  -0,05771277 1000042862
Snijpunt -273,9854218  98,50886773 -0,18132749 0009575802 -475,77169 -72,19915366 47577169 -72,19915366
May -1,089692353  0,345699025 -3,150141813 0,003842353 -1,797824705  -0,38156  -1,797824705 -0,3815
‘g .
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