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INTRODUCTION 

This thesis describes some models and implementations of 
digital logic functions using junction charge-coupled 
devices (JCCDs). It is a sequel to the research on 
junction charge-coupled logic (JCCL), which started some 
years ago [1.1,1.2]. Operating at driving frequencies 
below a characteristic value, junction charge-coupled 
devices have a recognized advantage in low power and high 
functional density, which justifies research on applica­
tions in the field of digital integrated circuits. 

Charge-coupled device (CCD) is a generic term which has 
come to be applied to a family of functional solid-state 
electronic devices. Under the application of a proper 
sequence of clock pulses these devices move "potential 
wells" filled with quantities of electrical charge in a 
controlled manner across a semiconductor substrate. In 
digital applications the most common example of the use of 
CCDs is found in memories. The digital information is 
represented by the presence or absence of a charge packet. 
This memory function can be extended with logical func­
tions. However, in charge-coupled devices where charge 
packets are shifted at each clock pulse, these functions 
can only be carried out in a pipelined manner. 
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The throughput (= the number of sets of data that can be 
processed by a functional block or an array In a given 
amount of time) of pipelined arithmetic calculations is 
high. The data can enter the logic part of the device at 
the maximum clock rate. The answer is some time later 
available but still at the maximum clock rate. In 1982 
Nash introduced charge-coupled devices for use in special 
purpose pipelined arrays of computing elements, such as 
systolic arrays. He considered the advantages of CCD 
logic in terms of—gate density X maximum clock frequency 
/ power dissipation—to arrive at an appropriate figure of 
merit for very large scale integration, VLSI [1.3]. 

This thesis aims to furnish the reader with a working 
knowlegde of the physical principles of JCCDs as used in 
logic applications, and to provide him with tools for the 
concise and precise description of the basic structures 
and synthesis of JCCL. The core topic of the first part 
is the analytical solution of a simplified JCCD. In JCCD 
literature there are several equations expressing the 
amount of charge that can be stored in a junction charge-
coupled device. Using the simple model a correct 
expression is derived. Also, a new concept of the charge 
transport in the junction charge-coupled device is 
introduced, which is not based on the charge handling 
capacity (= the maximum amount of charge that can be 
contained) of the potential well from which charge is 
leaving, but which is based on the equality of the 
electrical potential in the driving and receiving well. 
The description of the basic struc-tures and synthesis of 
JCCL is a natural extension of the existing theory on 
junction charge-coupled logic. The basic structures are 
shown to be elements of both Boolean logic and threshold 
logic. Bit-level systolic arrays are considered as a main 
tool for the synthesis. 

Briefly, this thesis is organized as follows. Chapter 2 
presents an overview of research on charge-coupled devices 
and an introduction to systolic arrays. In Chapter 3 the 
basic principles, technology, and limitations of JCCDs as 
used in logic applications are discussed. The first part 
of Chapter 4 deals with the general description of JCCL. 
In the second part of Chapter 4 several JCCL full adders 
are developed and discussed. Chapter 5 shows experimental 
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results on (i) simple logic devices and (ii) a threshold 
full adder. Finally, in Chapter 6 — the last chapter — the 
synthesis of JCCL is discussed. Junction charge-coupled 
logic is a technology for bit-level systolic arrays. From 
this point of view, the theory of bit-level systolic 
arrays is part of a synthesis technique. Appendix A 
discusses a possibility for obtaining the potential 
relationships in semiconductor devices, here the pn-
junction, not from Poisson's equation but from an action 
integral. 
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OVERVIEW 

2.1 Historical review 

2.1.1 Charge-coupled devices 

Charge-coupled devices belong to the class of charge 
transfer devices. The basic ideas of charge transfer 
devices have grown out of the development of several 
concepts. 

One of these concepts was that of analogue shift regis­
ters. The notion of a shift register involved the passage 
of charge along a line of capacitors through the sequen­
tial switching of transistors. An integrated version of an 
analogue shift register was proposed by Sangster in 1966, 
under the name "bucket-brigade device" [2.1]. In 1970 
integrated versions of these circuits were shown to be 
practical for delay and other applications. 

Another development came from research on surface charge 
transistors (Engeler et al.) in 1970 [2.2]. This research 
involved a concept for controlling the transfer of stored 
electrical charge along the surface of a semiconductor. 
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Probably the most important concept originated from the 
work of Boyle and Smith (1970) on charge-coupled devices 
[2.3]. In a special issue of IEEE Transactions on Electron 
Devices (1976) Boyle and Smith recalled that the charge-
coupled device concept was a structure that called upon 
existing technology, and was stimulated by the analogous 
work that preceded it in magnetic bubbles [2.4]. It was 
interesting to look for a semiconductor analogy of the 
magnetic bubble device. First, the charge packet was found 
as the semiconductor analogy of the magnetic bubble. The 
next problem was how to store this charge in a confined 
region. At this point a very important ingredient had been 
the development of the silicon diode camera tube. As well 
as the light sensitivity, the diode array had a charge 
storage capability. The charge could be stored in diodes 
for periods approaching a hundred seconds [2.5]. 

In their construction of the electric analogy of the 
magnetic bubble device Boyle and Smith used the metal-
oxide- semiconductor (MOS) capacitor in depletion, to store 
the charge. If a voltage was applied to this MOS struc­
ture a potential well was formed at the surface into which 
one could introduce charge (or not) to represent informa­
tion. The final problem was to find a way to shift the 
charge from one side to the other, thereby allowing manip­
ulation of the information. This was solved by placing 
the MOS capacitors close together to easily pass the 
charge from one to the next by applying a more attractive 
voltage to the receiver. 

The MOS charge-coupled devices in their different forms 
are treated in many textbooks, such as those by Sequin and 
Tompsett [2.6], Beynon and Lamb [2.7], Howes and Morgan 
[2.8], and Esser and Sangster [2.9]. 

Boyle and Smith have described the working of a surface-
channel CCD. The following important step was the develop­
ment of the buried-channel CCD (BCCD) by Esser [2.10] and 
Walden et al. [2.11]. In buried channel charge-coupled 
devices majority carriers are transported, that is elec­
trons in an n-type conductivity layer, and individual 
charge packets are separated by a depleted region. If the 
MOS capacitors are replaced by reverse-bias pn-junctions 
we obtain a junction charge-coupled device. If the MOS 
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capacitors are replaced by reverse-biased Schottky bar­
riers, we obtain a Schottky charge-coupled device, both 
first proposed by Schuermeyer et al. [2.12]. 

2.1.2 Logic circuits with charge-coupled devices 

The idea of using charge-coupled devices for digital 
circuits and binary logic operations originated in the 
early 1970's. In 1971 Kosonocky and Carnes [2.13] sum­
marized their work on the digital operation of charge -
coupled circuits. Their paper described the operation and 
application of charge-coupled shift registers and the 
necessary charge regeneration stages. Thereafter Tompsett 
(1972) proposed the elementary logic operations NAND and 
NOR based on charge regenerators [1.14]. 

These operations did not involve direct interactions of 
charge packets. The presence or absence of charge packets 
in a parallel CCD shift register was detected by a float­
ing gate. Mok and Salama (1972) introduced the principle 
of charge overflow in logic CCDs, which made it possible 
to have a direct interaction of charge packets in logic 
devices [2.15]. They used built-in potential barriers for 
charge packets. In this way the basic logic operation was 
that of CCD majority logic (= logic that tests whether the 
sum of a given number of charge packets is greater than a 
certain amount of charge). The built-in potential barrier 
could be realized in essentially two ways. First, by 
placing an ion implantation or a local increase in oxide 
thickness under the gate. Second, by inserting a separate 
gate with an offset voltage with respect to the following 
gate. 

The principles of 'floating gate' logic or charge overflow 
using potential barriers formed the basis of all inves­
tigations on logic CCD circuits, such as those by 
Zimmerman et al. [2.16], Montgomery and Gamble [2.17], and 
Kerkhoff et al. [2.18] . 

With the development of JCCDs a new approach, that of 
charge injection and charge detection with bipolar tran­
sistors, was introduced (Wolsheimer [2.19], May et al. 
[2.20], and van der Klauw [2.21]). 
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In 1977 in an article presenting digital charge coupled 
logic (DCCL), Zimmerman et al. described a method of 
implementing digital logic functions based on the use of 
CCDs in pipelined configurations. The reason that 
pipelined calculations in arithmetic units are required is 
associated with the generation of the carry bit at each 
stage. For example, in the addition of two n-bits words, 
the two least significant bits can be added immediately 
and produce their sum and carry outputs. This carry is 
only then available to be combined with the following 
significant bits and produce a new sum and carry. Figure 
2.1 shows that in this manner the carry is delayed during 
each operation and so the application of the next sig­
nificant bits must be delayed by an equal amount. This 
requires a set of delays on the input lines. An analogous 
set of delays must be inserted on the output lines if the 
entire word must be available at one clock pulse sometime 
in the future. There is another implication of using pipe­
lined arithmetic. As data enter at one clock-phase and 
exist at one clock-phase in the future it is not efficient 

http://Ad.dJM.on
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to do random calculations with pipelined techniques. This 
means that digital CCD technologies are best suited for 
signal processing functions on several blocks of data 
simultaneously. 

Fortunately a large number of algorithms are either 
already in a pipelined organization or can be cast into 
one. When a variety of such systems is considered, certain 
basic functions appear repeatedly. The multiplier, for 
example, requires adders; the fast Fourrier transformation 
requires multipliers and adders; serial correlators 
require shift-registers, multipliers, and accumulators; 
digital differential analysers use adders and shift regis­
ters to perform integration; division and Hadamar trans­
forms require add and subtract functions. The most 
advanced result, achieved with digital charge-coupled 
logic was the design of a Hadamar transformer chip of 
100 mm2 in 1979 [2.22] . 

Another approach was described by Nash in 1982. He com­
bined charge-coupled devices with conventional MOS cir­
cuitry in such a way that it combines the low power, high 
packing density of CCDs with some of the high speed com­
binatorial (nonclocked) logic capabilities of conventional 
NMOS circuits [2.23]. This approach possesses a capa­
bility that allow information to propagate or ripple 
through a circuit, and can reduce the number of delays. 
At the moment the follow-up of this research, the 
description of a technology which combines charge-coupled 
devices with CMOS circuitry, is being done in several 
places throughout the world. Nash introduced systolic 
arrays as an important candidate for the application of 
CCD logic circuits. The special features of this kind of 
array, namely: regular structures, pipelined architecture, 
special purpose, neighbor communication could be well 
matched by a charge-coupled device logic. 

2.2 Digital charge-coupled logic 

The most elaborated research published on charge-coupled 
logic was that on digital charge-coupled logic [2.22]. 
For over 6 years many scientists worked on this topic 
resulting in, among other things, 14 publications and 
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6 patents. It is important to recapitulate some of their 
conclusions. In section 4.3 the basic logic functions in 
digital charge-coupled logic are considered, and the 
transformation of logic functions from DCCL into JCCL will 
be discussed. 

The design and realization of DCCL logic and arithmetic 
circuits presented a number of very difficult concept and 
modeling problems. The basic adder cells emerged as the 
most difficult and most essential circuits for performing 
DCCL logic and arithmetic functions. The half adder had 
become the basic element, being easily configurable into 
other essential logic functions, such as charge refresh 
and logical AND, and having an overall performance better 
than the full adder. Computer models predicted speeds of 
5-10 MHz. Layout problems were caused by the lack of 
standardized symbolism and the inability to directly 
interconnect two physically separated signal points with a 
metal conductor. The final layout obstacle was the lack 
of computer-aided design rule checking. In a n-channel 
technology the half adder was successfully demonstrated at 
5 MHz. The arithmetic functions obtained in digital 
charge-coupled logic include 16x16 multipliers and Hadamar 
transformation. 

2.3 Introduction to systolic arrays 

In many digital signal processing applications, there are 
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increasing demands for large-volume or high-speed computa­
tions that have to be performed on continuous data 
streams. The classical Von Neumann circuit architecture 
fixes a limit to the computing speed. Figure 2.2 shows 
that in a Von Neumann machine all the processing logic is 
contained in a processing element (PE) and the memory (M) 
is located almost entirely in a separate part. 

There are two main limitations to this type of circuit 
organization which must be overcome to obtain maximum 
benefit from VLSI technology. First, the sequential 
nature of such machines places a basic limit on their 
operating capabilities in high-speed processing. Second, a 
limitation is caused by the long global communication path 
owing to the separation of the processing element from the 
memory. Ultimately, the computation speed of such cir­
cuitry will be dominated by the time taken to communicate 
information between the logic elements and the memory, 
rather than by the intrinsic speed of the logic devices. 
To overcome these limitations research is stimulated on 
parallel processing techniques. 

http://aAckitzcjtun.il
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THEORY AND 

OPERATION 

3.1 Introduction 

In this chapter an introduction to the basic principles, 
technology and limitations of junction charge-coupled 
devices is given. Using a very simple model, an analytic 
solution of the equations describing the potential profile 
in a JCCD with uniform doping concentrations and abrupt 
junctions, it is possible to explain the essential 
features of JCCDs. In JCCD literature simple models have 
been studied. However an analytical solution has not yet 
been obtained [3.1-3.4]. 

Unlike other integrated circuits, the charge-coupled 
device has no discrete equivalent circuit, that is to say, 
it cannot be made up of discrete devices. The typically 
dynamic and transient behavior of JCCDs make it apparent 
that although conventional one-dimensional considerations 
lead to qualitative and heuristic arguments concerning the 
device operation, the phenomenon of charge coupling along 
the transport direction is essentially two-dimensional, 
the phenomenon of charge transports along the lateral 
confinements are essentially three-dimensional, and the 
phenomenon of vertical charge transport is essentially 
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An essential feature of JCCDs is to store information in 
the form of electrical packets in potential wells created 
in the semiconductor by the influence of separated gates. 
Under the control of external voltages applied to the 
gates, the potential wells, and hence the charge packets, 
can be shifted through the semiconductor. Because of the 
almost linear relation between the 'depth' of the 
potential well and the voltage on the gate, a simple 
hydraulic model for the charge-storage and charge-
transport mechanism is generally used to depict the 
operation of (J)CCD structures. 

To understand how a potential well can be removed from one 
location to another in a JCCD structure, consider the 
arrangement of three separated gates shown schematically 
in Fig. 3.1. We assume that some charge is stored initial­
ly in the potential well under the first gate which is 
clocked to 7 V. The other gates are at ground potential. 
The well underneath the 7 V gate will be much deeper than 

http://Unde.fi
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otherwise t o t a l l y dep le t ed n - type reg ion . 

Consider a JCCD b u i l t up of uniform doping p r o f i l e s as 
shown in Fig. 3 .4 . From the a n a l y s i s of s ec t i on 3.4 we 
der ive the curves of F ig . 3.5 which shows the p o t e n t i a l 
d i s t r i b u t i o n along the ax i s pe rpend icu la r to the cen te r of 
the ga te su r f ace . In t h i s case the acceptor concen t r a t i on 

http://nt-Aoun.ce
http://pote.nti.al
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p-gate 

n-epilayer 

p-substrate 

Fig. 3.4 Impu/olty pn.o^XL<L tkn.ou.gh a p-gatz fan. an 
Idzallzzd JCCV. 

of the gates is 1025 acceptor atoms/m3, the n-epilayer of 
doping level 7.1020 donor atoms/m3 is 5 pm thick, and the 
substrate has 2.1020 acceptor atoms/m3 . The upper curve 
shows the potential profile in the absence of a gate 
voltage Vg. The lowest curve shows the potential profile 
when a voltage of 5 Volts is applied to the gate. The 
curve in the middle shows the potential variation in the 
same structure, when a signal charge of 7.3xl014 elec-
trons/m2 is introduced. The region of constant potential 
indicates the physical extent of neutral semiconductor, 
the width of which is a few microns. 

We now consider the effect of varying the voltage on a 
gate. A detailed analysis is given in the following sec­
tion but it is intuitively obvious that making the gate 
more positive must produce a general downward shift (the 
electron energy is plotted) in the curves of Fig. 3.5. 
From the analysis of section 3.4 we derive the curves of 
Fig. 3.6 which shows the relationship between the channel 
potential Vch(Vg,0), and the gate voltage for various 
doping concentrations of the epilayer (the signal charge 
is zero). It clearly shows the almost linear relationship 
between the gate voltage and the maximum voltage in the 
epilayer. 

http://tkn.ou.gh
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DISTANCE (10 6 m) 
3 4 5 6 7 8 9 10 11 12 13 

Via,. 3.5 Pô £ci£ói£ cLu&iibution along the. axiA pttpen-
dicalan. to the. o.e.nten. 'o{) the. gate. -iuA^ace. The 
cuAve. in tht middle. shorn the. di&ttiibixtlon In the, 
ph.es ence. o{) signal change.. 

Figure 3.7 shows the channel potential, in the absence of 
signal charge, Vch(0,0) as a function of the thickness of 
the epilayer at different epilayer dopings. It indicates 
the possibilities of scaling down the gate voltages, for 
the logic devices, under 5 V. The process described in 
this thesis was obtained after decreasing the epilayer 
thickness from 7 fin to 5 Aim in a standard process for 
analogue JCCDs. 

Figure 3.8 shows the situation when at a given gate-volt­
age the 'well' is filled maximally; if more charge is 
introduced it will flow underneath adjacent gates, having' 
in common (the potential at) point x2. As indicated in the 
figure this situation can occur if the gate voltage is 
equal to or less than Vch(0,0)-Vb, where Vb is the built-
in voltage of the gate-epilayer junction. If the gate 
voltage is over Vch(0,0)-Vb, the maximum charge packet in 

http://ph.es
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- 6 DISTANCE (10 m) 

Fig. 3.8 The poto.Yvti.aZ dütJilbuXion i{) the. pote.ntA.aJL well 
ii> filled maximally. 

the 'potential well' is limited by the requirement that 
the gate epilayer junction remains reverse-biased. In this 
case Vch(Vg.Qs) equals Vg+Vb. 

Two remarks must now be made about the use of the hydrau­
lic model. First it is necessary to realize that the 
amount of charge cannot be represented by an area enclosed 
by the different potential curves, as is the case when we 
consider a bucket filled with water. The amount of charge 
is proportional to the length of the straight line between 
xx and x2. Second it is useful to notice that the shape of 
the potential curve is different for different amounts of 
charge, in this situation it more resembles an elastic 
film. Consequently it is not possible to obtain a very 
simple relation that expresses the amount of charge, that 
can be transported in a single clock cycle per unit of 
gate area, Qs, in terms of the donor concentration, thick 

http://poto.Yvti.aZ
http://pote.ntA.aJL
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Tig. 3.9 The channel. pote.ntlal \>ch[\}Q,Qj>) ai, a Junction 
ofi the. amount oft atoned AtgnaZ ch.an.ge. {^oh. 
dA.h{e.fiewt gate. vottageA [LineM). The. dotttd 
fie.gion Indicate* the. phy&icaJL aJULowe.d itgion 
ion a JCCV. 

n e s s of t h e e p i l a y e r , and t h e a p p l i e d g a t e v o l t a g e . I t 
c a n , of c o u r s e , e a s i l y be e x p r e s s e d i n t e r m s of xx and > 

x , 

Qs = -q Ne dx I ( 3 . 1 2 ) 

but then we have to realize that •x.1 and x2 are functions 
of Ne, d(epi), Vg, and Vch(Vg.Qs). In terms of xx and x2, 
x2 is situated before the point at full depletion, at zero 
gate voltage, and xx is situated after the point where the 
gate-epilayer junction equilibrium potential difference 
has been built up. The formula 3.12, which expresses the 
signal charge in the JCCD, has not appeared in interna­
tional JCCD literature before. In section 3.4 the formulas 
for Qs, and its maximal value for a given gate voltage, 
n . are derived. ^smax 

http://ch.an.ge
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GATE VOLTAGE (V) 
Fig. 3.10 The. ma.XA.maZ amount ofi signal. chaAge. that can 

be. handled bz{on.n chaJige. -id épiZZed into 
nesighbonlng gateJs, Qj>max., ai> a function of) 
the. gate voltage.. 

In Fig. 3.9 Vch(Vg,Qs) is shown as a function of the 
amount of signal charge in the potential well at different 
gate voltages. It also shows the physically allowed condi­
tions for charge to be stored in the JCCD. The boundaries 
reflect 

(i) the impossibility of storing charge at a lower 
potential than that of the adjacent gates, 

(ii) that the gate-epilayer junction has to be reverse-
biased, and 

(iii) reach-through between the gates will not take 
place. The potential difference at the junction of a 
neighboring gate is equal or less than the built-in 
voltage (reach-through). For higher gate voltages 
this junction is forward biased and injection of 
holes is initiated. 

The maximal signal charge that can be handled before 
charge is spilled into neighboring gates,. Qsmax . is 

http://ma.XA.maZ
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shown in Fig. 3.10 as a function of the gate voltage. It 
shows the maximal amount of charge under the same condi­
tions as above. The maximum amount of charge, Qs.max, is 
also called the (signal) charge handling capability (CHC). 
For JCCDs the CHC-curve has a maximum, Max(Qsmax) . if t n e 
gate voltage equals Vch(0,0) minus the built-in voltage of 
the gate-epilayer junction. This maximum in the CHC curve 
must not be confused with the term used in CCD literature 
'Maximal Charge Handling Capability', which stands for 
another quantity. 

3.4 Derivation of charge-potential relationships 

Consider that the gate and substrate are kept at ground 
potential, and the depletion layers extending from the 
gate-epilayer interface and from the substrate-epilayer 
interface touch. At this point the electrical potential 
has reached a maximum and is referred to as Vch(0,0). A 
well-defined local potential maximum is created by clock­
ing a gate to a positive voltage Vg. This local potential 
maximum serves as a well for electrons. 

In one dimension the distribution of the potential, V, and 
electric field, E, follow from: 

dE d£V £ 
dx dx2 e Si 0 

If we use the abrupt approximation and neglect the minor­
ity carriers, we obtain (see Fig. 3.11): 

Area I: x in interval [a1,a2[ 
We use the boundary conditions E(ax) = 0; V(aj) = Vg: 

EI - ̂ -Ite (x-a.) < 3 1 4 ) 

"l ^ (Hg<x..,)> ♦ 2~\ VÖ < 3 1 5 ) 
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derivation oh thk chalge-potential tielatlonthlp*. 



Chapter 3 28 

Area II: x in interval [a2,a4] 
With the boundary conditions E(a3) = 0; V (a2) = V (a2): 

E n - a-f (x-a.) (3-16) 

^-le (x.a3>2 . . (3-17) 'II = :4P^ (x-a3)2 + K 

K - ^ [Ng(a2-ai)2 + Ne(a,-«2)*] + ^ V g (3"18) 

Area III: x in interval ]a4,as] 
With the boundary conditions E(a5) = 0 and V(a5) = 0: 

EIII - ̂  (x-«6) ' (3-19) 

VIII = a_M (x-a5)2
 (3"20) 

In these equations a2 and a4 are known; al, a3, and a5 are 
unknown. The unknown variables can be obtained from the 
following equations (continuity of the functions E and V): 

EI(a2) = EII(a2) 
EXI(a4)= E m ( a 4 ) 
VIT(a4)= V i n(a 4) 

Which result in: 

(a2-ai)Ng - (a3-a2)Ne (3.21) 
(as-a4)Ns = (a4-a3)Ne (3.22) 
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Ng(a2-ai)2 + Ne(a3-a2)2+ -^ Vg = Ns(as-a4)2 + Ne(a4-a3)2 

(3.23) 

As we assume Ng>Ne>Ns then the solution of this set of 
equations can be written using: 

A = NeNg-1 + 1 
B = NeNs-1 + 1 

as: 1 if A * B 

ax = a2 - NeNg-1(a3-a2) (3.24) 
a5 = a4 + NeNg-1(a4-a3) (3.25) 

(Ba^Aag) - M 
A - B with: (3.26) 

D = AB(a4-a2)2
 + (^f )-^- Vg ^27> 

4 * NgNs q a 

2 if A = B 

= a3 + a4 _ e (3.28) 
3 2 qNeA(a4-a2) ë 

To obtain the equations for the amount of signal charge Qs 
that can be transported in the JCCD, when the gate-epi-
layer junction is reverse-biased, we consider two separate 
diode structures that are coupled by (see.Fig. 3.12): 

V(a3l) = Vch(Vg,Qs) = V(a3r) (3.29) 

Instead of equations (2.21), (2.22), and (2.23) we obtain: 

(a2-ai)Ng = (a3l-a2)Ne (3.30) 
(as-a4)Ns = (a4 -a3r)Ne (3.31) 

Ng(a2-ai)2 + Ne(a3l-a2)2 + " ^ V g = Vch(Vg,Qs) (3.32) 
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Vch(Vg.Qs) 

Tig. 3.12 The potential. di6tAA.bution in pne&ence o^ signal 
dn.ah.ge. The. channel, potential equalA the maximal 
potential and de.pendi> on \lg and Pa. 

N s ( a 5 - a 4 ) 2 + Ne(a 4 -a 3 ) 2 - Vch(Vg,Qs) (3 .33) 

From these four equations we obtain, under the same condi­
tions as in the previous case: 

a 3 ^ - a2 
A2e\Vch(Vz.Os) - Vgll 

Vl q Ne A ) 
(3.34) 

a~ = a . - 4 2€fVch(Vg.0s) - VpU q Ne B 
The signal charge Qs is given by: 

»r"a»l3 Qs = -qNe (a3 -a3 ) 
which equals: 

(3.35) 

(3.36) 

Qs - qNe (a4-a2) - | y ^ M V ^ Q s ) ^}+ y{Vch(VK,Qa)| j 

(3.37) 

with p = 

r = 

2 c qNe 
B 

2 e qNe 

http://dn.ah.ge
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If Vb is the built-in voltage of the gate-epilayer junc­
tion: 

Vb = — (ln^^f ) (3.38) 

Than equation (3.37) holds under the following conditions: 

1) if 0 < Vg < Vch(0,0)-Vb <=> Vch(0,0) < Vch(Vg,Qs) < 
Vch(Vg,0) 
this condition expresses the fact that if charge 
'over-fills' the potential well it flows to the 
neighboring gates, 

2) if Vg > Vch(0,0)-Vb <=> Vg+Vb < Vch(Vg,Qs) < 
Vch(Vg,0) 
which reflects the fact that the gate-epilayer 
junction must be reverse-biased. 

The maximum signal charge, Qs.max, is obtained in the 
first case if Vch(Vg.Qs) = Vch(0,0), and in the second 
case if Vch(Vg,Qs) = Vg+Vb. 

3.5 Vertical charge transport 

3.5.1 Vertical charge transport I, principles 

Junction charge-coupled logic makes use of charge trans­
port through JCCD channels, as well as through junctions 
induced by surplus charge. Horizontal charge transport, in 
the JCCD channel, is controlled by the clock voltages 
through reverse-biased pn-junctions. 

We consider the combination of two packets of electrons 
under one gate, when the potential on the receiving gate 
is raised. In this case the surplus charge, if both wells 
are filled, is just one packet. This surplus charge can be 
used for vertical charge transport. Two structures for 
vertical charge transport are distinguished: 
i) the pnp-transistor, which is formed by the substrate, 

the epilayer, and the gate, which will become active 
when the gate voltage is taken above the channel 
potential and surplus electrons are present 
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DISTANCE (10 m) 
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3.7 3 Potential pnohile, the dashed Line h.epnei> enting 
the. ca/ive at maximal. fitting ifa the gate potential 
U> above Vch[0,0). 

underneath the gate; 
the injector structure, which consists of an n -
diffusion placed in a p-type gate. By forward-
biasing this n p-junction, charge can be 
injected into the CCD channel, acting as a collector 
of this vertical npn-transistor. This type of 
injector has been used successfully in filters and 
as input structures for multiplexers [3.4],[3.5]. 

The substrate pnp-transistor opens up the way to vertical 
charge transport out of the JCCD, charge 'overflow'. We 
consider the case that the gate voltage is well above 
Vch(0,0)-Vb, which is the case in logic applications with 
JCCDs. Figure 3.13 shows the potential profiles, the 
dashed line representing the curve at maximal 'filling'. 
If surplus charge is present in this situation it can not 
spread laterally, but instead it will forward bias the 
gate epilayer junction. The JCCD structure will act as a 
pnp-transistor. The gate (emitter) will inject holes into 
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the epilayer. This charge flow will continue until all 
surplus electrons have been removed. 

The behavior of this vertical overflow is strongly related 
to the JCCD properties, since for vertical charge flow the 
substrate pnp-transistor is biased by surplus charge 
transfer through the JCCD. We treat the surplus charge 
storage first. The processes involved in vertical charge 
transport and storage of surplus charge is extensively 
discussed by van der Klauw [3.4]. 

3.5.2 Charge storage II, storage in the pnp-transistor 

The amount of signal charge that can be stored in a poten­
tial well has been determined in section 3.3.2. All this 
charge is transportable, if transfer inefficiency is not 
considered. If we look at charge overflow when one charge 
packet or several charge packets are transferred into a 
potential well that can only contain less than the total 
amount of charge supplied, while the clock voltage is over 
Vch(0,0)-Vb, two additional charge storage mechanisms can 
be distinguished. 

Under influence of the externally induced field electrons 
will drift towards the potential well of the receiving 
gate. After the potential well is filled, surplus elec­
trons will start to decrease the potential barrier at the 
gate-epilayer junction. In this way putting the junction 
under forward bias, initiating injection of minority 
carriers at the junction. Charge flow will continue until 
all surplus electrons have been removed from the epilayer 
and the potential difference across the junction is again 
Vb or untill the surplus charge is 'dumped' in a drain. If 
a drain is not used, this process will take considerably 
more time than the common clock periods for JCCDs. We have 
two additional storage mechanisms: 

i) charge storage associated with the changing depletion 
layers at the gate and substrate side of the 
epilayer, 

ii) the storage of electrons to maintain charge 
neutrality if holes traverse from gate to substrate. 
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TIQ. 3.74 Vottagz dtiop a.ojioi>b a 50 ft fieAi&toh. cAeated 
by the. AubttAate. ciwiznt oh a JCCV, when the 
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The amount of surplus electrons that can be stored in the 
changing depletion layers can, for example, easily be 
estimated using the simple model of section 3.3.2: a 
forward bias of 300 mV results in a increase in stored 
charge of 15 % . In real devices the increase in storage 
capacity is measured to be about 20 % [3.4]. 

There are two time-constants involved in these storage 
mechanisms. First, the time-constant r, indicates the time 
necessary to decrease the depletion layers until a sig­
nificant transport current starts. Thereafter, the surplus 
electron charge that is present in the base region can 
vanish by injection into the emitter or by recombination 
with traversing holes. The recombination can be neglected 
in the present technology [3.4b]. The second time-constant 
Trt aPPears i-n t n e formula 

1 = 1 exp (-t/r J ct ct.max r ' ct (3.39) 

in which Ict is the transport current measured at the 
collector terminal. This experimental curve expresses the 
decay of the transport current, and thus of surplus 
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charge. Figure 3.14 shows a realistic case [3.4c]. It 
clearly shows that the excess charge may be transferred 
through the JCCD if a substrate current is tolerated. 

The only way to calculate r(j and rC£ is by means of a two-
dimensional and transient program which simultaneously 
solves Poisson's equation and the Continuity equations for 
discrete time steps. However for a given device they can 
be estimated experimentally. 

3.6 More realistic models 

3.6.1 Charge coupling II, more realistic model 

Broadly outlined, the process of charge coupling can be 
formulated with the JCCD model of section 3.3.2. The 
physics of the transport of one packet is rather simple: 
the electrons move towards the point at the highest poten­
tial until an equilibrium is established. In equilibrium 
the channel potential Vch(Vg.Qs) under the transporting 
gate equals the channel potential under the receiving 
gate. We consider the case that the clock voltage is 8V. 

Figure 3.15 shows a schematic representation of the charge 
transport mechanism. Figure 3.15 a) indicates that the 
gate voltage on A is maximal, Vg,max(8V), while gate B is 
grounded. The well under gate A is maximally filled, as 
suggested by the shaded region. The transport of charge is 
started as Vch(Vg,max;Qs ,max) < Vch(Vg,.b ;0) , where Vg,b 
indicates a value of the gate voltage on gate B during the 
rising edge of the clock pulse. The moment that the chan­
nel potential under gate A, when filled with Qs.max equals 
the channel potential Vch(Vg,b;0) under gate B is drawn in 
Fig 3.15 b). In the model this occurs at Vg,b = 3.8V. In 
the next step both gates are at 8V. In 3.15 d) we see that 
if the clock phase on A drops the charge transport is 
completed if Vch(Vg,a;0) = Vch(Vg,max;Qs,max), thus if 
Vg,a = 3.8V. In the model used it is assumed that the 
charge is transported instantaneously. 

The charge transport can be described by a path in the 
plane by Qs.max and Vg. The physical region in the Q 
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Vg variables is shaded in Fig. 3.16. It is obvious that 
even in practical devices the charge transport does not 
follow the charge handling capability curve (Qs,max-
curve), as is suggested by van der Klauw [3.4d]. 

Another way to look at this process is to consider the 
path that is described in the Vch(Vg.Qs) and Qs variables. 
Figure 3.17 shows this path. The path from a to e is the 
"charge line" of the charge under gate A. From a to c Vg 
is not changed but half the charge has drifted towards 
gate B. The curve from c to d is obtained using the rela­
tions : 
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and 
Qs,max(Vg=Vg,max) = Qs A + Qs B 

Vch(QsA,VgA) - Vch(QsB)Vgmax) 

(3.40) 

(3.41) 

The "charge line" of the charge under gate B is exactly 
the reverse path. 

We notice that the first half of the charge is transported 
from the well under A to that under B during the last part 
of the rising edge of the clock phase on gate B, and that 
the second half of the charge is transported at the begin­
ning of the voltage drop on gate A. 

3.6.2 Vertical charge transport II, modeling 

As said before, the process of vertical charge transport 

http://ch.aA.ge
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can only be desc r ibed by means of a two-dimensional and 
t r a n s i e n t computer program. However, we can formulate 
q u a l i t a t i v e l y t h i s t r a n s p o r t us ing t he simple model. 
Figure 3.18 shows the combination of two, completely 
f i l l e d , p o t e n t i a l w e l l s . The time s l o t when a l l ga tes a r e 
a t ga te vo l t age Vg.max i s dep ic ted i n Fig. 3.18 b ) . The 
common wel l i s f i l l e d to the 2 /3 f r a c t i o n of Qs,max a t the 
vol tage Vg.max. In F ig . 3.19 t h e "charge l i n e " of gate B 
i s going through the po in t a' t o c ' ; t h a t of ga te A and C 
from a to c . The t r a n s p o r t from the wel l under A and C to 
B s t a r t s a t Vg(B)=3.8V as ind i ca t ed i n Fig. 3 .19. The 
condi t ion t h a t gate B i s f i l l e d maximally and the channel 
p o t e n t i a l under gate A and C equals the channel p o t e n t i a l 

http://6itu.ati.on


Chapter 3 42 

1 ■ ■ ' 4 

2 ' 
j 11 

\ 1 L. 1 \ 

R __. 

1 \ J L. 

* m j e 

l 
_/ L . 

Kw*v*wa 
charge overflow 

Bój. 3.20 Schematic H-zpneACYitation ofi backward chaAge. 
{)Zoto, indicated by the. cu/ivzd OHAOW. 

the value at the beginning of the next puls [3.4e]. 

The question is, of course, wether backward charge flow 
rules out the possibility of having logic devices which 
obtain the function in more than one clock cycle, in other 
than the present technology. Is backward charge flow an 
intrinsic mechanism? 

Certainly, the possible values for the gate voltage are 
limited. For example, in the 7 urn epi devices the channel 
potential Vch(O.O) is approximately 9 Volts, while the 
reach-through between the gates starts at voltages near 10 
Volts [3.4f]. And, in the 5 pm epi series we have to deal 
with large parasitic potential wells, that reach poten­
tials of 1-1.5 Volts above Vch(0,0). These conditions 
probably account for the existence of backward charge flow 
in the present technology. Unfortunately, these limita­
tions are a consequence of the most favorable technology, 



Chapter 3 43 

OV 5V 

GATE ti 

10V 

Fig. 3.2 7 Sckumatic K.tpnzi,<inX.ation of) tho, e.qiU.po£twtLal 
linu in thz -bimpLL^zd JCCV modzl. 

not for digital, but for analogue applications. In prin­
ciple, the problem should easily be solved, except for 
very high frequencies. 

3.7 Parasitic wells, and lateral confinement 

To a large extent the quality of a JCCD is determined by 
the smoothness of the channel potential profile in the 
transport direction. Distortions in the potential profile 
act as parasitic wells for electrons. 
Figure 3.21 shows a schematic view of the equipotèntial 
lines in a JCCD with doping profiles as described in the 
simple model and with a gate-to-gate distance of 5 fxm. A 
large parasitic potential well can be observed between 
gates A and B. Even, when gate C is clocked to 5 Volts, it 
will not completely disappear, as can be seen from the 
equipotèntial lines around gate C. If we consider another 
case in which the well underneath gate C is filled with 
electrons in such a way that Vch(Vg,Qs) equals 10 Volts 
(of course the gate voltage' is in this case above 5 V), 
then if the clock voltage drops electrons will be trapped 
in the parasitic well which remains. These trapped elec­
trons will not be transported, thus a large transfer 
inefficiency can be expected. To eliminate the parasitic 
potentials between the gates an overall surface implanta-
tion--to make it possible to decrease the gate-to-gate 
distance (increase of reach-through voltage)--and a phos 
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phorus channel implantation through the mask for the 
gates — to increase locally the impurity concentration—are 
performed. 

The lateral confinement of JCCD channels, in logic appli­
cations, is formed by the same p-type diffusion as used 
for the gates. The JCCD gates are in this way embedded in 
a large gate at ground potential. The epilayer underneath 
will then be fully depleted by the operation of adjacent 
CCDs. 

We consider the situation as depicted schematically in 
Fig. 3.22. Due to the variation of distance between the p-
type gates and the p-type confinement, parasitic potential 
wells will appear at the crossings of the lateral gap and 
the the inter-gate gap. If the transport channel makes an 
angle of 45° a parasitic channel results, which can trans­
port charge during the overlap of the clock phases of the 
transporting and receiving gate. 

3.9 Current technology of JCCL 

The current fabrication process of junction charge-coupled 
devices, in an adapted standard process for fabricating 
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bipolar circuitry, is outlined. 

The ideal JCCD technology meets the following 
requirements: 
a) Smooth potential distribution: there are no 

distortions in the potential of the channel when all 
gates are at ground potential and the epilayer is 
fully depleted. 

b) No parasitic barriers: the formation of parasitic 
barriers underneath the gates must be avoided, 
because they are hardly affected by voltage 
differences applied between the gates [3.3]. 

c) Only small parasitic wells: in a technology using p-
type islands for lateral confinement, parasitic 
wells will be present. Their size should be as small 
as possible. 

d) High reach-through voltage: the terminal voltage 
difference between the p-regions at which reach 
through occurs should be well above Vch(0,0). 

e) Optimal properties of pnp-substrate transistor: the 
maximum value of the collector transport current of 
the substrate transistor should be as high as 
possible, and the decay time as short as possible. 

f) Compatible with good bipolar circuitry: use a 
technology in which peripheral circuitry, like 
clock drivers can be integrated. 

Of course, if some requirements cannot be simultaneously 
fulfilled, a compromise must be made. Apart from this, the 
fabrication process, which has been used, has mainly been 
developed for analog JCCD applications, and consequently 
it does not have the best features for digital applica­
tions. 

The main processing steps in the current fabrication 
process are listed in table 3.1. The resulting impurity 
concentration profile through a p-type gate, which was 
calculated with the technological simulation program 
SUPREM II [3.8], is shown in Fig. 3.23. 
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TABLE 3.1 

PROCESS STEP DETAILS 

p-substrate 
n-epitaxial layer 

resistivity 
resistivity 
thickness 

p-isolatio (DP) sheet res. 
phosphorus surf, implant, dose 

annealing step 
phosphorus channel implant, dose 

annealing step 
p-base diffusion (SP) sheet res. 

gate depth 
emitter push 

n-emitter diffusion sheet res. 
(source/drain) (SN) depth 

contact holes min. dim. 
1st layer (CO) 

interconnection min. width 
1st layer (IN) spacing (min) 

anodisation 
contact holes min. dim. 

2nd layer (C02) 
interconnect min. width 

2nd layer (IS)'spacing (min) 
scratch protection (CB) 

ficm 50..80 
8 ftcm 
5 ym 
3.-10^/0 
3x1.0 
1200 

cm-2, 
C, 60 

8xl012cnf' 
1135 °C, 
195..235 
0.95 ym 
0.4 ym 
10.. 15 
1 ym 
4x4 ym2 

3 ym 
3 ym 

5x5 ym2 

12 ym 
8 ym 

85 

30 keV 
min. 
30 keV 
min. 

iï/a 

ft/d 
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The JCCD structure was analyzed with equipotential plots 
made with SEMMY2 [3.9]. SEMMY2 is a program for the 
analysis of two dimensional electrostatic (zero current) 
semiconductor problems. It solves Poisson's equation using 
Boltzmann statistics for the charge density. The current 
densities are assumed to be zero and consequently the 
quasi-Fermi levels to be constant throughout the device. 
The terminal voltages are converted into electrical poten­
tials using built-in voltage contributions. The assumption 
of constant quasi-Fermi levels causes a contradiction if 
different voltages are applied, like in the JCCD structure 
in Fig. 3.24. Then in the n-type epilayer different quasi-
Fermi levels for the holes, corresponding to the applied 
voltages on the p-type gates, are defined. This is 
overcome by assuming that the minority carrier concentra­
tion is negligible. The different quasi-Fermi levels for 
holes in p-gate and p-type substrate are coupled by a 
curved part in the n-type epilayer. This does not violate 
the no-current condition because the minority carrier 
concentration is very small. The potential distribution in 
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the presence of charge, Fig. 3.24(b), is obtained using 
the condition that the voltage over the gate-epilayer 
junction is just the built-in voltage, and so represents 
Qs.max. 

Figure 3.24(a) shows the three gates of a JCCD cell. Gate 
A appears partly on the upper left of the plot. Gate C 
appears partly on the upper right of the plot. Gate A and 
B, and the substrate are held at ground potential, while 
the epilayer is fully depleted. The gate voltage on gate C 
is 6 Volt, which is slightly more than the JCCD channel 
potential, at Vg=0 and Qs=0, minus the built-in voltage. 

A parasitic potential well can be observed between gates A 
and B. This well does not completely disappear when gate C 
is clocked to 6 V. Electrons within this well are not 
transported and thus contribute to the transfer ineffi 

http://ono.-dlrmnsi.onat
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ciency. 

The value of the potential maximum at the silicon-silicon 
dioxide interface, Vs, between two gates at ground poten­
tial is approx. 5.5 V, the value of this potential between 
gate B and C is approx. 9 V. When a positive voltage is 
applied to a gate, the potential maximum Vs increases and 
its position is shifted towards the positive gate. If no 
avalanche breakdown occurs, the maximum allowable voltage 
applied to gate C is Vs minus the built-in voltage (reach-
through condition). For higher voltages this junction is 
forward biased and injection of holes is started. Although 
experiments show maximum voltages slightly over 
Vg=Vch(0,0)-Vb, before reach-through between the gates 
occurs, the plot does not show this effect. 

From Fig. 3.24 the potential profile along a line perpen­
dicular to the gate surface through the middle of the gate 
can be obtained. This is depicted in Fig. 3.25. This 
figure makes it possible to compare this real JCCD with 
the simplified model. Clearly, the shape of the curve is 
qualitatively predicted by the simple model. Because of 
the phosphorus channel implant the position of the 
potential maximum is closer to the gate epilayer junction. 

3.9 Operation of basic JCCL structures 

3.9.1 Structure of the AND/OR function 

As in all CCD logic, the AND/OR function is the basic 
configuration. The OR function is the easiest to 
implement. If two urïit charge packets are transferred into 
an unit area potential well, the resulting charge in this 
well represents the OR function of the input packets. The 
normalization of this charge packet can be used to obtain 
the AND function. In DCCL this normalization is performed 
laterally by spilling the surplus charge over a potential 
barrier which is controlled by a DC voltage. In JCCL the 
normalization is performed vertically through the gate. 
The AND function explicitly uses the overflow signal that 
results from bringing together two charge packets in a 
potential well that can contain only one charge packet. 
The total overflow current is £ times the surplus charge, 
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P is the amplification of the pnp-transistor. The layout 
and a cross-section of the AND/OR function is given in 
Figs. 3.26(a) and 3.26(b). The configuration essentially 
consists of two JCCD channels, one giving the OR of the 
two inputs and the other giving the AND function. The 
charge packets X and Y are present in the input/OR 
channel. The clock phases are indicated in the upper right 
corners of the gates. The arrow and '>2' denote an 
overflow current if two or more charge packets are 
present. This overflow current is injected in another 
channel forming the result of the AND function. 

In the logic AND channel, the injector current Iin must 
result in a full charge packet within the interval bounded 
by the onset of overflow somewhere during the falling edge 
of the previous clock phase, tlf and its termination 
somewhere during the rising edge of the following clock 
phase, t2. The clock phase of the injector during this 
interval is high, Fig. 3.27. illustrates this. 

An expression for the value of the resistor R is obtained 
by van der Klauw [3.4]. The overflow current, I0, is taken 
constant over the interval t2-t1( as can be assumed if t2-
tx is small compared with the decay time of the pnp-
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transport current. The injector structure is seen as a 
diode parallel to a capacitor C. The diode represents the 
injector gate in which the base current is negligible, 
which implies that all the injector current flows into the 
JCCD channel. The capacitor C represents the injector 
capacitance including wiring. This capacitor introduces a 
short delay, typically about 1 ns, in the injection 
process since it has to be charged to the voltage level at 
which the diode takes over the current I0, if the value of 
the resistor R is high enough. After the capacitor has 
been sufficiently charged the current I0 flows through the 
injector and the resistor R only. The injector is assumed 
to follow the ideal relation: 

I. = 1 exp ( qV / kT) in s g (3.46) 

in which Is is the saturation current of the injector, and 
Vg is the applied voltage. The injector current has to 
create a charge packet Qs,max(Vg) in the remaining time 
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At. The required voltage is also the voltage across R and 
so [3.4]: 

^Z^ol ln ( AfTs ) (3.47) 

And the minimum value for R equals: 

R = fln < APIs" > / < X0 At (3.48) 

At room temperature, the saturation current of an injector 
gate with a 10x10 /xm2 emitter is about 65 fA; using 
Qmax(7V) = 0.08 pC, I0 = 0.12 mA (experimental value), At 
= 15 ns (for a device operating at 10 MHz), a minimum 
resistor value of 4.1 kfi is required. 

As long as additional capacitive loads from other injec­
tors or wires do not increase the delay too much, it is 
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possible to implement wired-OR functions in JCCL. Figure 
3.28 shows an implementation of the function F = PQ + XY 
using a wired-OR operation [3.4]. 

3.9.2 Balanced injector structure 

To obtain a complete description of logic devices we have 
to define a complementation operator. For this purpose the 
so-called balanced injector structure is defined. 

The balanced injector structure consists of an injector 
gate to which two overflow structures are connected, one 
to the emitter of the n+pn-transistor and one to the base 
of this transistor. If an overflow current is offered to 
the base, it is converted into a voltage across the 
resistor and consequently switches off the process of 
injection if an overflow current is offered to the 
emitter. The possibility of injecting a charge packet now 
depends on both overflow currents. 

An example of the use of the balanced injector structure 
is shown in Fig. 3.29. In this case, two identical load 
resistors R are inserted in the emitter and base 
connections with the clock. The voltage drops across these 
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resistors, if all inputs are a logical "1". will be 
identical. The net voltage drop across the injector 
junction is therefore zero and no charge is injected. The 
output charge packet represents (X.Y).(P.Q). 

3.10 JCCL characteristics 

The JCCL characteristics were measured and extensively 
discussed by van der Klauw [3.4]. In the following these 
results are summarized. 

First the transfer inefficiency is discussed. The physical 
mechanisms that are responsible for signal charge loss in 
JCCDs include: 
i) Inadequate time for the carriers to move over the 

required distance under influence of diffusion or 
externally induced field, 

ii) potential barrier humps that may exist in the 
channel potential profile, 

iii) potential wells that are not emptied by the 
externally induced field, 

iv) the trapping of carriers at bulk states and later 
release. 

If the transfer inefficiency, e, is the fraction of the 
charge that is left behind as a charge packet is trans­
ferred from one well to the next, and n is the number of 
transfers, then for digital applications the transfer 
inefficiency product, ne, must be equal to or less than 
0.25 if a 50 percent reduction in the noise margin between 
logic levels is acceptable [3.10]. The transfer inef­
ficiency is different at voltages below and above 
Vch(0,0)-Vb, because of additional loss of charge due to 
injection into p-gates, if surplus charge is present. In 
the present case this loss of charge is less than 0.1%. In 
a typical JCCL process the e is measured to be between 10"2 
and 10 ~3. Charge losses that are independent of the 

amount of charge are usually denoted by S. In the case 
where no precautions are taken to avoid large parasitic 
wells at the crossing of the lateral gap and the inter-
gate gap this 5 can be as large as 15% of the total charge 
packet if measured after 30 transfers. 
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Power dissipation in dynamic systems increases linearly 
with the clock frequency as P = C V2 f. In JCCL devices, 
however, the contribution of vertical overflow currents 
dominates this figure in most cases. A convenient way to 
characterize power dissipation in JCCL devices is to 
express the total load of the clock by the equivalent 
number of unit area gates, ne„, with equivalent capaci­
tance Ceq which is the average value over the clock 
voltage swing: 

P = n C V2 f = n Q V f (3.49) 
eq eq eq eq 

QeQ represents the amount of charge that flows through the 
clock voltage source to the unit area gate, in either 
direction during a single clock cycle. In Ceq the capaci­
tance to the lateral confinement and to adjacent gates, 
and the capacitance of an average length of interconnect 
are included. In the same way the corresponding charges 
are included in Qe~. Although these contributions are 
constant for a fixed clock voltage swing, the power dis­
sipation is dependent on the presence of a charge packet 
in the JCCD channel since the charge packet contributes to 
Qe . Values for ne- and QeC. are obtained from models of 
the charge overflow. If we consider a typical logic 
circuit consisting of 10 gates in which three gates can be 
used for vertical overflow the neq is estimated to be in 
the range of 50-100, and the Qeq in the range of 0.2-0.4 
pC. 

Two aspects that determine the maximum and minimum 
operating frequencies of JCCL devices are the typical 
aspects that are concerned with vertical overflow and some 
general JCCD characteristics. The minimum operating 
frequency is determined by the JCCD dark current, which is 
approximately 12 nA/cm2 at 300 K. If a filling of 10% of a 
full packet by this current can be tolerated, then the 
permissable storage time of a signal is just below one 
second. This implies a clock frequency of, say, 100 Hz as 
a hundred JCCD cells are passed from input to output. The 
use of vertical overflow limits the maximum operating 
frequency. In the available time for vertical overflow a 
full charge packet must be created. The limit is at 
present somewhere between 50 and 100 MHz [3.3,3.4]. 
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CONFIGURATIONS AND 
IMPLEMENT AT IONS 

4.1 Introduction 

If a suitable technology is available the possibilities of 
constructing logic functions with JCCDs are: 
a) Logic functions using only transfers in the charge 

domain. In this way simple Boolean functions and, 
say, the carry function can be obtained. 

b) Logic functions using transfers in the charge and 
current domains. The following classes are distin­
guished: 

i) Boolean logic: in this case the logic functions 
are based on the conditional operator implication 
(i.e. if x is true then so is y). The x is said to 
imply y, written x -► y, if the table 4.1 is satis­
fied (a table of this sort is referred to as a 
truth table). 

ii) Threshold logic: a function f(xx,x2,..,xn) is a 
threshold function if a set of numbers (WJ.WJ,..wn) 
(called weights) and a number T (called threshold) 
exist such that f(x1,x2l.,,xn) = 1 if and only if: 
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x y 

0 0 
0 1 
1 0 
1 1 

x—y -i(x—y) 

1 0 
1 0 
0 1 
1 0 

The arrow symbol is used in many 
different contects and so extreme 
care is needed in deciphering their 
meaning. 
So: 

x—y (4.1) 
is the same as 

(-.x)Vy (4.2) _ 
where n is the Boolean complementation 
operator. 

Table 4.1 Tnutk table of) logical impLLaation opetaton. 

.sn w.x. > T i=l i i (4.3) 

where xi = 0 or 1 and the multiplication and summa­
tion are arithmetic (rather than Boolean). In JCCL, 
a threshold function can be realized using a single 
device (called a threshold element), as shown in 
Fig. 4.1.' 

iii) Other mixtures of horizontal charge transport 
and overflow currents. The earliest full adders were 
designed in much of an ad hoc way, using the dif­
ferent possibilities of charge transport. If digital 



Chapter 4 61 

Fig 4.1 k.pfL2Ae.ntation o& a tkfieJ>hold elz.me.nt. The 
numbe.>ü> w-\,wi.. .wn ojie. weight*, T <U> the. 
thfie^hold. 

charge-coupled logic (DCCL) is transformed into JCCL the 
resulting devices belong to this category too. 

An introduction to a systematic approach to obtain 
functions in JCCL is given. Logic functions with JCCDs 
were first described by May et al.[4.1]. The inverter 
structure was introduced by Kleefstra. The basic AND/OR 
device and the wired-OR function were described by van der 
Klauw [4.2]. An overview of the symbols and variables used 
in the description of JCCL is depicted in Fig. 4.2. The 
rectangles represent the various gates. The area of the 
injector gate is taken as a unit. The area of the normal 
gates and the injector gates are expressed by the size of 
the symbols. The size of the symbols for the overflow 
gates is not proportional to the area of the overflow 
gate, instead the function performed by the overflow gate 
is denoted. In the upper right corner the clock phase by 
which the gate is driven is indicated. The variables 
representing currents are typed in lower case, the vari­
ables representing charge packets are typed in capitals. 

4.2 General description of JCCL 

4.2.1 Functions in charge domain 

A survey of basic configurations combining different 
numbers of injector gates with overflow gates of different 
sizes is shown in Fig. 4.3. In this and the following 

http://elz.me.nt
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gate area A/2, connected to clock phase 
clock phase cj> (k=l,2,3) 

gate area A 

D injector gate with area A 

drain 

overflow gate performing 
the function 2 n 

x,y,z,p,q,r are.variables in the cut 
current domain 

X,Y,Z,P,Q,R are variables in the charge do 
charge domain 

Fig. 4.2 U-óed i>ymboHj> and vasiiablzA in tkz ducnlption 
of, JCCL. The. aA.ua. o{) thu oveA^lou) gatoj> do&A 
not have a paAtlcuZaA meaning, thz oveAfilou) 
gatz pzH.hoh.mi> the. function >n. 

sections the load resistors are left out for the sake of 
simplicity. Figure 4.3 shows an upper triangular matrix 
with nonzero functions. The first row shows the OR-func-
tions of the input variables. On the diagonal we find the 
AND-functions of the input variables. At the intersection 
of the second row and the third column, the function is 
the OR-function of all possible combinations of the AND-
function of two variables (without using the inverse of a 

http://aA.ua
http://pzH.hoh.mi
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a: 
b : 
c: 
d: 
e : 
f: 
g ; 

h: 

M 1 
ffl f(x) I 
rVn 

a 

B ' 

/2~-3-0 

b 

f (x) 
f (x) 
f (x ,y ) 
f(x,y} 
f (x ,y : 
f (x,y 
f ( x , y 
f ( x , y 

= X 

= 0 
= x+y 
= x-y 
= 0 

,z) = x+y+z 
,z) = xy+yz+zx 
,z) = x - y z 

y c 

B ' tf 

0' 
X / r a 1 ><-3~0 

i fl' 
1 fi 

E3 7 
7. ** f ( x , y , z ) 

y f 

H ' - ><- 3 -0 

fig 

F-eg. 4.3 JCCL bao.cc de.vi.cet>. The. Input cuAAe.ntA one. 
denoted in the appe.fi fioui. In aJUL de.viceA thz oveAfilow 
gate. ii> connected to clock phcu>e. <f>„. 

http://bao.cc
http://de.vi.cet
http://appe.fi
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variable), f = xy + xz + yz. This basic function in JCCL 
equals the carry function as used in a full adder (FA). 
This function is the. majority function of its three 
inputs. The majority function is a multi-input-single-
output gate the output of which is the same value as that 
of the majority of its inputs. To avoid possible confusion 
over what constitutes a "majority", it is universally 
taken that the number of gate inputs is an odd number, 
that is n = 3 or 5 etc., from which the gate output may be 
expressed as 

f(x) = 1 if J^ Xi > n/2 (4.4) 
= 0 otherwise 

Also the majority functions of more inputs can easily be 
realized. 

If the matrix is expanded, the intersection of the third 
row and fourth column would give the OR function of all 
possible AND functions of three variables. 

4.2.2 Functions in charge and current domain 

To obtain a complete description of logic devices for two 
variables we have to define a complementation operator. 
For this purpose the so-called balanced injector structure 
is defined. The possibility of injecting a charge packet 
depends on both overflow currents (x and y). The truth 
table of the balanced injector structure is given in Fig. 
4.4. The.truth table is the same as that of the function 
x.ny or i(x->y). If y is 0 we have the normal injector 
structure. If x always equals 1, x is a so-called 1-gener­
ator, then we obtain the invertor structure. The AND, OR, 
and invert operation form a functionally complete set of 
operators. All logical functions can be constructed. Using 
the overflow currents x and y, the balanced injector 
structure, and the overflow gates ">1" and ">2" we can 
build a two-valued Boolean algebra. 

This description of JCCL yields, in principle, the 
possibility of building every logical Boolean function. 
However, owing to clocked logic, and for minimizing the 
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°\'l ■l*sW J 

X 

0 
0 
1 
1 

y 
0 
l 
0 
l 

BI 

0 
0 
1 
0 

- ly 

l 
0 
l 
0 

X--.Y 

0 
0 
1 
0 

Tig. 4.4 The. balanced inje.ct.oK. &tnuctuA.e. and tmth table. 
showing the. zqtU.vale.nce. with the. non-imp-tication 
operation. 

device area and delay time, the most interesting functions 
are performed in a single charge transport step. Table 4.2 
gives the truth tables and the names for the 16 functions 
of two variables. Figure 4.5 shows that all Boolean 
functions of two variables, except the function F9 = xOy 
(the equivalence function) can be realized in a single 
transport step. In particular the functions inhibition (F2 
= x.ny) and exclusive-OR (F6 = x©y) are easily realized 
in JCCL. In contrast, the standard logic gates NAND and 
NOR are not realized easily because they need 1-
generators. 

http://inje.ct.oK
http://zqtU.vale.nce
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x 
y 

>, 

$ 
F10 

F11 

F12 

F13 

F14 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0 
1 
0 
0 
0 
0 
1 
1 
1 
1 
0 
0 
0 
0 
1 
1 
1 
1 

1 
0 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 
0 
0 
1 
1 

1 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 

function 
0 
xAy 

-,(x-*y) 
X 

n(y^x) 
y 
x©y 
xvy 

-.(xVy) 
x0y 
-iy 

y-*x 
-IX 
x-*y 

-l(xAy) 
1 

name 
null 
AND 

non-implication 
transfer 

non-implication 
transfer 

exclusive-OR 
OR 
NOR 

equivalence 
complement 
implication 
complement 
implication 

NAND 
identity 

Table. 4.2 TiuxtW tablnA and namté ofi tko. Boolean 
{\unctiom o^ two vafu.abloj>. 

The possibilities of creating functions of 3 variables in 
a single charge transport step can be given using the 
following properties: 

property 1) With the overflow gate ">1" we can build all 
maxterms (3 variables forming an OR-term, each 
containing all the input variables in either true or 
complemented form). 

property 2) With the overflow gate ">1" we can also build 
terms with 2 literals, in either true or 
complemented form, OR-ed together with the third 
(e.g. x.ny+z, z.nx+x.nz+ny). 

property 3) With the overflow gate ">2" we can build the 
OR-function of two-literal expressions of the form 
xy+xz+yz and forms with the substitutions x-*nx, 
y-^y, z->nz. 

file://{/unctiom
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>2 I 
h0 
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F-eg. 4.5 JCCL devices fan. Boolean fanctloni o{ two 
va>iiableJ>. KVL the. non-tnAvlat function* an.e givzn, except 
e.xccpt the equivalence function x0y, which cannot be n.e.a 
fieailze-d In one tha.m,^en. &tep. Att ove.A.filow gate* OKZ 
conne.cte.d to 4>£ 
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property 4) With the overflow ">3" we can build all 
minterms (3 variables forming an AND-term, each 
containing all the input variables in either true or 
complemented form). 

In general, one way to proceed is to make a Karnaugh-map 
of the required function and consider the possibilities of 
expressing the function in the above described 
constructions. A boundary condition is formed by the 
geometry of possible devices. 

4.2.3 Functions using exclusive-OR functions 

The exclusive-OR (XOR) function is easily realized in 
JCCL. The AND plus exclusive-OR operators form a 
functionally complete set of operators, but require 
augmenting with steady logic 1 signals to provide full 
functional completeness. Further, as the usually listed 
rules of Boolean algebra do not normally include the 
exclusive-OR operator, it is frequently not classed as a 
Boolean logic gate in the same sense as the AND, OR, NAND, 
NOR family. Yet it arid its variations are extremely 
powerful logic building blocks [4.3]. 

The basic exclusive-OR gate is generally considered to be 
a two-input gate, which with input x1 and x2 obeys the 
following rules: 

output f(x) = 1 if xx s* x2 (4.5) 
= 0 if xt = x2 

Algebraically we may re-express this action in the more 
usual way: 

f(x) = [x^xj] (4.6) 

As seen in Fig. 4.6, the three-input exclusive-OR gate may 
be regarded as an odd-parity gate, that is a gate output 
signal of which the output is 1 when an odd number of its 
input signals is 1. In this way it resembles the sum 
output of a full adder. The three-input exclusive-OR gate 
is logically equivalent to two two-input exclusive-OR 
gates in cascade. 
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(a) 

(b) 

x, 
2k+l ■f(x)=x]©x2©x 

= 1 = 1 
•f(x) 

x 1 
0 
0 
0 
0 
1 
1 
1 
1 

x ? 

0 
0 
1 
1 
0 
0 
1 
1 

x 3 
0 
1 
0 
1 
0 
1 
0 
1 

f ( x ) 

0 
1 
1 
0 
1 
0 
0 
1 

(c) 

Fig. 4.6 Tfoinn-Input zxclui>i\)Z-oi gate,h : [a) thte,e,-
inputé, the. "2k+1" de.noteA that the, output. 
ib> a logical one, if) an odd numbe.fi of) logical. 
oneM -co o flexed at the, input, (fa) tkne.e,-
input e.xcJlui>ive,-ofi made, bij a cascade. o{\ two 
two-input e.xclui>ive.-on. gateA, the. "=/" denotes 
that the, input mu&t be. one. [only one. input 
it> a logical one,), (c) tnuth table. 

4.2.4 Threshold logic 

As has been pointed out in section 4.2.1 and Fig. 4.3, 
majority functions of more inputs can easily be realized. 
Figure 4.7 illustrates a three-input majority gate and its 
JCCL realization. The logic functions which are directly 
realized by majority (and minority) gates are in the class 
of symmetric functions. All symmetric functions are 
characterized by some "symmetry" in their input variables, 
whereby the interchanging of two (or more) inputs causes 
no change to result in the output function f(x). If this 
invariance holds for all possible pairs of input variables 
then the function is said to be completely symmetric. The 
basic AND/OR gates are clearly completely symmetric in 
their inputs. Similarly all the majority and p-out-of-q-
type functions are completely symmetric. Symmetric 

http://de.no
http://numbe.fi
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>2 f(x) 

f(x)=[x x„+x2x3+x.x„] 

Fig. 4.7 Jhh.ee.-input majonJXy gate, [a] and iti JCCL 
implementation (b). The output (̂x) wilZ 
be. a £oĝ cca£ one i/( the majoiittj of) iAA 
input* axe. a logical, one., that <lö, two 
on. mon.e inputb ah.e "one.". 

functions form an important class of Boolean functions, 
and recognition of the symmetry may aid in producing an 
efficient realization of the function [4.3]. 

The majority gates introduce two features as follows: 
(i) It is possible to specify a logic gate from which it 

is possible to generalize the basic AND/OR functions 
(ii) The functions realized by majority gates are com 

pletely symmetric. 

The simple AND/OR gates and majority gates may be con­
sidered as particular and simple cases of the general 
class of threshold logic gates. Threshold logic gates have 
binary-valued input and output signals, however the gate 
inputs need not each have the same "importance" in deter­
mining the 0 or 1 gate output state. The threshold-logic 
gate is a logic circuit that can by some means "weight" 
its various binary inputs, sum the resultant weighted 
products, and give a gate output 1 or 0 if this weighted 
sum is above or below a chosen threshold value. 

In JCCL it is possible to obtain threshold logic gates if 
the input weighting factors are not varied over a large 
range. The weights are carried out by injector gates of 
different sizes. Figure 4.8 illustrates the general symbol 
used for a threshold logic gate, together with the 

http://Jhh.ee
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-a"1" 

a —n 
>t 

f(x) = 1 

= 0 

if .2,a.x. > t 

if .S.a.x. < t i=l l l 

Fig. 4.8 Symbol* on "old" Aijmbol ttij&tzm [a], and a 
po&^iblz symbol <Ln thd TEC-&yAte.m (b), and 
the. gzmnaJL 2.xpn.tei>ion fan. a thnu>hold 
log-id zLimnnt. 

general expression for the gate output f(x). Figure 4.9 
illustrates some specific threshold logic gates together 
with the threshold expressions and corresponding Boolean 
expressions for each. Also the design structure in JCCL is 
depicted. 

The example in Fig. 4.9(c) and (d) is a special threshold 
function called the 4-universal threshold function [4.4]. 
A gate or building block is said to be N-universal for N, 
a positive integer, when it can be used to realize any 
positive N-dimensional threshold function f by application 
of signals indicative of the arguments of f, and possibly 
signals with a constant value 0 or 1, to the inputs of 
said gate or building block. In the simplest example of an 
N-universal gate, N=4. There is only one 4-universal 
function of 4 arguments. A gate realizing this function 
has 4 inputs and it can realize any of the 10 essentially 
different, 3-argument positive threshold functions, plus 
the threshold function <2x1+x2+x3+x4>3. The 4-universal 4-
argument function is defined by the following Boolean 
equation: 

U4 (x1+x2+x3+x4) = x
1(x

2
+x3+x

4) + X2X3X4 ^4'7^ 
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x, 
23 

(a) (b) 

f(x)=<2x.+x2+x~>o, threshold 
=[x1x„+x x„] , Boolean 

x „ 

YA 
i o l d 

in 

\ 

23 ^ 

x3 

>3 

§ W-
f(x)=<2x.+x„+x„+x.>, , threshold 

=[x (x„+x„+x )+x2x„x ] , Boolean 

fig. 4.9 Example* ofi a tkn.ze.-4.nput thue&hold gate (a), 
with it& JCCL implementation (£>), and a 
{)OuA-input thtie&hold gateic) with i£f> JCCL 
implementation. 

Table 4.3 demonstrates that this function is 4-universal 
by making substitutions of variables which correspond to 
the application of signals. The first ten functions are 
the 10 different, positive threshold functions of 3 
arguments. 

A historical note must be made. The research on threshold 
logic gates was carried out during the era which began in 
1963 and ended in 1973. The reasons for the increased 

http://tkn.ze.-4.nput
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U4 (0,0,0,0) = 0(0+0+0+0) + 000= 0 (i) 
U4(0,Xj,x2,x3) = 0(Xj+x2+x3) + XjX2x3 = XjX2x3 (ii) 
U^(Xj,x2,x3,0) = x (x2+x3+0) + x2x 0 = x (x2+x3) (iii) 
U^(0,1,Xj,x2) = 0(l+Xj+x2) + lXjX2 = x x2 (iv) 
U^(x],x2,x2,x3)= Xj(x2+x2+x3)+x2x2x3 = 

= x1x2+x,x3+x2x3 (V)-
U4(Xj,Xj ,xJ,x])= Xj (XJ+XJ+X^+XJXJXJ =Xj (vi) 
U, (1,0,Xj,x2) = l(0+Xj+x2) + 0XjX2 =Xj+x2 (vii) 
U,(x.,x„,x3,1) = x.(x2+x3+l) + x2x~l=x.+x2x3 (viii) 
U, (1 .XpX-.x-) = l(Xj+x2+x3) + x x x = 

= x.+x2+x„ (ix) 
U4(l,1,1,1) = 1(1+1+1) + 1 1 1 = 1 (x) 
U4(xj,x2,x3,x4)= Xj(x2+x3+x^) + x2x3x4 (xi) 

Table. 4.3 Thz AubAtituttovit, In the. 4-uni.\jeAAcct thAUhold 
function (x-) ion. obtaining the. 10 eAAzntLa&tij 
di^vizwt potxijLlviL thAuhold fiunctionó oft 3 
vaxiableA [4.4]. 

interest in threshold logic gates and functions then were 
the discoveries of some important potential advantages 
over traditional Boolean realizations. The end of the 
period was marked by the notion that a possible new 
technology was necessary for efficient implementation of 
threshold gates. A selected literature survey on threshold 
logic can be found in [4.5]. 

4.3 The transformation of DCCL into JCCL 

The most elaborated research published on charge-coupled 
logic is that on digital charge-coupled logic [4.6]. The 
transformation presented here offers the possibility of 
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obtaining the whole range of logic functions used in DCCL. 

To make the transformation of DCCL structures into JCCL 
structure clear, the structures are first described by 
decomposition-level drawings. Decomposition-level drawings 
show the physical and logical relations between input and 
output charges, (and currents,) and logic values [4.7]. It 
should be emphasized that the models describe ideal 
physical relations between inputs and outputs of gates. 

Figure 4.10 (a) shows the basic AND/OR function in DCCL. 
The operation of this AND/OR function can be explained 
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briefly in the following way. The charge packets X and Y 
are transferred towards the common storage electrode D. If 
both inputs are logical ones, the common storage electrode 
will contain a charge quantity which is twice that of a 
logical one. This quantity is normalized by providing a 
potential barrier. One charge quantity is spilled over the 
potential barrier and forms the logical AND function. The 
charge that is left is transported on a alternate clock-
phase and forms the logical OR. In Fig. 4.10 (b) a decom­
position-level drawing is depicted. The left part of Fig. 
4.10 (b) shows the decomposition-level drawing of an 
addition in the charge domain, the right shows the 
structure performing the >2 operation together with a 
shift of the charge that remains. Figure 4.10 (c) shows 
the equivalent JCCL AND/OR. 

The DCCL AND/OR gate may be altered to fulfill the 
exclusive-OR function. The exclusive-OR function is the 
sum output of the half adder. The DCCL half adder function 
is shown in Fig. 4.11 (a). In the exclusive-OR implementa­
tion the output is taken from the OR function output. 
However, the output is corrected for the (1+1) state by 
detecting the AND output with a special gate that changes 
the potential of the transfer gate and blocks the OR 
output. In this way the sum of the half adder is obtained. 
The charge that is left if the transfer gate is blocked is 
transferred and forms the carry function of the half 
adder, as is illustrated in the truth table in table. 4.3. 
The decomposition-level drawing of the DCCL half adder is 
depicted in fig 4.11 (b). It is obtained by considering 
the carry-output and the branch with the barrier to form 
functionally one part. This part yields as a functional 
result the carry, and if complemented and AND-ed with the 
OR-output it yields the sum,of the half adder. This result 
is illustrated in the truth table in table. 4.4. The new 
symbol in the decomposition-level drawing is the symbol 
for the function Inhibition ( x.iy). An overview of used 
symbols in the decomposition-level drawings is given in 
Fig. 4.12. 

To obtain the half adder circuit in JCCL we have to 
realize that the charge transfer in a channel cannot be 
blocked by a change in the potential on a gate in the same 
way as it is done in DCCL. This is due to the fact that 
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the JCCD is a buried-channel CCD. However, if we have a 
current, the injection mechanism of an injector structure 
can be blocked with another current (balanced injector 
structure). To find the JCCL structure for the same 
operation we first extend.the decomposition-level drawing. 
Without loss of generality, we can insert a '>1' building 
block after the '>2'. By testing the '>1' condition, in 
JCCL, we obtain an overflow current that can be injected 
in another channel. The 'no'-output, of the >1 condition is 
the functional zero and can be omitted. Figure 4.11 (c) 
gives the adapted decomposition-level drawing and Fig. 
4.11 (d) the equivalent JCCL half adder circuit. 

The full adder circuit in DCCL, Fig. 4.13(a), can be 
implemented by adding a third input to the input AND gate, 
an additional barrier and a storage location, and an OR 
gate. In this way, the carry function still occurs if two 
or more inputs are logical ones: carry = xy+yz+zx, the sum 
function is now built with the OR function of -icarry.OR 
(as in the half adder) and x.y.z . The truth table in 
table 4.5 illustrates this functioning. The decomposition-
level drawing for this full adder is depicted in Fig. 4.13 
(b). This drawing can directly mapped into a JCCL full 
adder structure. The JCCL full adder is schematically 
shown in fig 4.13 (c). 

The full adder circuit obtained in this way is basically 

http://adde.fi
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the same full adder, as described by van der Klauw [4.2], 
which was derived in a heuristic way. The transformation 
formalism shows that it is possible to obtain the DCCL 
functions in JCCL. 

4.4 Full adder using exclusive-OR gates in JCCL 

If the fan-out of the logical devices is greater than 2, 
the logical operations can also be performed in separate 
structures. The implementation of a half adder can be 
straightforward using an exclusive-OR configuration for 
the sum-output: 

S = y.nx + x.ny = x©y 

and an AND configuration for the carry-output: 

C = x.y 

(4.8) 

(4.9) 

The configurations are depicted schematically in Fig. 
4.14. If we use a cascade of half adders, the sum and 
carry-output have to be of the same type of gate, then the 
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¥ig. 4.15 ScktmcutLc topv-lm JCCL {>ull addeA uA-ing 
cxcluA-tve.-OR btUZdlng block*. 

number of gates is the same as in the previously con­
sidered half adder. But one resistor is saved and the 
delay in the circuit is only one-third of the delay in the 
previous half adder. 

The full adder is also easily implemented using exclusive -
OR gates. The sum-output is realized with a cascade of two 
exclusive-OR gates: 

S = x © y © z (4.10) 

While the carry is obtained using a >2 gate as can be seen 
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Fig. 4.16 PhotonU.aAogA.aph o& tho. JCCL fiull addeA uAing 
exc£aó.ü/e-OR gate*. 

in Fig. 4.15. The z-input must be delayed before it is 
combined with the other inputs. In practical applications 
this could be an advantage (see for example section 6.4 of 
this thesis). Figure 4.16 shows a photomicrograph of this 
full adder. It is not easy to compare this full adder, at 
this stage, with the previous one. A comparison between 
complete cells, in a way that is possible to cascade full 
adder cells, is made in the last section of this chapter. 

4.5 full adder/ full subtractor 

As an application of the more general theory of section 
4.2.2, in which functions with two variables in a Boolean 
logic were discussed, the full subtractor is discussed. 
The truth table of a full subtractor is shown in table 
4.6, it shows the borrow (B) and difference (D) functions. 
The difference function equals the sum function in a full 
adder. Figure 4.17 shows the Karnaugh-map of the borrow 
function. It shows that 
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B = x.y + x.z + yz (4.11) 

and equals the carry function if the x is complemented. 
Using the property that with the overflow gate ">2" we can 
build the OR-function of two-literal expressions of the 
form xy+yz+xz and the forms with the substitutions x-*nx, 
y-+-iy or z-+nz (property 3 in section 4.2.2)., this borrow 
function can easily be implemented. The combination of the 
carry and borrow function in one device is possible. In 
this way we can obtain a full adder/full subtractor cell 
in which no additional logic parts, such as exclusive-ORs, 
are necessary. 

The cell is composed bearing in mind that the sum function 
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as well as the difference function are obtained in two 
charge transfer steps using two exclusive-OR gates. The 
combined carry/borrow device is, together with its com­
ponents, drawn in Fig. 4.19. The functions are determined 
by a control signal M such that: 

f(x,y,z,M) = xy + yz + xz if M=0, 
= nxy + yz + ixz if M=l. (4.12) 

A photomicrograph of this combined carry/borrow function 
is shown in Fig. 4.18. 

4.6 Threshold logic full adder 

Conventional threshold gate full adders can be found in 
literature on threshold gates published during the 1960's. 
Two designs are depicted in Fig. 4.20. The first, Fig. 
4.20 (a), shows a full adder based on two 4-universal 
building blocks [4.4]. It operates as an adder with input 

Fig. 4.18 Photomicrograph of a combined carry/borrow 
device in JCCL. 
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signals x, y, and C(i) . One U4 block produces the sum-
output S(i) and the other produces the carry-output 
C(i+1). Figure 4.20 (b) shows a full adder that is 
obtained by simplifying the part that produces the carry 
signal [4.8]. The schematic topview of this full adder is 
shown in Fig. 4.21. In the chapter on experimental 
results, the actual layout and design considerations are 
discussed (section 5.2.3). 

4.7 Summary and comparison of full adders 

In this chapter several full adders have been presented. 
The adders have different advantages and disadvantages. 
Further, the list of adders is not complete, for example, 
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fig. 4.21 Scke.mcutictopvi.ew o{> JCCL fiull addeA bou>e,d on the 
i>impiA.{yie.d ciJicuit ofi fiig. 4.20 [b). 

full adders can be obtained using majority gates only. 

The full adder (FA-1), first described, was obtained by a 
transformation from DCCL into JCCL. It possesses the 
advantage that the inputs are combined in a single channel 
which gives the sum and carry. The fan-out, if the adders 
are used in a pipeline manner, is one. A disadvantage of 
this adder is the number of transport shifts in the charge 
domain that is necessary, namely four. The number of load 
resistors is four. 

The second full adder (FA-2), which uses exclusive-OR 
gates to obtain the sum, only uses two transport shifts, 
in the charge domain, and three load resistors are neces­
sary. The fan-out of two could be a disadvantage. If a 
full adder is used in a cell for pipeline multiplication 

http://Scke.mcutictopvi.ew
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overflow current is increased with approximately 40 % if 
the epilayer thickness is decreased from 7 /im to 5 /xm 
[5.1]. 
In this chapter experimental results of the logic func­
tions realized in the 5 urn epilayer process are presented. 
Also, some comments will be given on results with JCCD 
logic functions claimed in literature. The experimental 
results on the logic functions are split up into two 
categories, belonging to different values of the number of 
transfers, n. Section 5.2 shows results on JCCL if n < 2. 
In this section the experimental results on simple JCCD 
logic functions, as decribed in two articles [5.2,5.3], 
are presented. Experiments with the threshold full adder 
complete this part. In section 5.3 the results on JCCL if 
more than two transfers are involved are discussed. The 
final section, 5.4, describes an interesting experiment 
which is related to the JCCL research, but violates an 
important condition on the values of the terminal 
voltages. It shows the possibility of having a charge-
coupled logic at clock voltages under the channel 
potential Vch(0,0) [5.4]. 

5.2 Results on JCCL, n < 2 

5.2.1 Simple JCCD Logic at 20 MHz [5.2] 

Using the properties of junction charge-coupled devices, 
simple logic functions operating up to 20 MHz can be 
obtained. The AND function of two inputs and the carry 
function of three inputs show an improvement of clock 
frequency, when compared with earlier results of junction 
charge-coupled logic and other synchronously clocked CCD 
logic, such as digital charge-coupled logic and 
multivalued logic CCDs. 

Figure 5.1 shows schematically the configuration of the 
AND and carry functions, basically consisting of one JCCD 
channel. Charge packets are injected into the channel by 
means of an injector structure. The clock phases are 
indicated in the upper right corners of the gates. The 
arrow denotes an overflow current, if surplus charge is 
present. If more than one well underneath an injector is 
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filled, an overflow current will occur at the next clock 
phase. This overflow current can be injected elsewhere, 
forming the result of the function. The remaining packet, 
underneath the overflow gate, is transported to the drain. 
Load resistors have been left out for simplicity. A 
schematic diagram of the total test structure is shown in 
Fig. 5.2 

A photomicrograph of the logic circuit, performing the 
carry function, is shown in Fig. 5.3. The channel poten­
tial is 5.2 V and the clock voltage is 6.3 V.. Internal 
load resistors are 2.2 O. The results of the AND and carry 
functions at clock frequencies of 21.1 MHz are shown in 
Fig. 5.4. Fig. 5.4a shows the AND functions. Figs. 5.4b 
and c show all permutations of input signals, performing 
the carry function of three inputs, with carry (x, y, z) = 
xy + yz + xz. This function is an essential part of a full 
adder. 
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20 ym 

Fig. 5.3 PhotomicAognaph ofi tho. cctAAy function. 

Earlier publications on JCCL demonstrated the operation of 
AND and NAND functions at frequencies up to 5 MHz [5.5]. 
Logic circuits with multivalued CCDs operated up to 1 MHz 
[5.6]. Groups working on digital charge-coupled logic 
(DCCL) reported a half-adder successfully operating at 5 
MHz [5.7]. 

5.2.2 Junction charge-coupled logic operating up to 
clock frequencies of 40 MHz [5.3] 

Using the properties of junction charge-coupled logic, 
logic functions operating up to 40 MHz can be obtained. 
A test device is develloped which minimizes parasitic 
transport channels between not-neighboring gates. 
Experiments with this device, performing the carry 
function of three inputs shows an improvement of clock 
frequency when compared with earlier results with junction 
charge-coupled logic and other synchronously clocked CCD 
logic, such as digital charge-coupled logic and 
multivalued logic CCDs. The operation frequency has been 
increased up to 40 MHz. 

10 

15 
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Figure 5.5 shows a drawing of the tested device, which 
performs the carry function of three input currents. The 
three inputs are indicated with an arrow. The input 
currents are converted into charge packets using a charge 
injector structure, which is basically an additional n+-
diffusion in a p-gate (the in this way created npn 
transistor has its collector in the channel of the JCCD 
channel). The charge packets under the input gates are 
transported towards a central gate were the function is 
performed. The gate can only contain one charge packet, 
excess charge causes an overflow current representing the 
functional result. 

On the left side of this central gate a small gate and a 
drain, respectively, are visible. The main improvements in 
this test device are a 5 fim epilayer thickness and. a 
constriction near the small gate. In previous devices 
electrons drifted around the corners towards the drain 
instead of contributing to the vertical charge transport 
of the central gate. 

The response of the carry circuit at a clock frequency of 
40.7 MHz is shown in Figs. 5.6a and 5.6b. The lower traces 
present the output signal across 50. 0, 10 mV/div. The 
other traces present the input signals, a high level 
voltage,implies the input of charge that is sampled by one 
clock phase. The clock voltage is 7 V, the internal load 
resistors are 2.2 kfl. The photographs show all 
permutations of input signals, performing the carry 
function, with carry(x,y,z) = xy + yz + xz. This function 
is an essential part of a full adder. 

The results of the presented basic JCCL function show that 
it is possible to obtain charge-coupled logic at 
interesting frequencies, If CCD logic is combined with the 
inherent small memories, it provides an interesting 
opportunity for pipeline architectures on the bit-level 
[5.8]. ■ ■ • ' . . . ■ . 
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5.2.3 Threshold full adder 

This section shows the results of the threshold full 
adder, which has been described in section 4.6. The actual 
layout of the full adder and the pheripheral circuitry of 
the test device is depicted in Fig. 5.7. It shows the p-
gates, the resistors, and the n+-diffusions (dotted 
areas); it also shows the contact holes. In the layout, 
the following parts can be distinguished: 
a) the input channels I1( I2, and I3, 
b) the 1-generator ( 1 ), 
c) the output channels 0X and 02 
d) the part performing the carry function, A, 
e) the part creating the sum signal, C, 
f) the central drain in the full adder structure, B. 

The full adder structure is described in section 4.6. In 
the implementation special attention is given to the shape 
of the boundaries near the central drain. Constrictions in 
the main channel are made to avoid parasitic channels, 
through which electrons can reach the central drain before 
they are used to create an overflow current. 

The value of the resistors is 4 kfl. The input and output 
structures are standard JCCL structures. For the full 
adder function only the parts A, B, C, and three resistors 
are necessary. The remaining parts are input and output 
structures. The size of the full adder part is 
approximately 180x100 /im2 . 

Figure 5.8 shows the response of the circuit at a clock 
frequency of 1.1 MHz. The clock voltage is 5.8 V. The 
upper trace shows the carry signal. The second trace shows 
the output of the sum channel. The three lower traces 
represent the input signals. In this case two input 
signals are exactly the same. The picture shows the input 
combinations (0,0,0), (1,1,0), and (1,1,1). The operation 
can easily be verified. 
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5.3 Results on JCCL, n > 2 

Measurements on basic logic functions with more than two 
charge transfers, realized in the process with 5/xm 
epilayer thickness, reveal a problem. The functions show 
that the logic operations are not performed correctly for 
every combination of input signals. They all show that the 
first "1" which should be present in the output signal is 
absent. 

A first question is if this is a consequence of the 
decrease in epilayer thickness. To answer the question we 
investigate the references [5.1], [5.5] and [5.9] which 
claim results with JCCD logic functions in the 7 pm 
epilayer process. Careful inspection shows that the logic 
operations are not performed correctly too. In reference 
[5.1] the response of the input signals shows that the 
'spike' of the first "1" is reduced to approximately 10% 
of its normal length. This is the case in both the AND-OR-
INVERT circuit and the full adder circuit. In the first 
case, due to the same mechanism, the switch, off takes to 
long too. In reference [5.9] one input, the lower input in 
the sum, supplies more than one charge packet, resulting 
in extra 'spikes' in the output. All these circuits obtain 
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the logical result in more than one clock cycle. 

Figure 5.9 tries to clarify the statement that the logic 
operations are not performed correctly. Because of the 
delay properties of the CCD, a direct comparison between 
the input and output signals is sometimes difficult. To 
examine the operation the input signals are delayed with a 
time At in the figures on the right side. In these 
drawings the clock feedthrough is removed too. The arrows 
denote the incorrect responses. Two remarks should be made 
on this procedure. First, the delay At is only known upto 
2/3 of a clockcycle, At = At' ± 3/2 tf(clock). This is due 
to uncertainties in the delay in the input and output 
structures. However the proposed shifts are obvious. The 
second remark concerns the small signals, especially those 
at the beginning of the response. All output pulses are a 
result of overflow signals. This implicates that even 
small signals in the response are a result of putting 
together charge packets that create a surplus charge of at 
least 40 % . The last oscillogram, Fig. 5.9d, shows 
another published oscillogram concerning the operation of 
JCCL. It is clear that this one cannot be investigated 
because of the absence of the input signals. A possible 
explanation of the described incomplete operations is, the 
in section 3.6.3 discussed backward chargeflow because of 
the non-ideal technology of the present JCCL. 

5.4 Charge coupled transistor logic, a JCCL compatible 
logic at clock voltages down to 2 V [5.4] 

The possibilities for a charge-coupled logic operating at 
low clock voltages is investigated. Charge-coupled 
transistor logic (CCTL) is a mutation of junction charge-
coupled logic (JCCL). It is driven by a low voltage clock 
swing. The described experiment shows the AND function 
realised in CCTL operating at 12.5 MHz and driven by a 
clock voltage swing of 3V. If compared with other 
synchronously clocked CCD logic the experiment shows a 
decrease of the clock voltage swing. 

The experiment has been carried out to investigate the 
possibilities of a logic device, compatible with Junction 
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Charge-Coupled Logic (JCCL), operating at low clock 
voltages. Charge-Coupled Transistor Logic (CCTL) combines 
properties of bipolar transistors and junction charge-
coupled devices. 

CCTL probably best fits in the class of charge-coupled 
logic. The disadvantages of charge-coupled logic in MOS 
processes, like DCCL [5.10], are based, among other 
things, on the inability of directly interconnect two 
physically separated locations with a metal conductor, the 
performance only at low frequencies (typically upto 5 
MHz), and the high clock voltage swing which makes it 
almost impossible to be compatible with any 5 Volt 
(digital) MOS process. JCCL [5.5], made in a bipolar 
process solves some of the problems. It is compatible with 
bipolar circuitry, it can connect physically separated 
locations with metal conductors, and it can operate at 
frequencies upto 40 MHz. However it is driven by a clock 
voltage swing of 6-10 Volt. 

CTTL, in this experiment, made in the same technology as 
JCCL, can have the same advantages as JCCL, but is driven 
by a clock voltge swing of less than 3 Volt. 

Figure 5.10 shows a photomicrograph of the device 
performing the AND function of two input currents, i(x) 
and i(y). The cross-section along line PP' is depicted in 
fig. 5.11. The structure consists of a lightly doped p-
type substrate and an n-type epilayer with diffused p-type 
gates. The p-gates are connected to a three phase clock. 

The cross-section shows an injector gate at clockphase (j>1 , 
the central gate—which performs the AND function— at (f>2 , 
a gate at <f>3 , and the n+ drain connected at a voltage 
generator at voltage Vn+. 

The result of the AND- function in CCTL at a clock 
frequency of 12.5 MHz is shown in fig. 5.12. The output 
spikes are delayed with 2/3 of the clock frequency, due to 
the charge-coupled device operation. One part of this 
delay is caused by the transfer in the logic function, the 
other part is caused by the transport in an input circuit 
that converts a charge packet into a current. The circuit 
has been tested upto 15 MHz. The clock voltage swing is 3 
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Tig. 5.72 fieApoviAe, AND function w.itk V „ , =3U. 

V, the value of the voltage on the n+ gate, V , equals 
4 V. The successful operation of the logic device is 
determined by the poper choice of the potential on the ne­
gate at a given clock voltage swing. Figure 5.13 gives the 
relation of these voltages at different frequencies. The 
line indicates the minimal values that are acceptable. 

Discussion 
The transportable charge (Qs) in a JCCL can be split up 
into three components, Qs = QwO + Qwe + Qf, where QwO is 
the charge in the potential well under the condition that 
the gate-epilayer junction is reverse-biased, Qwe is the 
excess charge that can be stored in the potential well if 
the gate-epilayer junction is forward biased but no 
measurable substrate current is flowing, Qf is the excess 
of majority charges compensating the charge of the 
traversing minority carriers which make up the forward 
transport current. In CCTL the drain becomes a source, Vn+ 
< 6 V, which fixes the potential in the epilayer. This can 
be seen as a background charge. The potential on Vn+ is 
chosen such, that background charge fills the potential 
well until the pnp transistor becomes active. In this way 
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the transportable charge is probably only Qf. 
Further research is necessary. 
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SYNTHESIS 

6.1 Introduction 

As has been stated in 2.3 junction charge-coupled logic is 
a technology for bit level systolic arrays. It is timed by 
a global clock, the transport of charge packets is related 
to a unit time delay. If JCCL is used in a regular array 
consisting of modular cells with only neighbor cell inter­
connections , in which the throughput is independent of the 
size of the array, then we obtain a bit level systolic 
array. 

Several other technologies can be used for implementing 
bit level systolic arrays. The most advanced devices 
implement important signal processing functions using 
systolic arrays of single bit processors based on gated 
full adders in a CMOS process. These commercial chips 
include a bit-slice correlator chip, FIR filters, and 
Winograd Fourier transforms [6.1]. 

Parallel bit-level pipelined VLSI designs for signal 
processing using a mature CMOS technology show a 
multiplication throughput of 70 MHz [6.2]. Although not 
completely pipelined, so not systolic on the lowest level, 
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these circuits are excellent examples of building blocks 
for implementing those signal processing algorithms where 
throughput and real-time operation are the major concerns, 
and latency is not a critical factor. 

Bit level systolic architectures are very powerful for 
implementing signal processing functions with JCCL. 
Systematic approaches to establish a method whereby system 
level systolic circuits are constructed from building 
blocks which are themselves systolic arrays at the bit 
level have been discussed by McCanny and McWhirter [6.1], 
Danielson [6.3], Li and Wah [6.4], S.Y. Kung [6.5] and 
Deprettere at al. [6.25]. 

McCanny and McWhirter investigated bit level systolic 
arrays for computing sums of products. For application in 
bit parallel multipliers, they combined two designs, that 
of McCanny and McWhirter [6.6] and that of Hoekstra [6.7], 
which were derived on a heuristic basis. Section 6.3 
discusses a spiral systolic array for bit level division 
of two words. It accomplishes the design of the full 
adder/ full subtractor cell of section 4.5. Finally, 
section 6.4 discusses the use of JCCL in bit level 
systolic arrays [6.8]. 

6.2 Some pipelined multiplier arrays for bit level 
systolic array architectures 

In 1982 McCanny and McWhirter proposed bit level systolic 
arrays to improve the pipelining rate of systolic arrays 
(at the word level) and to better utilize the current 
integration level of VLSI technology [6.9]. They described 
a circuit for the pipelined multiplication of two 
continuous streams of 4-bit positive numbers. 

The array is depicted in Fig. 6.1, it is a pipelined 
carry-save multiplier, but it differs from previously 
proposed carry-save devices [6.11] in one important 
respect. Each bit of b(n) interacts with only one bit of 
a(n) on a given clock cycle and so no broadcasting of data 
takes place. 
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Each cell comprises a full adder, some simple logic and a 
number of delays (latches). The logic performed is: 

S -- S' © (a.b) © C' 

C = (a.b).S' + (a.b).C' + S' .C' 

The rectangles represent delays which enable multiplica­
tions to be carried out in a completely pipelined and 
parallel way. The multiplication array is already 
systolized. 

The numbers a and b to be multiplied are input to the 
circuit along the upper edges of the array with their 
constituent bits staggered by means of external delays, as 
shown. The most significant bit of a (i.e. a2) and the 
least significant bit of b (i.e. b0) enter the circuit 
first. The second most significant bit of a and the 
second least significant bit of b follow one delay later 
during which the logic operation is performed. This 
ensures that as each bit of a moves across the array it 
meets every bit of b — one at each of the cells which it 
crosses. If the bits enter every clock cycle then the 
latency of the array is twelve clock cycles, however it is 
possible to start a new multiplication and to complete the 
product of a previous on every clock cycle. 

An alternative systolized bit parallel multiplier proposed 
by Hoekstra [6.7] is shown in Fig. 6.2. In this multiplier 
array the least significant bit of a and the least 
significant bit of b enter the circuit first. The circuit 
can be seen as the 'systolization' of the ripple-carry 
multiplier array [6.10]. 

Figure 6.2 shows the complete multiplier array, the 
necessary delays are included in case of a multiplication 
of two 4-bit positive numbers. This multiplier array uses 
the familiar "multiplication on paper" procedure. As is 
illustrated in Fig. 6.3, this array is just the 
"multiplication on paper" array as is seen in a mirror. 

The elementary cell of the lattice is the so-called inner-
product step processor which performs the following 
operations on the binary information: 
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(i) copy a and b 
(ii) transfer a and b (delay) 
(iii) multiply a and b to obtain product P 
(iv) add incoming sum S', product P and incoming carry 

C' to obtain outgoing sum S and outgoing carry C. 

All input and output signals are fully synchronized, 
obtained by skewing. The arrows represent shifts at 
discrete time intervals. The rectangles represent delays 
which enable multiplications to be carried out in a 
completely pipelined and parallel way, which is the 
fundamental reason why very high throughputs are feasible. 

The numbers to be multiplied are fed in parallel from the 
left side and shifted through the array. The carries are 
shifted parallel with the a's. At the bottom the sums 
S(0), S(l) etc. are obtained. The products a(m).b(n) are 
calculated at the crossings of bit streams a and b. These 
products are obtained in the following time order: 

(i) first a(0).b(0) 
(ii) then a(0).b(l) 
(iii) next, at the same time, a(0).b(2) and a(l).b(0), 

and so on. 

S(0) can be first obtained. The latency of this array is 
11 clock cycles, but numbers can be entered every cycle. 

The circuit constitutes a pipelined shift-and-add multi­
plier, where the carries ripple through each stage of the 

http://papo.fi
http://pnoo.nd.vJvi
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calculation. However, this does not induce extra delays 
because in each cell, as a consequence of the systolic 
properties, a bit of b(n) interacts with only one bit of 
a(n), and a new sum and carry are formed within a given 
clock cycle. Thus the clock speed is limited only by the 
propagation delay of a single cell. In this array the 
number of cells for multiplication of two m bit words 
is m2 

Compared with the multiplier array described by McCanny 
and McWhirter the reduction of cells equals 

l/2{m(3m+l)}-m2 = l/2(m2+m) (6.5) 

whereas the number of delays increases by only 

l/2{m(m-3)} + 1 (6.6) 

This is important because delays require much less silicon 
area than whole cells. 

6.3 A bit level spiral systolic division array 

There is a class of systolic arrays in which neighbor 
communication: not only exists between cells within the 
array but also between the outer cells, as if the array is 
projected on a cylinder. In Fig. 6.4 an example is shown. 
This type of arrays belong to the class of spiral systolic 
arrays [6.12]. The following description of an array for 
bit level binary division is such a spiral systolic array. 

The method we use for binary division of two positive 
numbers is a 'systolization' of the principle of a 
nonrestoring division array [6.13,6.14]. An example 
illustrates the method. 
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We see that after each subtraction/addition the divisor is 
shifted to the right. The sign of the most significant bit 
determines whether the next operation is to be a subtrac­
tion or an addition. The complement of this bit is the 
corresponding quotient bit. If the value of this bit is a 
logical one an addition of the row with the next row is 
necessary, otherwise if the bit is a logical zero the next 
row has to subtracted from the present row and the 
quotient bit is one. 

The spiral systolic array for binary division is depicted 
in Fig. 6.5. The input mode M, which communicates the 
information for adding or subtracting, in any row is 
connected to the output of the most significant bit of the 
previous row. Essentially it is a linear pipelined struc­
ture, which is transformed to a two dimensional lattice by 
adding delay (represented by the rectangles) in the 
vertical transport direction (bits a(i)) and adjusting the 
delay in the diagonal direction ( bits b(j)). The number 
of unit delays are denoted in the rectangle.The elementary 
cell of the lattice is an add/subtract cell. It performs 
the following operations on the binary information: 

(i) copy b.(b(j) is the jth bit of the divisor) 
(ii) transfer b (delay) 
(iii) add b with the incoming a' and a given carry; or 

subtract b from incoming a' with a given borrow 
(iv) use carry if M=0 or borrow if M=l 
(v) a = a' © b © C'/B'. 
(vi) C/B = (b.a' + b.C'/B' + a'.C'/B') if M=0 

= (b.na' + b.C'/B' + na'.C'/B') if M=l 

All input and output signals are fully synchronized which 
is obtained by skewing. The arrows represent shifts at 
discrete time intervals. The rectangles represent the 
delays. The bits of the dividend are fed in parallel from 
the left and shifted through the array. At the same left 
side the quotient bits and the control signal M are 
obtained. The manipulations are performed in the following 
time order: 

(1) first a0'-b0 
(2) then a^-bj^ 
(3) next a2'-b2 
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(4) then 0 +/" b0 
(5) next a0 +/- t>i 

and so on. 

The examples illustrate the possibilities of using JCCL in 
bit level systolic arrays and the ways to build algorithms 
with JCCL. The following section discusses an application 
of JCCL on bit level systolic arrays. 

6.4 Junction charge-coupled devices for bit level 
systolic arrays [6.8] 

0 Abstract 

The application of junction charge-coupled devices (JCCDs) 
within the concept of bit-level systolic arrays is 
discussed. The extremely small basic memory cell and the 
low power dissipation of CCDs make it a candidate for bit-
level systolic arrays if fast suitable logic functions can 
be realized. Junction charge-coupled logic (JCCL) provides 
a good solution to the large amount of local memory. The 
implicit regeneration of charge packets and the variety of 
logic functions are strong arguments for using junction 
CCDs. A JCCL inner-product step processor is described. 

1 Introduction 

The application of junction charge-coupled devices (JCCDs) 
is discussed within the concept of bit-level systolic 
arrays. Charge-coupled device (CCD) structures are very 
small and have excellent pipeline-type memory functions. 
JCCDs form a special category: the memory devices 
themselves perform the logic functions. This property can 
be used for reducing memory device size in bit-level 
systolic cells. 

The combination of CCDs and systolic arrays was introduced 
by Nash [6.15]. He considered the advantages of CCD logic, 
for special purpose applications, in terms of throughput 
per unit power to arrive at an appropriate figure of merit 
for VLSI. The decisive factor is based on the fact that a 
CCD memory cell is extremely small and has a low power 
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digital circuits 
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Fig. 6.6 Position of the JCCD in the field of logical circuits 

dissipation, if used in dynamic signal processing. The 
most advanced result, achieved by Allen et al. [6.16], is 
the design of a Hadamar transformer chip. 

The advantages of junction charge-coupled logic (JCCL) 
over the conventional CCD logic are, among others things, 
the improvement of maximum clock rate and the possibility 
for directly interconnecting two physically separate 
locations by means of a metal conductor. 

The structures of the JCCD memories and logic parts are 
introduced, and advantages and disadvantages of JCCL are 
discussed. Figure 6.6 shows the position of JCCL with 
regard to digital logic circuits. The MOS-line is divided 
into the static NMOS and CMOS logic and the intrinsically 
dynamic CCD logic. JCCD can be seen as the bipolar 
counterpart of this CCD logic. 

2 Bit-level IPSP cells 

For real-time digital signal processing with systolic 
arrays, pipelining at all levels should be pursued. At the 
bit level this requires a large amount of local memory for 
transferring information from cell to cell, and for 
skewing input and output signals. For certain algorithms 
it may even be necessary to include memory cells in 
between the cells themselves. The area used by latches in 
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Tig. 6.7 Structures of bit-level IPSP cells in CMOS/SOS 
JCCL 

and in 

a CMOS: latch, full adder 
b JCCL: coefficient delay: 100 x 50 /im2; 
gate delay: 20 x 40 pm2; 
full adder: 100 x 200 urn1 

total cell areas are comparable 
a bit-level systolic cell, in the CMOS/SOS convolver array 
of GEC [6.17,6.18], is 50-70% of the total circuit area. 
One way to improve this figure is using dynamic latches 
instead of the static latches, which were used for 
radiation hardness reasons. Another way is using 
techniques combining logic functions with CCD memories. 
The dynamic behavior and serial access of CCDs comply very 
well with the concept of systolic arrays. 

Figure 6.7 shows the structures of bit-level inner-product 
step processor (IPSP) cells performing: 

P = ab 

S'= S © P © C 

C'= PS + CP + SC 

These functions are combined with the following operations 
on the binary information: 
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(i) copy a and b 
(ii) transfer a and b (delay). 

It should be noted that the sequence of the delay and 
functions in the case of JCCL is arbitrary; the incoming 
signals are distributed over the coefficient delays and 
the logical functions. In the MOS cell all input signals 
are latched. So there are 4 latches in the IPSP cell. In 
JCCL there are two different types of delays because there 
is a 3-phase clocking scheme which will be explained later 
on. The coefficient delay is functionally comparable with 
the data latch, whereas the gate delay is just one or two 
extra transfers, which are very small in size. 

What is the justification for research on JCCL in an 
inner-product step processor? First of all, the clocked 
and pipelined (J)CCD logic is a technology for bit-level 
systolic arrays. Further, JCCL is processed in a standard 
bipolar process providing the possibility for integrating 
good bipolar circuitry for data input and output, and 
clock drivers. With regard to size and functionality, we 
can say that the first research model of the JCCL IPSP 
cell has the same size as the IPSP cell of the CMOS/SOS 
convolver [6.17], using the same line widths. A 
photomicrograph of this cell is shown in Fig. 6.8. The 
benefits of CCD logic must be based on the low power 
dissipation, when the cells are used in a dynamic mode. 
The power dissipation of this cell is estimated to be 3 
mW. 

3 Application of CCDs 

The concept of a memory device, or delay, using charge 
stored on capacitors is the basic idea of CCDs. A CCD, in 
its simplest form, is an array of closely spaced MOS 
capacitors. If at some time a positive voltage is applied 
to the metal electrode, a potential well is formed in the 
p-type silicon, in which electrons can be stored. The CCD 
operation consists of a time discrete transfer of separate 
quantities of electrons from one potential well to 
another. This transfer is directed by the application of 
clocked voltages to a concatenation of gates. Further 
information on CCDs and their applications may found in, 
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Fig. 6.8 Photomicrograph of a JCCL IPSP cell. 
for example, Sequin and Tompsett [6.19], and Howes and 
Morgan [6.20]. 

For digital signals an empty well represents a "0", and a 
well filled with electrons represents a "1". In terms of 
digital filters a block diagram of an N-stage CCD is given 
in Fig. 6.9, and the system function is given by: 

i-e iN ~ N „ ( z ) . | !_v?_v. | , 1-e 

in< D 
v, 

D 
v2 

D 

V i 

D -oout 

Fx.g. 6.9 Block diagram of an N-stage CCD 
The rectangles labelled D represent stages or delay by one clock period. 
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An ideal delay by one clock period is z~' , and an ideal 
delay by N clock periods is z_ . However, the CCD delay is 
not ideal; each time charge is transferred from the (k-
l)th stage, a fraction e of the charge is left behind 
(typically e~ 1(T3 ) . 

4 Structure of logic JCCD functions 

JCCDs offer interesting advantages over MOS CCDs in the 
area of logic applications. Junction CCDs have reversed 
biased pn-junctions as gates. Their operation is treated 
by Kleefstra [6.21], who also reported the first 
experimental' results [6.22]. Junction charge-coupled logic 
was first described by May et al. [6.23]. 

The devices performing logic operations are constructed by 
using the JCCD property of vertical charge transport 
through the gates. This property, which does not have a 
counterpart in MOS CCDs, is exploited in two ways. First, 
in case of charge injection, an n''"-emitter is placed in a 
p-gate. Electrons can be injected by forward biasing the n 
p junction. Charge can be injected into the CCD channel, 
acting as a collector of this vertical npn transistor. 
Second, in the case of charge detection, the potential on 
the gate is raised, and surplus charge, that is created by 
bringing two charge packets together may flow from the 
channel into the gate as long as the gate potential 
exceeds the channel potential underneath the neighboring 
gates. The gain of the vertical pnp transistor is used to 
regenerate the charge packet. 

Logic circuits can be designed using charge injection and 
charge overflow structures. By combining different 
structures and the CCD property of charge transport in the 
channel, logical functions can be constructed in several 
ways. 

The JCCDs are driven by a 3-phase clock. The contents of a 
charge packet are determined by the clock voltage and the 
area of the p-gate. The operation of a JCCL device will 
be illustrated with the function f(x,y) = x + y. The 
device, drawn in Fig. 6.10, consists of two injector gates 
A and C, an overflow gate B with the size of an injector 
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F/tg. 6.10 JCCL device performing f(x,y) = x + y 
b t = f,,̂ , >0 
c t = tIttlf2>0 
d i = r3, ̂ j > 0 

gate, and two gates with minimum dimensions D, E. These 
last two form a so-called charge circulator. The logical 
"1" is, in this case, represented by an overflow current. 
At time t=tx the voltage, <f> ,on the injector gates A and C 
and gate E is raised (^1>0); charge can be injected under 
the injector gates A and C by means of overflow currents ix 
and iy . At this time charge is present under gate E of 
the charge circulator. At time t=t2(<f>2>0) the contents of 
A, C and E are combined in the overflow gate B. If one or 
both of the wells under the injector gates.are filled, 
overflow will occur. This overflow current represents the 
logical "1" because it can be converted into a single 
charge packet; thus f(0,l) = 1, f(l,0) = 1 and f(l,l) = l. 
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If there is not any injection (ix=iy=0) overflow will not 
occur, f(0,0) = 0, but only one minimum charge packet will 
circulated. At time t=t3 this packet is transferred to 
gate D, where it is normalized to a minimum packet. Owing 
to space limitations a systematic approach to JCCL 
functions cannot be given here. A very brief overview is 
given. The possibilities to construct logic functions with 
JCCDs are: 

(a) logic functions using only transfers in the charge 
domain. In this way simple Boolean functions and, 
say, the carry function can be obtained. 

(b) Logic functions using transfers in the charge and 
current domains. We distinguish the following 
classes: 
(i) logic functions using exclusively the balanced 
injector structures. An example is the exclusive 
-OR, which will be discussed in the next section. 
(ii) threshold logic 
(iii) other mixtures of charge transport and 
balanced injector structures. 

In general, functions are developed and verified by the 
help of a logic simulation computer program. A memory 
structure can now be interpreted as the logic function 
f(x)=x, or just as the transfer of a desired result until 
all logic functions in the cell are completed. So the size 
of the coefficient delays depends on the number of 
transfers necessary for completing the cell's logic. The 
gate delays are used to obtain the results simultaneously, 
and are, in fact, part of the logic function. 

5 Description of a JCCL IPSP 

Recently, van der Klauw [6.24] described a JCCL full adder 
(FA) circuit. This FA could be used to construct a IPSP 
cell. In this article is stated that the FA operations are 
calculated within one clock-cycle. This is true. However, 
if used in an IPSP cell, the FA operations must be 
accomplished with an AND function, and the result must be 
available in such a form that it can be used as an input 
in the. next cell. In general this will result in an 
operation time of two clock cycles, for this FA, and 
consequently, the size of the coefficient delays will be 
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doubled. The total area of a cell based on this FA will be 
about 0.13 mm2, which is twice the size of the IPSP cell 
of the CMOS/SOS correlator. 

For applications in bit-level systolic arrays it is 
preferential to use logic structures which complete the 
logic function in one shift after the creation of charge 
packets underneath injector gates. Figure 6.11 shows a 
number of possibilities. By combining the carry function 
with exclusive-OR functions it is possible to obtain a 
cell in which the total function is obtained within one 
clock cycle. This cell has a total area of about 0.07 mm2. 

A last remark, before we describe the cell, is that it is 
possible to exchange the charge circulator for a drain. In 
this case we only- have to use a smaller overflow gate and 
one extra transfer gate; the power dissipation, of such a 
structure, will be less , but a direct voltage is 
necessary. At present we do not know which configuration 
will be most suitable; research on this point is still 
going on. 

An inner-product step processor can be constructed with 
JCCL coefficient delays, an AND, two exclusive-ORs, and a 
carry function. It is shown schematically in Fig. 6.12 and 
will be discussed briefly. The exclusive-OR device is 
easily obtained by combining two balanced injector 
structures, an overflow gate and a charge circulator. If 
only one current is offered, just one injector is opened. 
If both currents are offered, both injectors are turned 
off, and no charge is supplied to the overflow gate. The 
AND and carry functions were shown in Fig. 6.11, and can 
be verified easily. The carry function in Fig. 6.12 is 
already combined with the required gate delays. The 
coefficient delays are drawn. The delay of the coefficient 
b is doubled, due to the fact that this cell can be used 
for bit-level multiplication based on the shift-and-add 
algorithm [6.7]. 

6 Conclusions 

JCCL has some useful properties such as operation at 
frequencies up to 50 MHz (according to computer 
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simulations), combination with bipolar circuitry 
(integrated clock drivers, input, output) and small memory 
structures. 

In general, in any synchronous circuit, clock skew will 
limit the maximum rate of operation. To obtain operation 
at high frequencies, we should use the benefits of the 
following facts: 

(a) only aluminum interconnections are used, 
(b) operation at 250 MHz has been achieved with JCCD 

delay lines, 
(c) simple logic function have been operated at 

clock frequencies over 30 MHz 

Advantages over MOS CCDs result from the vertical charge 
transport. In particular, the implicit regeneration of 
charge packets (after each charge injector structure) and 
the variety of logic functions are strong arguments for 
using JCCDs. There are also some disadvantages, such as 
higher sensitivity to process variations, and larger size 
of the JCCD basic delay cell. For use in bit-level 
systolic arrays the arguments for CCDs are the expected 
low power dissipation and the small area used by memory 
and delay. In case of JCCL this area is estimated to be 
20-25% of the total cell area. 



On the action formulation in semiconductor physics and 
modeling 

APPENDIX A 

Introduction 

The physics of electromagnetic phenomena in semi­
conductors can be described by two basically different 
sets of equations. First there are the familiar Maxwell 
equations. When combined with the equations for charge 
transport, they provide the familiar description of 
carrier dynamics in semiconductor structures. Another 
method is to describe the physics in terms of the quantity 
called the action S. The position that action occupies in 
physics stems from a fundamental law of physics: the 
principle of least action, whose classical formulation 
states that in real processes observed in nature action is 
extremal (its variation vanishes). This variational 
principle was introduced into physics by Fermat (1662) and 
today plays a profound role in ordinary mechanics, 
relativistic mechanics and in (quantum) field theory. 

In standard textbooks on semiconductor (device) physics 
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Principle of least action [A3.A5] 

In order not to complicate the description we consider the 
simplest and best known system: the one-dimensional 
classical description of a particle [A.3]. For a 
nonrelativistic particle in a static potential, the action 
from an instant of time t1 to another instant t2 is: 

S = J L dt (A.l) 
ti 

where L is the so-called Lagrange function: 

L - Tk.n- U (A.2) 

where T is the kinetic energy and U the potential energy. 

The principle of least action asserts that the integral S 
must be a minimum for infinitesimal lenghts of the path of 
integration. For a path of arbitrary length we can say 
only that S must be an extremum, not necessarily a 
minimum. 

Let q=q(t) be the function for which S is a minimum. This 
means that S is increased when q(t) is replaced by any 
function of the form: 

q(t) + fiq(t) (A.3) 

where q(t) is a function which is small everywhere in the 
interval of time from t1 to t2, see Fig. A.l; 5q(t) is 
called a variation of the function q(t). Since for t=tj 
and for t=t2, all functions must take the value q(t=t!) 
and q(t-=t2) respectively, it follows that: 

5q(tj) = 5q(t2) - 0 (A.4) 

The change in S when q is replaced by q+5q is: 
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(**M 

F-ig. A. 7 A vcuUtd path 

7 L(q+5q,q+fiq,t)dt - ƒ L(q,q,t)dt -7 (A.5) 

when this difference is expanded in powers of 5q and Sq in 
the integr'and, the leading terms are of the first order. 
The necessary condition for S to have a minimum is that 
these terms are zero. 

Specifically let: 

t, 
-7 L(q,q,t)dt (A.6) 

where q is the position and the time derivate q is the 
velocity. Thus the principle of least action may be 
written in the form: 

7 5S = 5 J L(q,q,t)dt = 0 (A.7) 

or effecting the variation 
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t2 •f (ft 5q + S5^ dt - ° (A-8) 
ti 

since 5q = dSq/dt, we obtain, on integrating the second 
term by parts: 

The conditions (A.4) show that the integrand term in 
(A. 9) is zero. There remains an integral which must vanish 
for all values of fiq. This can be so only if the integrand 
is zero identical. Thus we have: 

StO - ft - ° < A - 1 0 > 
This equation is called the Euler equation and is a 
necessary (but not sufficient) condition for the existence 
of a stationary value. If in this equation the Lagrange 
function is substituted it gives Newton's equation of 
motion. And, as we will see further on, if the formalism 
is in three dimensions and we substitute the Lagrangian 
for electrostatics the solution of the Euler equation is 
Poisson's equation. 

For the actual path S is zero, thus S is an extremum. In 
most cases of physical interest the stationairy value will 
be a minimum. The problem of determining the stationary 
value of S is considerably more difficult than the 
corresponding problem in differential calculus. Indeed, 
there may be no solution. In differential calculus the 
minimum is determined by comparing q(t0) with q(t), where 
t ranges over neighboring points. Here we assume the 
existence of an optimum path for which S is stationary, 
and then compare S for our (unknown) optimum path with 
that obtained from neighboring paths. A valid question at 
this point is: if we have a (not optimal) form of the 
action integral, how do we get the best (approximate) 
path? To answer the question we describe the path with: 
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q(t,/5) = q(t,0) + /9i,(t) (A.11) 

thus 

Sq = /3r,(t) (A.12) 

We choose q(t,/?=0) as the unknown pth that will minimize 
S. Then q(t,/3) describes a neighboring path. The function 
?j(t) is arbitrary except for two restrictions. First, all 
varied paths must pass through the fixed end points: 

^(tj = ij(t2) = 0 (A.13) 

Second, >?(t) must be differentiable. S is now a function 
(technically, S is a functional) of our new parameter /?. 
If we do not have the optimum path the value of S will be 
too high. And the best approximation is to pick the /3 that 
gives the minimum value for S. 

Formulation of S for electrostatics [A4.A5] 

The concept of the electromagnetic field was formed by 
Faraday, Maxwell and others. The field is a system with an 
infinite number of degrees of freedom, varying in space 
and time. Fields carry energy and momentum. Relativistic 
invariance demands that the potentials of various fields 
be transformed in a specific manner under a four-
dimensional vector. For the case of a field we have that 
the action integral is expressed as: 

S = ƒ L dxdydzdt (A.14) 

where L is again a Lagrangian adapted to the situation. 
The interval is taken over the whole space-time. The 
action function S for the whole system, consisting of an 
electromagnetic field as well as the particles located in 
it, must consist of three parts: 

S = S_ + S + S - (A.15) 
f m mf 

where Sm i s t h a t p a r t of the ac t i on which depends only on 
the p r o p e r t i e s of the p a r t i c l e , t h a t i s , j u s t the a c t i o n 
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for free particles. The quantity Smf is that part of the 
action which depends on the interaction between the 
particles and the field. Finally, Sf is that part of the 
action that depends only on the properties of the field 
itself, that is, Sf is the action for a field in the 
absence of charged particles. 

The total expression of the action for the electromagnetic 
field will not be given here. It consists of an integral 
over the sum of actions for each of the individual 
particles, the potential of the field at that point of 
space-time at which the corresponding particle is located, 
and some function of the electromagnetic field tensor. 
This expression can be found in literature [A.4]. The 
action for electrostatics is [A.5]: 

S = j ƒ (V*)» dV - ƒ p<j> dV (A.16) 

which is a volume integral over the space enclosed by the 
boundary conditions on E and <f>. S is a extremum for the 
correct potential distribution ^(x,y,z). Consider S for 
the correct </> plus a small deviation 6<f>. The <f> is what we 
are looking for, but we are making a variation of it to 
find what it has to be so that the variation of S is zero 
to first order. 

S4>+6f 2 $ [ W ) 2 + 2 V*'V5q + < V 5 (l> 2] d V -
ƒ (p<j> + p6<t>)dV (A.17) 

disregarding second order terms we find 

5S = ƒ (eVtf'V^ - p5<t>)dV (A.18) 

We use the following equality: 

V.(aVb) = Va«Vb + aV2b (A.19) 

and find that 
SS = ƒ (e[-6<f>V2<t> + V'(8<f>V<t>)] - p6(f>)dV (A. 20) 
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By Gauss's theorem, the divergence term integrated over 
the volume can be replaced by a surface integral: 

Jvol V«(5^V^)dV = J*surf S ^ . n da (A. 21) 
If we impose the boundary condition on the surface then 
the integral vanishes. The remaining volume integral is: 

SS = ƒ (-eW2<f> - p)S<f>dV (A.22) 

Since 8<f> i s a r b i t r a r y (bu t , 6</>*0), we o b t a i n for the 
c o r r e c t <j>, 5S=0, : 

V2^ = -p/e (A.23) 

which equals Poisson's equation. Equation (A.18) equals 
the basic equation for obtaining the finite element 
equations [A.6]. 

Applications: the simple one-dimensional pn-junction 

The potential is described with a parameter a, <f> = <j>(x,a). 
The action now is a function of the new parameter a and 
the condition for an extremum is: 

T- = 0 (A.24) 
da 

This equation gives the value of a for the best 
approximation with the given potential function. 

The abrupt junction, the linearly graded junction, and an 
approximation of the linearly graded junction are 
discussed. Probably the most characteristic feature of the 
simple pn-junction (homogeneous charge distribution) is 
that in equilibrium the electric field equals zero outside 
the depletion region. It is possible to use this criterion 
for constructing a good choice for the potential 
distribution. In fact, to guess the potential function we 
have to know the exact values of the potential 
distribution at the end points (compare equation (A.4)). 
In the case of the two junctions we know one end point, 
the potential at x=0 is zero. But the other end point is 
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unknown. However, what we do know is that the 
electrical field at this end point is zero. Yet, we can 
use this boundary condition. In this case the Lagrangian 
is L= x(E)2 - p4>. Therefore we consider the integrand form 
in equation (A.9): 

This term is zero if S<l)(,-x.1) = 8<j>(x2) = 0, but also if 

S*^ " flUx, " ° <A-26> 
In our case: 

n-tE (A-27) 
thus the boundary condition E(x2) = 0 can be used. 

The abrupt junction 

We consider the abrupt junction, see Fig. A.2. 

p - qN_ -d < x < 0 (A.28) 
^ D n 

p = -qNA 0 < x < d A p 
Because of the constant space charge distribution a linear 
function expressing the E-field seems reasonable so, using 
the boundary conditions for -d :S x < 0 we quess: 

E = -V^ = a(d + x) (A.29) 

4> '- -a d x - ï a x2 + C (A. 30) 
n 2 Now: 

s = *?* IÜ W > 2 dx - <*Nn IÜ * dx <A-31) 
2 j . d \*r, - ^ D ^d n n 
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££0d 3 qN d3 
=—r-^1- a2 + — f - a + qN.d C (A. 32) 

6 3 d n 
Then we search the a that gives the minimum integral 
value: 

* £ . 0 » a - ^ (A.33) 
And we find: 

qND 
E = 77;<dn+ x> <A-34> 

■qND 1 <£ - ~ (d x + * x2) + C (A.35) ee0 n 2 

which are the familiar expressions for E and <f>. The 
formulas for 
0 < x < d can be found in a similar way. P 

The linearly graded junction 

We consider only -W/2 < x < 0 : 

p = -qgx , see also Fig. A.3 (A.36) 

For the electrical field equation we guess: 

E = a ((|)2 - x2) (A.37) 

Proceeding in a similar way as in the previous case: 

0 - -o (|)2x + ~ ax3 + C (A.38) 

s = *2* iw}^ ) 2 dx + qs Iw?2 dx (A-39) 
= f 5 « 0 ( f ) 6 «2 - i5qs(f)5 « + 2 c ( f ) 2 (A-40) 
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Taking: 

f = 0 - a - 7 ^ (A.41) 
da 2ee0 

we obain: 

E - « (<W'2>? - X2 ) (A.42) 
€ € 0 / 

which is also a familiar result. 

Approximation 

The above mentioned examples show that it is possible to 
obtain the correct expressions of the electrical field and 
the electrical potential if we do kwow the correct 
structure of the formulas. If we do not know the correct 
structure of the electrical field the minimum principle 
formulation will give the best possible approximation at a 
given structure of the function. This is the basis of the 
Garlekin method [A.l]. It is illustrated by again 
considering the linearly graded junction however, instead 
of the quadratic function of the electrical field, a 
linear function is quessed for the electrical field: 

We consider only -d, < x < 0 : 

P = -qgx (A.43) 

We quess : 

E = -v<f> = a(d + x) (A. 44) 

<j> = -a d x - ̂  a x2 + C (A. 45) 
Now applying the action formalism: 

S = " ^ j"°W)2 dx + qg J°*x dx (A.46) 
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- a' *2* 3 "k " a q g 24 *£ (A.47) 

Taking: 
f =0 - a-f "^d, 
da 8 ee0 It 

(A.48) 

The results are illustrated in Fig. A.4. 

Fig. A.4 The potential. distribution ion. the li.ne.aAly 
gnade.d junction cj>, and the diAtJiibution <(>' 
that appn.oximaX.eJii the. pote.ntA.at diAtniJoution <J>. 

http://li.ne.aAly
http://appn.oximaX.eJii
http://pote.ntA.at
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detecteren van overmaat lading in de potentiaal put. Met 
behulp van verticaal ladings transport worden logische 
schakelingen gerealiseerd. Een inleiding tot de 
beschrijving van JCCL wordt gegeven. De fundamentele 
logische structuren zijn onderdelen van zowel Boolse 
logica als van drempel logica. Verschillende optellers 
worden besproken. JCCL is een technologie voor bit-level 
systolic arrays. Een aantal bit-level systolic arrays voor 
vermenigvuldiging en deling, en de toepassing van JCCD's 
in systolic arrays worden bediscusieerd. 

In eerste aanzet was het onderzoek gericht op het 
realiseren van logische bouwstenen die geschikt zijn voor 
toepassing in bit-level systolic arrays. Echter, na de 
eerste experimenten met deze cellen werd duidelijk dat een 
meer diepgaand onderzoek van de basis functies nodig was. 
De eenvoudige logische functies: EN, OF, carry en een 
opteller werden gerealiseerd in een proces waarin de 
epilaag werd verkleind tot 5 nm. De experimenten met de 
EN- en de carry-functie laten zien dat deze werkzaam zijn 
tot een frequentie van 40 MHz. Een (threshold) opteller 
werkt correct bij een klokfrequentie van 1.1 MHz. Een 
ander experiment is uitgevoerd om te onderzoeken of het 
mogelijk is een logische structuur, die verenigbaar met 
JCCL is, te laten functioneren bij een lage klokspanning. 
Een EN-functie die werkt bij 15 MHz met een klokspanning 
van maar 2 V is gerealiseerd. Uit de experimenten kan 
worden afgeleid dat de prestaties van de circuits kunnen 
worden verbeterd als de fabricage technology wordt 
aangepast voor digitale JCCD toepassingen en als 
parasitaire potentiaal putten worden voorkomen. 
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LIST OF MAIN SYMBOLS 

C capacitance CV"1 
Ceq equivalent capacitance CV"1 
d(epi) epilayer thickness m 
E electric field Vm"1 
f frequency s-1 

fc clock frequency s_1 

Ict collector transport current Cs"1 
Ijn injector current Cs_1 

Is saturation current Cs-1 

IQ overflow current Cs_1 

k Boltzmann constant JK_1 

Ne=Nd,epi donor impurity concentration in epilayer m~3 
Ng=Na,gate acceptor ,, ,, of gate m~3 
Ns=Na,sub acceptor ,, ,, of substrate m~3 
n electron concentration m-3 

n number of transfers 
neq equivalent number of gates 
nj intrinsic carrier concentration m~3 
P power CVs-1 

p hole concentration m-3 

Q charge C 
Qs signal charge in JCCD Cm-2 
Qs,max 
Qsmax maximal signal charge Cm"2 
q elementary charge C 
R resistance VsC"1 
T absolute temperature K 
t time coordinate 
V potential V 
Vch channel potential (= potential maximum 

in the JCCD channel V 
Vch(0,0) channel potential in absence of signal 

charge at a gate voltage of OV V 
Vch(Vg.Qs) channel potential in presence of 

signal charge V 
Vb built-in voltage V 
Vc) clock voltage V 
Vg gate voltage V 
x,y,z space coordinates 
x,y,z logical inputs 


