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INTRODUCTION

This thesis describes some models and implementations of
digital logic functions using junction charge-coupled
devices (JCCDs). It is a sequel to the research on
junction charge-coupled logic (JCCL), which started some
years ago [1.1,1.2]. Operating at driving frequencies
below a characteristic value, junction charge-coupled
devices have a recognized advantage in low power.and high
functional density, which justifies research on applica-
tions in the field of digital integrated circuits.

Charge-coupled device (CCD) is a generic term which has
come to be applied to a family of functional solid-state
electronic devices. Under the application of a proper
sequence of clock pulses these devices move "potential
wells" filled with quantities of electrical charge in a
controlled manner across a semiconductor substrate. In
digital applications the most common example of the use of
CCDs is found in memories. The digital information is
represented by the presence or absence of a charge packet.
This memory function can be extended with logical func-
tions. However, in charge-coupled devices where charge
packets are shifted at each clock pulse, these functions
can only be carried out in a pipelined manner.
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The throughput (= the number of sets of data that can be
processed by a functional block or an array in a given
amount of time) of pipelined arithmetic calculations is
high. The data can enter the logic part of the device at
the maximum clock rate. The answer is some time later
available but still at the maximum clock rate. 1In 1982
Nash introduced charge-coupled devices for use in special
purpose pipelined arrays of computing elements, such as
systolic arrays. He considered the advantages of CCD
logic in terms of —gate density X maximum clock frequency
/ power dissipation—to arrive at an appropriate figure of
merit for very large scale integration, VLSI [1.3].

This thesis aims to furnish the reader with a working
knowlegde of the physical principles of JCCDs as used in
logic applications, and to provide him with tools for the
concise and precise description of the basic structures
and synthesis of JCCL. The core topic of the first part
is the analytical solution of a simplified JCCD. In JCCD
literature there are several equations expressing the
amount of charge that can be stored in a junction charge-
coupled device. Using the simple model a correct
expression is derived. Also, a new concept of the charge
transport in the junction charge-coupled device is
introduced, which is not based on the charge handling
capacity (= the maximum amount of charge that can be
contained) of the potential well from which charge is
leaving, but which is based on the equality of the
electrical potential in the driving and receiving well.
The description of the basic struc-tures and synthesis of
JCCL is a natural extension of the existing theory on
junction charge-coupled logic. The basic structures are
shown to be elements of both Boolean logic and threshold
logic. Bit-level systolic arrays are considered as a main
tool for the synthesis.

Briefly, this thesis is organized as follows. Chapter 2
presents an overview of research on charge-coupled devices
and an introduction to systolic arrays. 1In Chapter 3 the
basic principles, technology, and limitations of JCCDs as
used in logic applications are discussed. The first part
of Chapter 4 deals with the general description of JCCL.
In the second part of Chapter 4 several JCCL full adders
are developed and discussed. Chapter 5 shows experimental
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results on (i) simple logic devices and (ii) a threshold
full adder. Finally, in Chapter 6 —the last chapter—the
synthesis of JCCL is discussed. Junction charge-coupled
logic is a technology for bit-level systolic arrays. From
this point of view, the theory of bit-level systolic
arrays is part of a synthesis technique. Appendix A
discusses a possibility for obtaining the potential
relationships in semiconductor devices, here the pn-
junction, not from Poisson’'s equation but from an action
integral.
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OVERVIEW

2.1 Historical review
2.1.1 Charge-coupled devices

Charge-coupled devices belong to the class of charge
transfer devices. The basic ideas of charge transfer
devices have grown out of the development of several
concepts.

One of these concepts was that of -analogue shift regis-
ters. The notion of a shift register involved the passage
of charge along a line of capacitors through the sequen-
tial switching of transistors. An integrated version of an
analogue shift register was proposed by Sangster in 1966,
under the name "bucket-brigade device" {2.1]. In 1970
integrated versions of these circuits were shown to be
practical for delay and other applications.

Another development came from research on surface charge
transistors (Engeler et al.) in 1970 [2.2]. This research
involved a concept for controlling the transfer of stored
electrical charge along the surface of a semiconductor.
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Probably the most important concept originated from the
work of Boyle and Smith (1970) on charge-coupled devices
[2.3]. In a special issue of IEEE Transactions on Electron
Devices (1976) Boyle and Smith recalled that the charge-
coupled device concept was a structure that called upon
existing technology, and was stimulated by the analogous
work that preceded it in magnetic bubbles [2.4]. It was
interesting to look for a semiconductor analogy of the
magnetic bubble device. First, the charge packet was found
as the semiconductor analogy of the magnetic bubble. The
next problem was how to store this charge in a confined
region. At this point a very important ingredient had been
the development of the silicon diode camera tube. As well
as the light sensitivity, the diode array had a charge
storage capability. The charge could be stored in diodes
for periods approaching a hundred seconds [2.5].

In their construction of the electric analogy of the
magnetic bubble device Boyle and Smith used the metal-
oxide-semiconductor (MOS) capacitor in depletion, to store
the charge. If a voltage was applied to this MOS struc-
ture a potential well was formed at the surface into which
one could introduce charge (or not) to represent informa-
tion. The final problem was to find a way to shift the
charge from one side to the other, thereby allowing manip-
ulation of the information. This was solved by placing
the MOS capacitors close together to easily pass the
charge from one to the next by applying a more attractive
voltage to the receiver.

The MOS charge-coupled devices in their different forms
are treated in many textbooks, such as those by Sequin and
Tompsett [2.6], Beynon and Lamb [2.7], Howes and Morgan
[(2.8]), and Esser and Sangster [2.9].

Boyle and Smith have described the working of a surface-
channel CCD. The following important step was the develop-
ment of the buried-channel CCD (BCCD) by Esser [2.10] and
Walden et al. [2.11]. 1In buried channel charge-coupled
devices majority carriers are transported, that is elec-
trons in an n-type conductivity layer, and individual
charge packets are separated by a depleted region. If the
MOS capacitors are replaced by reverse-bias pn-junctions
we obtain a junction charge-coupled device. If the MOS
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capacitors are replaced by reverse-biased Schottky bar-
riers, we obtain a Schottky charge-coupled device, both
first proposed by Schuermeyer et al. [2.12].

2.1.2 Logic circuits with charge-coupled devices

The idea of using charge-coupled devices for digital
circuits and binary logic operations originated in the
early 1970’'s. 1In 1971 Kosonocky and Carnes [2.13] sum-
marized their work on the digital operation of charge-
coupled circuits. Their paper described the operation and
application of charge-coupled shift registers and the
necessary charge regeneration stages. Thereafter Tompsett
(1972) proposed the elementary logic operations NAND and
NOR based on charge regenerators [1.14].

These operations did not involve direct interactions of
charge packets. The presence or absence of charge packets
in a parallel CCD shift register was detected by a float-
ing gate. Mok and Salama (1972) introduced the principle
of charge overflow in logic CCDs, which made it possible
to have a direct interaction of charge packets in logic
devices [2.15]. They used built-in potential barriers for
charge packets. In this way the basic logic operation was
that of CCD majority logic (= logic that tests whether the
sum of a given number of charge packets is greater than a
certain amount of charge). The built-in potential barrier
could be realized in essentially two ways. First, by
placing an ion implantation or a local increase in oxide
thickness under the gate. Second, by inserting a separate
gate with an offset voltage with respect to the following
gate.

The principles of 'floating gate' logic or charge overflow
using potential barriers formed the basis of all inves-
tigations on logic CCD circuits, such as those by
Zimmerman et al. [2.16], Montgomery and Gamble [2.17], and
Kerkhoff et al. [2.18].

With the development of JCCDs a new approach, that of
charge injection and charge detection with bipolar tran-
sistors, was introduced (Wolsheimer [2.19], May et al.
[2.20], and van der Klauw [2.21]).



Chapter 2 8

c
@)

~—carry

N
\

___[]_

u

Fig. 2.1 Addition: the cawuy bits propagate on the
diagonal, the set o4 ddaws on the Ainput b.its
A abouc the ctcaqomui the set of ddaws on
the output Lines 44 unden the diaaonal.

+
I
!

In 1977 in an article presenting digital charge coupled
logic (DCCL), Zimmerman et al. described a method of
implementing digital logic functions based on the use of
CCDs in pipelined configurations. The reason that
pipelined calculations in arithmetic units are required is
associated with the generation of the carry bit at each
stage. For example, in the addition of two n-bits words,
the two least significant bits can be added immediately
and produce their sum and carry outputs. This carry is
only then available to be combined with the following
significant bits and produce a new sum and carry. Figure
2.1 shows that in this manner the carry is delayed during
each operation and so the application of the next sig-
nificant bits must be delayed by an equal amount. This
requires a set of delays on the input lines. An analogous
set of delays must be inserted on the output lines if the
entire word must be available at one clock pulse sometime
in the future. There is another implication of using pipe-
lined arithmetic. As data enter at one clock-phase and
exist at one clock-phase in the future it is not efficient
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to do random calculations with pipelined techniques. This
means that digital CCD technologies are best suited for
signal processing functions on several blocks of data
simultaneously.

Fortunately a large number of algorithms are either
already in a pipelined organization or can be cast into
one. When a variety of such systems is considered, certain
basic functions appear repeatedly. The multiplier, for
example, requires adders; the fast Fourrier transformation
requires multipliers and adders; serial correlators
require shift-registers, multipliers, and accumulators;
digital differential analysers use adders and shift regis-
ters to perform integration; division and Hadamar trans-
forms require add and subtract functions. The most
advanced result, achieved with digital charge-coupled
logic was the design of a Hadamar transformer chip of

100 mm? in 1979 [2.22].

Another approach was described by Nash in 1982. He com-
bined charge-coupled devices with conventional MOS cir-
cuitry in such a way that it combines the low power, high
packing density of CCDs with some of the high speed com-
binatorial (nonclocked) logic capabilities of conventional
NMOS circuits [2.23]. This approach possesses a capa-
bility that allow information to propagate or ripple
through a circuit, and can reduce the number of delays.

At the moment the follow-up of this research, the
description of a technology which combines charge-coupled
devices with CMOS circuitry, is being done in several
places throughout the world. Nash introduced systolic
arrays as an important candidate for the application of
CCD logic circuits. The special features of this kind of
array, namely: regular structures, pipelined architecture,
special purpose, neighbor communication could be well
matched by a charge-coupled device logic.

2.2 Digital charge-coupled logic

The most elaborated research published on charge-coupled
logic was that on digital charge-coupled logic [2.22].
For over 6 years many scientists worked on this topic
resulting in, among other things, 14 publications and
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6 patents. It is important to recapitulate some of their
conclusions. In section 4.3 the basic logic functions in
digital charge-coupled logic are considered, and the
transformation of logic functions from DCCL into JCCL w111
be dlscussed

The design and realization of DCCL logic and arithmetic
circuits presented a number of very difficult concept and
modeling problems. The basic adder cells emerged as the
most difficult and most essential circuits for performing
DCCL logic and arithmetic functions. The half adder had
become the basic element, being easily configurable into
other essential logic functions, such as charge refresh
and logical AND, and having an overall performance better
than the full adder. Computer models predicted speeds of
5-10 MHz. Layout problems were caused by the lack of
standardized symbolism and the inability to directly
interconnect two physically separated signal points with a
metal conductor. The final layout obstacle was the lack
of computer-aided design rule checking. In a n-channel
technology the half adder was successfully demonstrated at
5 MHz. The arithmetic functions obtained in digital
charge-coupled logic include 16x16 multipliers and Hadamar
transformation.

2.3 Introduction to systolic arrays

In many digital signal processing applications, there are
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increasing demands for large-volume or high-speed computa-
tions that have to be performed on continuous data
streams. The classical Von Neumann circuit architecture
fixes a limit to the computing speed. Figure 2.2 shows
that in a Von Neumann machine all the processing logic is
contained in a processing element (PE) and the memory (M)
is located almost entirely in a separate part. :

There are two main .limitations to this type of circuit
organization which must be overcome to obtain maximum
benefit from VLSI technology. First, the sequential
nature of such machines places a basic limit on their
operating capabilities in high-speed processing. Second, a
limitation is caused by the long global communication path
owing to the separation of the processing element from the
memory. Ultimately, the computation speed of such cir-
cuitry will be dominated by the time taken to communicate
information between the logic elements and the memory,
rather than by the intrinsic speed of the logic devices.
To overcome these limitations research is stimulated on
parallel processing techniques.
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THEORY AND
'OPERATION

3.1 Introduction

In this chapter an introduction to the basic principles,
technology and limitations of junction charge-coupled
devices is given. Using a very simple model, an analytic
solution of the equations describing the potential profile
in a JCCD with uniform doping concentrations .and abrupt
junctions, it is possible to explain the essential
features of JCCDs. In JCCD literature simple models have
been studied. However an analytical solution has not yet
been obtained [3.1-3.4].

Unlike other integrated circuits, the charge-coupled
device has no discrete equivalent circuit, that is to say,
it cannot be made up of discrete devices. The typically
dynamic and transient behavior of JCCDs make it apparent
that although conventional one-dimensional considerations
lead to qualitative and heuristic arguments concerning the
device operation, the phenomenon of charge coupling along
the transport direction is essentially two-dimensional,
the phenomenon of charge transports along the lateral
confinements are essentially three-dimensional, and the
phenomenon of vertical charge transport is essentially
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Fig. 3.1 Simple picture of the charge transfern in a CCD.
Unden influence 04 clock pulses (¢1,¢ ,0.) a
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the signdl charge that is transpornted in the
potential well.

An essential feature of JCCDs is to store information in
the form of electrical packets in potential wells created
in the semiconductor by the influence of separated gates.
Under the control of external voltages applied to the
gates, the potential wells, and hence the charge packets,
can be shifted through the semiconductor. Because of the
almost linear relation between the ‘depth’ of the
potential well and the voltage on the gate, a simple
hydraulic model for the charge-storage and charge-
transport mechanism is generally used to depict the
operation of (J)CCD structures.

To understand how a potential well can be removed from one
location to another in a JCCD structure, consider the
arrangement of three separated gates shown schematically
in Fig. 3.1. We assume that some charge is stored initial-
ly in the potential well under the first gate which is
clocked to 7 V. The other gates are at ground potential.
The well underneath the 7 V gate will be much deeper than
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those underneath the grounded gates. It is only in this
well that charge will be stored. By applying a succession
of varying voltages to the JCCD gates a charge packet can
be propagated in a controlled manner. The minimum number
of clock phases needed to propagate the potential well
unambiguously in one direction, in this case, is three.
Figure 3.2 shows a perspective view of the two-dimensional
potential distribution if one is looking against the
transport direction.

3.3.2 Charge storage I, storage in the potential well

Basically a junction charge-coupled device consists of a
lightly doped p-type substrate and an n-type epilayer with
diffused p-gates. Figure 3.3 shows a typical JCCD. The
source and drain consist of n+-diffusions.

For a given JCCD structure all electrons are removed from
the epilayer by applying a sufficiently large positive
voltage to source and drain, while the gate and substrate
are kept at ground potential In this case, the depletion
layer extending from the gate-epilayer interface and from
the substrate-epilayer interface touch. At this point, P,
the electrical potential has reached a maximum. This point
is referred to as channel potential, Vch(Vg=0,Qs=0).

A well-defined local potential maximum can be created in
the epilayer by clocking a gate to a positive voltage, Vg.
This local potential maximum is referred to as Vch(Vg,0),
and can serve as a potential well for electrons. Any
electrons introduced into the structure will therefore be
attracted to a plane parallel to the gate surface and
passing through P where the potential energy will be a
minimum. The structure is thus capable of storing charge
in the semiconductor. At low gate voltages, or with small
quantities of stored charge, the charge storage mechanism
in a JCCD resembles that in a buried channel CCD, the
information-carrying electrons are majority carriers which
replace some of the electrons that were previously removed
when the entire n-epilayer was depleted by the positive
voltage applied to the source and drain. In collecting in
the vicinity of the plane through P the electrons actually
produce a thin ’‘slab’ of neutral semiconductor in an
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Fig. 3.3 A typical JCCD consists o4 a p-substrate and an
n-epilayen with diffused p-gates. The fist and
the Last gates are the nf-souwrce and n' -drain,
nespectively. The typical potential distribution
along the x-axis has a minimum (the positive
V-axis 46 drawn downwands). The point P indicates
the potential maximur.

otherwise totally depleted n-type region.

Consider a JCCD built up of uniform doping profiles as
shown in Fig. 3.4. From the analysis of section 3.4 we
derive the curves of Fig. 3.5 which shows the potential
distribution along the axis perpendicular to the center of -
the gate surface. In this case the acceptor concentration
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Fig. 3.4 Impunity phogile Lthrough a p-gate for an
Ldealized JCCD.

of the gates is 102% acceptor atoms/m3, the n-epilayer of
doping level 7.102?° donor atoms/m® is 5 um thick, and the
substrate has 2.102° acceptor atoms/m® . The upper curve
shows the potential profile in the absence of a gate
voltage Vg. The lowest curve shows the potential profile
when a voltage of 5 Volts is applied to the gate. The
curve in the middle shows the potential variation in the
same structure, when a signal charge of 7.3x10!% elec-
trons/m? is introduced. The region of constant potential
indicates the physical extent of neutral semiconductor,
the width of which is a few microns.

We now consider the effect of varying the voltage on a
gate. A detailed analysis is given in the following sec-
tion but it is intuitively obvious that making the gate
more positive must produce a general downward shift (the
electron energy is plotted) in the curves of Fig. 3.5.
From the analysis of section 3.4 we derive the curves of
Fig. 3.6 which shows the relationship between the channel
potential Vch(Vg,0), and the gate voltage for various
doping concentrations of the epilayer (the signal charge
is zero). It clearly shows the almost linear relationship
between the gate voltage and the maximum voltage in the
epilayer.
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Fig. 3.5 Potential distrnibution along the axis perpen-
dicularn to the centenof the gate surface. The
cwive An the middle shows the distribution in the
presence of signal change.

Figure 3.7 shows the channel potential, in the absence of
signal charge, Vch(0,0) as a function of the thickness of
the epilayer at different epilayer dopings. It indicates
the possibilities of scaling down the gate voltages, for
the logic devices, under 5 V. The process described in
this thesis was obtained after decreasing the epilayer
thickness from 7 pm to 5 pm in a standard process for
analogue JCCDs. '

Figure 3.8 shows the situation when at a given gate-volt-
age the 'well’' is filled maximally; if more charge is
introduced it will flow underneath-adjacent gates, having-
in common (the potential at) point x,. As indicated in the
figure this situation can occur if the gate voltage is
equal to or less than Vch(0,0)-Vb, where Vb is the built-
in voltage of the gate-epilayer junction. If the gate
voltage is over Vch(0,0)-Vb, the maximum charge packet in
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Fig. 3.8 The potential déstribution if the potential well
458 gilled maximally.

the ’'potential well’ is limited by the requirement that
the gate epilayer junction remains reverse-biased. In this
case Vch(Vg,Qs) equals Vg+Vb.

Two remarks must now be made about the use of the hydrau-
lic model. First it is necessary to realize that the
amount of charge cannot be represented by an area enclosed
by the different potential curves, as is the case when we
consider a bucket filled with water. The amount of charge
is proportional to the length of the straight line between
¥, and X,. Second it is useful to notice that the shape of
the potential curve is different for different amounts of
charge, in this situation it more resembles an elastic
film. Consequently it is not possible to obtain a very
simple relation that expresses the amount of charge that
can be transported in a single clock cycle per unit of
gate area, Qs, in terms of the donor concentration, thick
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Fig. 3.9 The channel potential Vch(Vg,0s) as a function
0f the amount of stored signal chanrge for
difgenent gate volitages (Lines). The dotted
rnegion indicates the physical allowed region
fon a JCCD.

ness of the epilayer, and the applied gate voltage. It
can, of course, easily be expressed in terms of x; and x,:
X2

Qs = -q J Ne dx (3.12)

Xy

but then we have to realize that x, and x, are functions
of Ne, d(epi), Vg, and Vch(Vg,Qs). In terms of X; and x,,
X, is situated before the point at full depletion, at zero
gate voltage, and x; is situated after the point where the
gate-epilayer junction equilibrium potential difference
has been built up. The formula 3.12, which expresses the
signal charge in the JCCD, has not appeared in interna-
tional JCCD literature before In section 3.4 the formulas
for Qs, and its maximal value for a given gate voltage,

Qsmax” are derived.
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Fig. 3.10 The maximal amount of signal charge that can
be handled before chanrge 4s spilled into
neighboring gates, Osmax, as a {unc/twn o4
the gate voltage.

In Fig. 3.9 Vch(Vg,Qs) is shown as a function of the
amount of signal charge in the potential well at different
gate voltages. It also shows the physically allowed condi-
tions for charge to be stored in the JCCD. The boundaries
reflect
(i) the impossibility of storing charge at a lower
potential than that of the adjacent gates,
(ii) that the gate-epilayer junction has to be reverse-
biased, and
(iii) reach-through between the gates will not take
place. The potential difference at the junction of a
neighboring gate is equal or less than the built-in
voltage (reach-through). For higher gate voltages
this junction is forward biased and injection of
holes is initiated.

The maximal signal charge that can be handled before

charge - is spilled into neighboring gates, Qgmax @ 1is
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shown in Fig. 3.10 as a function of the gate voltage. It
shows the maximal amount of charge under the same condi-
tions as above. The maximum amount of charge, Qs,max, is
also called the (signal) charge handling capability (CHC).
For JCCDs the CHC-curve has a maximum, Max(Qsmax) , if the
gate voltage equals Vch(0,0) minus the built-in voltage of
the gate-epilayer junction. This maximum in the CHC curve
must not be confused with the term used in CCD literature
'Maximal Charge Handling Capability’, which stands for
another quantity.

3.4 Derivation of charge-potential relationships

Consider that the gate and substrate are kept at ground
potential, and the depletion layers extending from the
gate-epilayer interface and from the substrate-epilayer
interface touch. At this point the electrical potential
has reached a maximum and is referred to as Vch(0,0). A
well-defined local potential maximum is created by clock-
ing a gate to a positive voltage Vg. This local potential
maximum serves as a well for electrons.

In one dimension the distribution of the potential, V, and
electric field, E, follow from:

dE dv. _p

= . = €=¢€

dx dx? ~ e $i€0 (3.13)
If we use the abrupt approximation and neglect the minor-
ity carriers, we obtain (see Fig. 3.11):

Area I: x in interval [a,,a,|
We use the boundary conditions E(a,;) = 0; V(a,) = Vg:

By 2o g (3.14)

v 2¢ (3.15)
q

1 =—§: (Ng(x-a,)2? + Vg)
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Fig. 3.11 Doping profile, electric fceld E, and potential V
forn an Ldealized and empty JCCD. The fLgure shows
the parameterns a a. which are used .4in the
derivation of th(l_ cha)%qe potential relationships.
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Area II: x in interval [a,,a,]
With the boundary conditions E(a,) = 0; VI(az) = VII(aQ):

EII _ 4 Se (x-a5) (3.16)
VII = ;%;HQ (x-az)?2 + K (3.17)
2¢ V 3.18

K =_§: [Ng(ag-a1)2 + Ne(as—a2)2] + _é & ( )

Area III: x in interval Ja,, ag]
With the boundary conditions E(ag) = 0 and V(ag) = O:

Errp - 28s (o, : (3.19)
VIII = m (X_a5)2 ' (320)

2¢

In these equations a, and a, are known; a,, az, and ag are
unknown. The unknown variables can be obtained from the
following equations (continuity of the functions E and V):
Erp(@0= Eqpp(ad)
Vir€ao= Vyp(ag)

Which result in:

(ap-a;)Ng = (az—ay)Ne (3.21)
(ag—az)Ne (3.22)

(ag—a4)Ns
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Ng(a,—a,;)? + Ne(azg—a,)?+ Zﬁ Vg = Ns(ag—a,)? + Ne(a,—az)?

(3.23)

As we assume Ng>Ne>Ns then the solution of this set of
equations can be written u51ng

NeNg-1 + 1
NeNs-1 + 1

w
[

as: 1 if A = B

a, = a, - NeNg-1(a,;-a,) (3.24)
ag = a, + NeNg-1(a,-as) (3.25)
ay = ~(B2ezA2a) /D with: (3.26)
_ o, (Ng-Ns) 2e (3.27)
D = AB(a,—a,)*+ NgNs  q Vg
2 if A=B
_az +a, € - (3.28)
s 2 qNeA(a4-a,) Ve

To obtain the equations for the amount of signal charge Qs
that can be transported in the JCCD, when the gate-epi-
layer junction is reverse-biased, we consider two separate
diode structures that are coupled by (see Fig. 3.12):

V(asl) = Vch(Vg,Qs) = V(asr) (3.29)

Instead of equations (2.21), (2.22), and (2.23) we obtain:

(aj-a;)Ng = (a31-a2)Ne (3.30)
(a, —aar)Ne (3.31)

(ag-a4)Ns

2¢

Ng(a,-a;)? + Ne(asl-az)2 + Vg = Vch(Vg,Qs) (3.32)
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Fig. 3.12 The potential distribution in presence of signal

charge. The channel potential equals the maximal
potential and depends on Vg and 0s.

Ns(ag-az)? + Ne(a4-a3r)2 = Vch(Vg,Qs) (3.33)

From these four equations we obtain, under the same condi-
tions as in the previous case:

_ 2¢[Veh(Vg.Qs) - V } (3.34)
8317 82 ° J{ q Ne A

: _ §2e[Vch(Vg,Qs) - ¥ } (3.35)
B3y~ %4 J{ q Ne B

The signal charge Qs is given by:
Qs = -qNe (asr-aal) (3.36)
which equals:

Qs = qNe (a -a,) - ;j{vCthéoS) -V}!.}+ j{Vch(\rlg,Qs)}€

(3.37)

- A
2eqNe

r = B
2eqNe

with P
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If Vb is the built-in voltage of the gate-epilayer junc-
tion:

_ kT NgNe
Vb = q (In ni? ) (3.38)

Than equation (3.37) holds under the following conditions:

1) if 0 = Vg < Vch(0,0)-Vb <=> Vch(0,0) =< Vch(Vg,Qs) =<
Veh(Vg,0)
this condition expresses the fact that if charge
'over-fills' the potential well it flows to the
neighboring gates,.

2) if Vg > Vch(0,0)-Vb <=> Vg+Vb < Vch(Vg,Qs) =<
Vch(Vg,0) '
which reflects the fact that the gate-epilayer
junction must be reverse-biased.

The maximum signal charge, Qs,max, is obtained in the
first case if Vech(Vg,Qs) = Vch(0,0), and in the second
case if Vch(Vg,Qs) = Vg+Vb.

3.5 Vertical charge transport
3.5.1 Vertical charge transport I, principles

Junction charge-coupled logic makes use of charge trans-
port through JCCD channels, as well as through junctions
induced by surplus charge. Horizontal charge transport, in
the JCCD channel, is controlled by the clock voltages
through reverse-biased pn-junctions.

We consider the combination of two packets of electrons
under one gate, when the potential on the receiving gate
is raised. In this case the surplus charge, if both wells
are filled, is just one packet. This surplus charge can be
used for vertical charge transport. Two structures for
vertical charge transport are distinguished:

i) the pnp-transistor, which is formed by the substrate,
the epilayer, and the gate, which will become active
when the gate voltage is taken .above the channel
potential and surplus electrons are present
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Fig. 3.13 Potential profile, the dashed Line nepresenting
the curve at maximal §8Ling L§ the gate potential
45 above Veh(0,0).

underneath the gate;

ii) the injector structure, which consists of an n -
diffusion placed in a p-type gate. By forward-
biasing this n p-junction, charge can be
injected into the CCD channel, acting as a collector
of this vertical npn-transistor. This type of
injector has been used successfully in filters and
as input structures for multiplexers [3.4],[3.5].

The substrate pnp-transistor opens up the way to vertical
charge transport out of the JCCD, charge 'overflow’'. We
consider the case that the gate voltage is well above
Veh(0,0)-Vb, which is the case in logic applications with
JCCDs. Figure 3.13 shows the potential profiles, the
dashed line representing the curve at maximal 'filling’.
If surplus charge is present in this situation it can not
spread laterally, but instead it will forward bias the
gate epilayer junction. The JCCD structure will act as a
pnp-transistor. The gate (emitter) will inject holes into
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the epilayer. This charge flow will continue until all
surplus electrons have been removed.

The behavior of this vertical overflow is strongly related
to the JCCD properties, since for vertical charge flow the
substrate pnp-transistor is biased by surplus charge
transfer through the JCCD. We treat the surplus charge
storage first. The processes involved in vertical charge
transport and storage of surplus charge is extensively
discussed by van der Klauw [3.4].

3.5.2 Charge storage II, §torage in the pnp-transistor

The amount of signal charge that can be stored in a poten-
tial well has been determined.in section 3.3.2. All this
charge is transportable, if transfer inefficiency is not
considered. If we look at charge overflow when one charge
packet or several charge packets are transferred into a
potential well that can only contain less than the total
amount of charge supplied, while the clock voltage is over
Vch(0,0)-Vb, two additional charge storage mechanlsms can
be dlstlngulshed

Under influence of the externally induced field electrons
will drift towards the potential well of the receiving
gate. After the potential well is filled, surplus elec- '
trons will start to decrease the potential barrier at the
gate-epilayer junction. In this way putting the junction
under forward bias, initiating injection of minority
carriers at the junction. Charge flow will continue until
all surplus electrons have been removed from the epilayer
and the potential difference across the junction is again
Vb or untill the surplus charge is ’'dumped’ in a drain. If
a drain is not used, this process will take considerably
more time than the common clock periods for JCCDs. We have
two additional storage mechanisms:

i) charge storage associated with the changing depletion
layers at the gate and substrate side of the
epilayer,

ii) the storage of electrons to maintain charge
neutrality if holes traverse from gate to substrate
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Fig. 3.14 Voltage drnop across a 50 Q resdstor created
by the substrate cwuient of a JCCD, when the
gates are halved [3.4].

The amount of surplus electrons that can be stored in the
changing depletion layers can, for example, easily be
estimated using the simple model of section 3.3.2: a
forward bias of 300 mV results in a increase in stored
charge of 15 % . In real devices the increase in storage
capacity is measured to be about 20 ¥ {3.4].

There are two time-constants involved in these storage
mechanisms. First, the time-constant 7, indicates the time
necessary to decrease the depletion layers until a sig-
nificant transport current starts. Thereafter, the surplus
electron charge that is present in the base region can
vanish by injection into the emitter or by recombination
with traversing holes. The recombination can be neglected
in the present technology [3.4b]. The second time-constant
T.y appears in the formula

ct Ict,max exp (-t/rct) (3.39)

in which I., is the transport current measured at the
collector terminal. This experimental curve expresses the
decay of the transport current, and thus of surplus
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charge. Figure 3.14 shows a realistic case [3.4c].
clearly shows that the excess charge may be transferred
through the JCCD if a substrate current is tolerated.

The only way to calculate 7§ and 7ct is by means of a two-
dimensional and transient program which simultaneously
solves Poisson’s equation and the Continuity equations for
discrete time steps. However for a glven device they can
be estimated experimentally.

3.6 More realistic models
3.6.1 Charge coupling II, more realistic model

Broadly outlined, the process of charge coupling can be
formulated with the JCCD model of section 3.3.2. The
physics of the transport of one packet is rather simple:
the electrons move towards the point at the highest poten-
tial until an equilibrium is established. In equilibrium
the channel potential Vch(Vg,Qs) under the transporting
gate equals the channel potential under the receiving
gate. We consider the case that the clock voltage is 8V,

Figure 3.15 shows a schematic répresentation of the charge
transport mechanism. Figure 3.15 a) indicates that the
gate voltage on A is maximal, Vg,max(8V), while gate B is
grounded. The well under gate A is maximally filled, as
suggested by the shaded region. The transport of charge is
started as Vch(Vg,max;Qs,max) < Vch(Vg,b;0), where Vg,b
indicates a value of the gate voltage on gate B during the
rising edge of the clock pulse. The moment that the chan-
nel potential under gate A, when filled with Qs,max equals
the channel potential Vch(Vg,b;0) under gate B is drawn in
Fig 3.15 b). In the model this occurs at Vg,b = 3.8V. In
the next step both gates are at 8V. In 3.15 d) we see that
if the clock phase on A drops the charge transport is
completed if Vch(Vg,a;0) = Vch(Vg,max;Qs,max), thus if
Vg,a = 3.8V. In the model used it is assumed that the
charge is transported instantaneously.

The charge transport can be described by a path in the

plane by Qs,max and Vg. The physical region in the Qsmax ,
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Fig. 3.15 Schematic representation of the charge thanspont
mechanism. (a) represents a maximally §ilLed potential
well at a given voltage on the gate Vg. In (c) the signal
charge 44 spread over the two gates which have the same
clock voltage. In the intermediate state (b) it 48 not
possible to indicate the signal charge and the gate
voltage togethen 4in one picture becauwse the Liquid model
cannot be used in this case. The Le4t part indicates the
distnibution of the gate voltages and the rnight part the
distribution of the signal charge. In (e) 45 the transpont
o4 charge completed.
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Fig. 3.16 The charge t/cathO/z/t descnibes a path in the
plane by Osmax and Vg. The physical allowed
negion Ain this plane 4is shaded.

Vg variables is shaded in Fig. 3.16. It is obvious that
even in practical devices the charge transport does mnot
follow the charge handling capability curve (Qs,max-
curve), as is suggested by van der Klauw [3.4d].

Another way to look at this process is to consider the
path that is described in the Vch(Vg,Qs) and Qs variables.
Figure 3.17 shows this path. The path from a to e is the
"charge line" of the charge under gate A. From a to c Vg
is not changed but half the charge has drifted towards

gate B. The curve from c to d is obtained using the rela-
tions:
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CHANNEL POTENTIAL Vch(Vg,Qs) (V)

SIGNAL CHARGE Qs (IOlﬁvelectrons/mz)

Fig. 3.17 A "change £ine" can be defined in the pLane by
the channel potential Vch(Vg,0s) and the signal
change 5. In this way it 48 possible to visualize
the total change thansport.

Qs,max(Vg=Vg,max) = QsA + QsB (3.40)
and
Vch(QsA,VgA) = Vch(QsB,ngax) (3.41)

The "charge line" of the charge under gate B is exactly
the reverse path.

We notice that the first half of the charge is transported
from the well under A to that under B during the last part
of the rising edge of the clock phase on gate B, and that

the second half of the charge is transported at the begin-
ning of the voltage drop on gate A.

3.6.2 Vertical charge transport II, modeling

As said before, the process of vertical charge transport
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(c) lv—g] L r:_l 4l___f-J_1-Qs

Fig. 3.18 Schematic nepresentation of the combination
04 two completely filled potential wells.
(a). ‘initial situation, (b) charge s divided
overn the gates at the overlap of the clock
pulses. In (c) the situation 48 drawn in which
the well An the middLe is #ilLed maximally.
The gate voltages in this case is shown {in the
Left part. From this timesLot verntical chanrge
trhanspont through the pnp trhansistor s initiated.

can only be described by means of a two-dimensional and
transient computer program. However, we can formulate
qualitatively this transport using the simple model.
Figure 3.18 shows the combination of two, completely '
filled, potential wells. The time slot when all gates are
at gate voltage Vg,max is depicted in Fig. 3.18 b). The
common well is filled to the 2/3 fraction of Qs,max at the
voltage Vg,max. In Fig. 3.19 the "charge line" of gate B
is going through the point a’ to c¢’; that of gate A and C
from a to c¢. The transport from the well under A and C to
B starts at Vg(B)=3.8V as indicated in Fig. 3.19. The
condition that gate B is filled maximally and the channel
potential under gate A and C equals the channel potential
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Fig. 3.20 Schematic nepresentation of backward charge
fLow, indicated by the curved arrow.

the value at the beginning of the next puls [3.4e].

The question is, of course, wether backward charge flow
rules out the possibility of having logic devices which
obtain the function in more than one clock cycle, in other
than the present technology. Is backward charge flow an
intrinsic mechanism?

Certainly, the possible values for the gate voltage are
limited. For example, in the 7 um epi devices the channel
potential Vch(0,0) is approximately 9 Volts, while the
reach-through between the gates starts at voltages near 10
Volts [3.4f]. And, in the 5 um epi series we have to deal
with large parasitic potential wells, that reach poten-
tials of 1-1.5 Volts above Vch(0,0). These conditions
probably account for the existence of backward charge flow
in the present technology. Unfortunately, these limita-
tions are a consequence of the most favorable technology,
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Fig. 3.21 Schematic nepresentation of the equipotential
. Lines in the simplified JCCD model.

not for digital, but for analogue applications. In prin-
ciple, the problem should easily be solved, except for
very high frequencies.

3.7 Parasitic wells, and lateral confinement

To a large extent the quality of a JCCD is determined by
the smoothness of the channel potential profile in the
transport direction. Distortions in the potential profile
act as parasitic wells for electrons.

Figure 3.21 shows a schematic view of the equipotential
lines in a JCCD with doping profiles as described in the
simple model and with a gate-to-gate distance of 5 um. A
large parasitic potential well can be observed between
gates A and B. Even, when gate C is clocked to 5 Volts, it
will not completely disappear, as can be seen from the
equipotential lines around gate C. If we consider another
case in which the well underneath gate C is filled with
electrons in such a way that Vch(Vg,Qs) equals 10 Volts
(of course the gate voltage is in this case above 5 V),
then if the clock voltage drops electrons will be trapped
in the parasitic well which remains. These trapped elec-
trons will not be transported, thus a large transfer
inefficiency can be expected. To eliminate the parasitic
potentials between the gates an overall surface implanta-
tion--to make it possible to decrease the gate-to-gate:
distance (increase of reach-through voltage)--and a phos
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Fig. 3.22 The presence of parasitic wells and parasitic
channels at the cnrossings of the Lateral gap
and the inter-gate gaps.

phorus channel implantation through the mask for the
gates—to increase locally the impurity concentration-—are
performed.

The lateral confinement of JCCD channels, in logic appli-
cations, is formed by the same p-type diffusion as used
for the gates. The JCCD gates are in this way embedded in
a large gate at ground potential. The epilayer underneath
will then be fully depleted by the operation of adjacent
CCDs.

We consider the situation as depicted schematically in
Fig. 3.22. Due to the variation of distance between the p-
type gates and the p-type confinement, parasitic potential
wells will appear at the crossings of the lateral gap and
the the inter-gate gap. If the transport channel makes an
angle of 45° a parasitic channel results, which can trans-
port charge during the overlap of the clock phases of the
transporting and receiving gate.

3.9 Current technology of JCCL

The current fabrication process of junction charge-coupled
devices, in an adapted standard process for fabricating
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bipolar circuitry, is outlined.

The ideal JCCD technology meets the following
requirements:

a) Smooth potential distribution: there are no
distortions in the potential of the channel when all
gates are at ground potential and the epilayer is
fully depleted.

b) No parasitic barriers: the formation of parasitic
barriers underneath the gates must be avoided,
because they are hardly affected by voltage
differences applied between the gates [3.3].

c) Only small parasitic wells: in a technology using p-
type islands for lateral confinement, parasitic
wells will be.present. Their size should be as small
as possible.

d) High reach-through voltage: the terminal voltage
difference between the p-regions at which reach
through occurs should be well above Vch(0,0).

e) Optimal properties of pnp-substrate transistor: the
maximum value of the collector transport current of
the substrate transistor should be as high as
possible, and the decay time as short as possible.

f) Compatible with good bipolar circuitry: use a
technology in which ' peripheral circuitry, like
clock drivers can be integrated.

Of course, if some requirements cannot be simultaneously
fulfilled, a compromise must be made. Apart from this, the
fabrication process, which has been used, has mainly been
developed for analog JCCD applications, and consequently
it does not have the best features for digital applica-
tions.

The main processing steps in the current fabrication
process are listed in table 3.1. The resulting impurity
concentration profile through a p-type gate, which was
calculated with the technological simulation program
SUPREM II [3.8], is shown in Fig. 3.23.
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TABLE 3.1
PROCESS STEP DETAILS
p-substrate resistivity 50..80 Qcm
n—-epitaxial layer resistivity 8 Qcm
thickness 5 um
p-isolatio (DP) sheet res. 3..1919/0
phosphorus surf. implant, dose 3x10° em~2, 30 keV
annealing step 1200 °C, 60 min.
phosphorus channel implant, dose 8x10!2cm™ » 30 keVv
annealing step 1135 °C, 85 min.
p-base diffusion (SP) sheet res. 195..235 Q/o
gate depth 0.95 um
emitter push 0.4 um
n-emitter diffusion sheet res. 10..15 Q/o
(source/drain) (SN) depth 1 ym
contact holes min. dim. 4x4 umz
Ist layer (CO)
interconnection min. width 3 um
Ist layer (IN) spacing (min){3 um
anodisation
contact holes min. dim. 5x%5 ]Jm2
2nd layer (CO02)
interconnect min. width 12 pym
2nd layer (IN) spacing (min)|8 um

scratch protection (CB)
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The JCCD structure was analyzed‘with'equipotential plots
made with SEMMY2 [3.9]. SEMMY2 is a program for the
analysis of two dimensional electrostatic (zero current)
semiconductor problems. It solves Poisson’s equation using
Boltzmann statistics for the charge density. The current
densities are assumed to be zero and consequently the
quasi-Fermi levels to be constant throughout the device.
The terminal voltages are converted into electrical poten-
tials using built-in voltage contributions. The assumption
of constant quasi-Fermi levels causes a contradiction if
different voltages are applied, like in the JCCD structure
in Fig. -3.24. Then in the n-type epilayer different quasi-
Fermi levels for the holes, corresponding to the applied
voltages on the p-type gates, are defined. This is
overcome by assuming that the minority carrier concentra-
tion is negligible. The different quasi-Fermi levels for
holes in p-gate and p-type substrate are coupled by a
curved part in the n-type epilayer. This does not violate
the no-current condition because the minority carrier
concentration is very small. The potential distribution in
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Fig. 3.25 The one-dimensional potential distributions in
the JCCD extracted frnom the figures 3.24 (a},(b).

the presence of charge, Fig. 3.24(b), is obtained using
the condition that the voltage over the gate-epilayer
junction is just the built-in voltage, and so represents
Qs,max. :

Figure 3.24(a) shows the three gates of a JCCD cell. Gate
A appears partly on the upper left of the plot. Gate C
appears partly on the upper right of the plot. Gate A and
B, and the substrate are held at ground potential, while
the epilayer is fully depleted. The gate voltage on gate C
is 6 Volt, which is slightly more than the JCCD channel
potential, at Vg=0 and Qs=0, minus the built-in voltage.

A parasitic potential well can be observed between gates A
and B. This well does not completely disappear when gate C
is clocked to 6 V. Electrons within this well are not
transported and thus contribute to the transfer ineffi
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ciency.

The value of the potential maximum at the silicon-silicon
dioxide interface, Vs, between two gates at ground poten-
tial is approx. 5.5 V, the value of this potential between
gate B and C is approx. 9 V. When a positive voltage is
applied to a gate, the potential maximum Vs increases and
its position is shifted towards the positive gate. If no
avalanche breakdown occurs, the maximum allowable voltage
applied to gate C is Vs minus the built-in voltage (reach-
through condition). For higher voltages this junction is
forward biased and injection of holes is started. Although
experiments show maximum voltages slightly over
Vg=Vch(0,0)-Vb, before reach-through between the gates
occurs, the plot does not show this effect.

From Fig. 3.24 the potential profile along a line perpen-
dicular to the gate surface through the middle of the gate
can be obtained. This is depicted in Fig. 3.25. This
figure makes it possible to compare this real JCCD with
the simplified model. Clearly, the shape of the curve is
qualitatively predicted by the simple model. Because of
the phosphorus channel implant the position of the
potential maximum is closer to the gate epilayer junction.

3.9 Operation of basic JCCL structures
3.9.1 Structure of the AND/OR function

As in all CCD logic, the AND/OR function is the basic
configuration. The OR function is the easiest to .
implement. If two unit charge packets are transferred into
an unit area potential well, the resulting charge in this
well represents the OR function of the input packets. The
normalization of this charge packet can be used to obtain
the AND function. In DCCL this normalization is performed
laterally by spilling the surplus charge over a potential
barrier which is controlled by a DC voltage. In JCCL the
normalization is performed vertically through the gate.
The AND function explicitly uses the overflow signal that
results from bringing together two charge packets in a
potential well that can contain only one charge packet.
The total overflow current is B times the surplus charge,
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$2

A
N

Fig. 3.26 (a) Schematic Zopview of the AND/OR function;
(b) Crnoss-section of the AND/OR function.

B is the amplification of the pnp-transistor. The layout
and a cross-section of the AND/OR function is given in
Figs. 3.26(a) and 3.26(b). The configuration essentially
consists of two JCCD channels, one giving the OR of the
two inputs and the other giving the AND function. The
charge packets X and Y are present in the input/OR
channel. The clock phases are indicated in the upper right
corners of the gates. The arrow and ’'>2’' denote an
overflow current if two or more charge packets are
present. This overflow current is injected in another
channel forming the result of the AND function.

In the logic AND channel, the injector current Iin must
result in a full charge packet within the interval bounded
by the onset of overflow somewhere during the falling edge
of the previous clock phase, t;, and its termination
somewhere during the rising edge of the following clock
phase, t,. The clock phase of the injector during this
interval is high, Fig. 3.27. illustrates this.

An expression for the value of the resistor R is obtained

by van der Klauw [3.4]. The overflow current, I,, is taken
constant over the interval t,-t,, as can be assumed if t,-
t,; is small compared with the decay time of the pnp-
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Fig. 3.27 The clock waveforms at change injection.
Charnge injection by the injectorn gate that
At drniven by ¢7 44 initiated at time t; and 4£s
terminated at time %j.

transport current. The injector structure is seen as a
diode parallel to a capacitor C. The diode represents the
injector gate in which the base current is negligible,
which implies that all the injector current flows into the
JCCD channel. The capacitor C represents the injector
capacitance including wiring. This capacitor introduces a
short delay, typically about 1 ns, in the injection
process since it has to be charged to the voltage level at
which the diode takes over the current I,, if the wvalue of
the resistor R is high enough. After the capacitor has
been sufficiently charged the current I, flows through the
injector and the resistor R only. The injector is assumed
to follow the ideal relation:

Iin = IS exp ( qu/ kT) (3.46)
in which Is is the saturation current of the injector, and
Vg is the applied voltage. The injector current has to
create a charge packet Qs,max(Vg) in the remaining time
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At. The required voltage is also the voltage across R and
so [3.4]:

P9 L K L

0 At ~ gR At Is (3.47)
And the minimum value for R equals:
kT Q 1 .o
R q 1n ( At Is Y / ( ;O AL ) (3.48)

At room temperature, the saturation current of an injector
gate with a 10x10 um? emitter is about 65 fA; using
Qmax(7V) = 0.08 pC, I, = 0.12 mA (experimental value), At
= 15 ns (for a device operating at 10 MHz), a minimum
resistor value of 4.1 kfl is required.

As long as additional capacitive loads from other injec-
tors or wires do not increase the delay too much, it is

P#Q

o, —T—°| | o

22

l

X+Y

Fig. 3.28 Schematic Layout of the function F=P-0+X-Y,
using a wired-or operation. ,
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Fig. 3.29 Schematic Layout of a complex inverter caleuwlating
(X-y) . TP0].

possible to implement wired-OR functions in JCCL. Figure
3.28 shows an implementation of the function F = PQ + XY
using a wired-OR operation [3.4].

3.9.2 Balanced injector structure

To obtain a complete description of logic devices we have
to define a complementation operator. For this purpose the
so-called balanced injector structure is defined.

The balanced injector structure consists of an injector
gate to which two overflow structures are connected, one
to the emitter of the n+pn-transistor and one to the base
of this transistor. If an overflow current is offered to
the base, it is converted into a voltage across the
resistor and consequently switches off the process of
injection if an overflow current is offered to the
emitter. The possibility of injecting a charge packet now
depends on both overflow currents.

An example of the use of the balanced injector structure
is shown in Fig. 3.29. In this case, two identical load
resistors R are inserted in the emitter and base
connections with the clock. The voltage drops across these
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resistors, if all inputs are a logical "1". will be
identical. The net voltage drop across the injector
junction is therefore zero and no charge is injected. The
output charge packet represents (X.Y).(P.Q).

3.10 JCCL characteristics

The JCCL characteristics were measured and extensively
discussed by van der Klauw [3.4]. In the following these
results are summarized. : :

First the transfer inefficiency is discussed. The physical
mechanisms that are responsible for signal charge loss in
JCCDs include:

i) Inadequate time for the carriers to move over the
required distance under influence of diffusion or
externally induced field,

ii) potential barrier humps that may exist in the
channel potential profile,

iii) potential wells that are not emptied by the
externally induced field,

iv) the trapping of carriers at bulk states and later
release. ‘

If the transfer inefficiency, ¢, is the fraction of the
charge that is left behind as a charge packet is trans-
ferred from one well to the next, and n is the number of
transfers, then for digital applications the transfer
inefficiency product, ne, must be equal to or less than
0.25 if a 50 percent reduction in the noise margin between
logic levels is acceptable [3.10]. The transfer inef-
ficiency is different at voltages below and above
Vch(0,0)-Vb, because of additional loss of charge due to
injection into p-gates, if surplus charge is present. In
the present case this loss of charge is less than 0.1%. In
a typical JCCL process the ¢ is measured to be between 1072

and 1073, Charge losses that are independent of the
amount of charge are usually denoted by §. In the case
where no precautions are taken to avoid large parasitic
wells at the crossing of the lateral gap and the inter-
gate gap this § can be as large as 15% of the total charge
packet if measured after 30 transfers.
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Power dissipation in dynamic systems increases linearly
with the clock frequency as P = C V2 £, In JCCL devices,
however, the contribution of vertical overflow currents
dominates this figure in most cases. A convenient way to
characterize power dissipation in JCCL devices is to
express the total load of the clock by the equivalent
number of unit area gates, Neq ) with equivalent capaci-
tance Cgq which is the average value over the clock
voltage swing:

P = V2 f=n Q V£ (3.49)

n C
eq eq eq ‘eq

Qeq represents the amount of charge that flows through the
clock voltage source to the unit area gate, in either
direction during a single clock cycle. In Gy, the capaci-
tance to the lateral confinement and to adjacent gates,
and the capacitance of an average length of interconnect
are included. In the same way the corresponding charges
are included in Q,,. Although these contributions are
constant for a fixed clock voltage swing, the power dis-
sipation is dependent on the presence of a charge packet
in the JCCD channel since the charge packet contributes to
Qgy- Values for ny,, and Qg4 are obtained from models of
the charge overflow. If we consider a typical logic
circuit consisting of 10 gates in which three gates can be
used for vertical overflow the ng, is estimated to be in
the range of 50-100, and the Qgq in the range of 0.2-0.4

pC.

Two aspects that determine the maximum and minimum
operating frequencies of JCCL devices are the typical
aspects that are concerned with vertical overflow and some
general JCCD characteristics. The minimum operating
frequency is determined by the JCCD dark current, which is
approximately 12 nA/cm? at 300 K. If a filling of 10% of a
full packet by this current can be tolerated, then the
permissable storage time of a signal is just below one
second. This implies a clock frequency of, say, 100 Hz as
a hundred JCCD cells are passed from input to output. The
use of vertical overflow limits the maximum operating
frequency. In the available time for vertical overflow a
full charge packet must be created. The limit is at
present somewhere between 50 and 100 MHz [3.3,3.4].
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. CONFIGURATIONS AND
IMPLEMENTATIONS

4.1

Introduction

If a suitable technology is available the possibilities of
constructing logic functions with JCCDs are:

a)

b)

Logic functions using only transfers in the charge
domain. In this way simple Boolean functions and,
say, the carry function can be obtained.

Logic functions using transfers in the charge and
current domains. The following classes are distin-
guished:

i) Boolean logic: in this case the logic functions
are based on the conditional operator implication
(i.e. 1f x is true then so is y). The x is said to
imply y, written x = y, if the table 4.1 is satis-
fied (a table of this sort is referred to as a
truth table).

ii) Threshold logic: a function f(x,,x,,..,xXn) is a
threshold function if a set of numbers (w,,w,,..wn}
(called weights) and a number T (called threshold)
exist such that f(x,,x,,..,xn) =1 if and only if:
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X vy X—y 1(x—y)
0 0 1 0
0 1 1 0
1 0 0 1
11 1 0

The arrow symbol is used in many
different contects and so extreme
care is needed in deciphering their

meaning.
So:

X—y (4.1)
is the same as

(=x)Vy (4.2)
where 7 is the Boolean complementation
operator.

Tabe 4.1 Truth Zable of Logical implication operaton

B owx, 2T (4.3)

where xi = 0 or 1 and the multiplication and summa-
tion are arithmetic (rather than Boolean). In JCCL,
a threshold function can be realized using a single
device (called a threshold element), as shown in
Fig. 4.1.

iii) Other mixtures of horizontal charge transport
and overflow currents. The earliest full adders were
designed in much of an ad hoc way, using the dif-
ferent possibilities of charge transport. If digital
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Fig 4.1 Rpresentation 0§ a threshold element. The
numbers wy,wz...w, are weights, T is the
threshold.

charge-coupled logic (DCCL) is transformed into JCCL the
resulting devices belong to this category too.

An introduction to a systematic approach to obtain
functions in JCCL is given. Logic functions with JCCDs
were first described by May et al.[4.1]). The inverter
structure was introduced by Kleefstra. The basic AND/OR
device and the wired-OR function were described by van der
Klauw {4.2]. An overview of the symbols and variables used
in the description of JCCL is depicted in Fig. 4.2, The
rectangles represent the various gates. The area of the
injector gate is taken.as a unit. The area of the normal
gates and the injector gates are expressed by the size of
the symbols. The size of the symbols for the overflow
gates is not proportional to the area of the overflow
gate, instead the function performed by the overflow gate
is denoted. In the upper right corner the clock phase by
which the gate is driven is indicated. The variables
representing currents are typed in lower case, the vari-
ables representing charge packets are typed in capitals.

4.2 General description of JCCL
4.2.1 Functions in charge domain
A survey of basic configurations combining different

numbers of injector gates with overflow gates of different
sizes is shown in Fig. 4.3. In this and the following
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k gate area A/2, connected to clock phase
clock phase ¢k (k=1,2,3)

Agate area A

? k injector gate with area A
V .
4 drain
overflow gate performing
2n . the function 2 n

X,¥,2,P,q,r are.variables in the cut
current domain

X,Y,Z,P,Q,R are variables in the charge do
charge domain

Fig. 4.2 Used symbols and variables in the description
of JCCL. The area of the overnglow gates does
not have a parnticularn meaning, the overflow
gate pernforms the function 2n.

sections the load resistors are left out for the sake of
simplicity. Figure 4.3 shows an upper triangular matrix
with nonzero functions. The first row shows the OR-func-
tions of the input variables. On the diagonal we find the
AND-functions of the input variables. At the intersection
of the second row and the third column, the function is
the OR-function of all possible combinations of the AND-
function of two variables (without using the inverse of a
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Fig. 4.3 JCCL basic devices. The input currhents are
denoted in the upper row. In all devices the ovenglow

gate 44 connected Lo clock phase ¢2


http://bao.cc
http://de.vi.cet
http://appe.fi

Chapter 4 64

variable), £ = xy + xz + yz. This basic function in JCCL
equals the carry function as used in a full adder (FA).
This function is the majority function of its three
inputs. The majority function is a multi-input-single-
output gate the output of which is the same value as that
of the majority of its inputs. To avoid possible confusion
over what constitutes a "majority", it is universally
taken that the number of gate inputs is an odd number,
that is n = 3 or 5 etc., from which the gate output may be

expressed as

f(x)

1 if igl x, = n/2 (4.4)

0 otherwise

Also the majority functions of more inputs can easily be
realized.

If the matrix is expanded, the intersection of the third
row and fourth column would give the OR function of all
possible AND functions of three variables.

4.2.2 Functions in charge and current domain

To obtain a complete description of logic devices for two
variables we have to define a complementation operator.
For this purpose the so-called balanced injector structure
is defined. The possibility of injecting a charge packet
depends on both overflow currents (x and y). The truth
table of the balanced injector structure is given in Fig.
4.4, The truth table is the same as that of the function
X.1y or 1(x»y). If y is 0 we have the normal injector
structure. If x always equals 1, x is a so-called l-gener-
ator, then we obtain the invertor structure. The AND, OR,
and invert operation form a functionally complete set of
operators. All logical functions can be constructed. Using
the overflow currents x and y, the balanced injector
structure, and the overflow gates "=1" and ">2" we can
build a two-valued Boolean algebra.

This description of JCCL yields, in principle, the
possibility of building every logical Boolean function.
However, owing to clocked logic, and for minimizing the
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[
X y BI Ay Xe=Y
o|o||0 1 0
0=1|o 0 0
‘ Lo g1 1 i
. ]|1|0 0 0

Fig. 4.4 The balanced injecton structure and truth table
showing the equivalence with the non-implication
operation. .

device area and delay time, the most interesting functions
are performed in a single charge transport step. Table 4.2
gives the truth tables and the names for the 16 functions
of two variables. Figure 4.5 shows that all Boolean
functions of two variables, except the function F9 = xOy
(the equivalence function) can be realized in a single
transport step. In particular the functions inhibition (F2
= X.ny) and exclusive-OR (F6 = x@y) are easily realized
in JCCL. In contrast, the standard logic gates NAND and
NOR are not realized easily because they need 1-
generators.
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X 0 0 1 1

y .0 1 0 1 function name

F, 0 0 0 0 | 0 null

F] 0 0 0 1 XAy AND

F, 0O 0o 1 0 -1 (x>y) non-implication
F3 0 0 1 1 X transfer

F4 0 1 0 0 A (y>x) non-implication
F5 0 1 0 i y " transfer

F6 0 1 1 0 x@y exclusive-OR

F7 0 1 1 1 XVy OR

Fg 1 0 0 O ~(xVy) NOR

F9 ] 0 0 ] xQy equivalence

FlO 1 0 1 0 Ay complement

Fl] 1 0 1 1 y+X implication

F12 1 1 0 0 X complement

F13 1 1 0 1 x>y implication

F14 1 1 1 0 —(xAy) NAND

F|5 1 1 1 1 1 identity

Table 4.2 Truth tables and names of the Boolean
functions of two variables.

The possibilities of creating functions of 3 variables in
a single charge transport step can be given using the
following properties:

property 1) With the overflow gate "=1" we can build all
maxterms (3 variables forming an OR-term, each
containing all the input variables in either true or
complemented form).

property 2) With the overflow gate "=1" we can also build
terms with 2 literals, in either true or
complemented form, OR-ed together with the third
(e g. X. 1y+z Z . x+X. Z+y) .

property 3) With the overflow gate "22" we can build the
OR-function of two-literal expressions of the form
xy+xz+yz and forms with the substitutions x-+1x, -
y=>Iy, z=9z.
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Fig. 4.5 JCCL devices forn Boolean functions of two
variables. ALL the non-trivial functions are given, except
except the equivalence function x0y, which cannot be nea
nealized in one thansfen step. AL overnflow gates are
connected to ¢g
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property 4) With the overflow ">3" we can build all
minterms (3 variables forming an AND-term, each
containing all the input variables in either true or
complemented form).

In general, one way to proceed .is to make a Karnaugh-map
of the required function and consider the possibilities of
expressing the function in the above described
constructions. A boundary condition is formed by the
geometry of possible devices.

4.2.3 Functions using exclusive-OR functions

The exclusive-OR (XOR) function is easily realized in
JCCL. The AND plus .exclusive-OR operators form a
functionally complete set of operators, but require
augmenting with steady logic 1 signals to provide full
functional completeness. Further, as the usually listed
rules of Boolean algebra do not normally include the
exclusive-OR operator, it is frequently not classed as a
Boolean logic gate in the same sense as the AND, OR, NAND,
NOR family. Yet it and its variations are extremely :
powerful logic building blocks [4.3].

The basic exclusive-OR gate is generally considered to be
a two-input gate, which with input x,; and x, obeys the

following rules:

output f(x)

1 if x, # %, (4.5)

Algebraically we may re-express this action in the more
usual way: ‘

£(x) = [x,0%,] (4.6)

As seen in Fig. 4.6, the three-input exclusive-OR gate may
be regarded as an odd-parity gate, that is a gate output
signal of which the output is 1 when an odd number of its
input signals is 1. In this way it resembles the sum
output of a full adder. The three-input exclusive-OR gate
is logically equivalent to two two-input exclusive-OR
gates in cascade.



Chapter 4 69

X, X, X, X, f(x)
(a) x, 2k+1 f(x)=xI@x2®x3 0 0 0 0
S 0 0 1 i
0 1 0 1
0 1 i 0
1 0 0 1
x T 10 1 0
! =1} =l 110 0
(b) %, £ (x) S 1
%3 (c)

Fig. 4.6 Three-input exclusive-or gates : (a) three-
Anputs, the "2kR+1" denctes that the output
8 a Logical one if an odd numben o4 Logical
ones 45 o4fered at the input. (b) three-
input exclusive-or made by a cascade of fwo
two-input exclusive-on gates, the "=1" denotes
that the input must be one (only one Lnput
L8 a Logical one). [(c) truth table

4.2.4 Threshold logic

As has been pointed out in section 4.2.1 and Fig. 4.3,
majority functions of more inputs can easily be realized.
Figure 4.7 illustrates a three-input majority gate and its
JCCL realization. The logic functions which are directly
realized by majority (and minority) gates are in the class
of symmetric functions. All symmetric functions are
characterized by some "symmetry" in their input variables,
whereby the interchanging of two (or more) inputs causes
no change to result in the output function f(x). If this
invariance holds for all possible pairs of input variables
then the function is said to be completely symmetric. The
basic AND/OR gates are clearly completely symmetric in
their inputs. Similarly all the majority and p-out-of-q-
type functions are completely symmetric. Symmetric
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Fig. 4.7 Three-input majornity gate (a) and its JCCL
AmpLementation (b). The ocutput f(x) will
be a Logical one Aif the majority of ALs
inputs ane a Logical one, that is, two
o mone Anputs ane "one".

functions form an important class of Boolean functions,
and recognition of the symmetry may aid in producing an
efficient realization of the function [4.3].

The majority gates introduce two features as follows:

(1) It is possible to specify a logic gate from which it
is possible to generalize the basic AND/OR functions

(ii) The functions realized by majority gates are com
pletely symmetric.

The simple AND/OR gates and majority gates may be con-
sidered as particular and simple cases of the general
class of threshold logic gates. Threshold logic gates have
binary-valued input and output signals, however the gate
inputs need not each have the same "importance" in deter-
mining the 0 or 1 gate output state. The threshold-logic
gate is a logic circuit that can by some means "weight"
its various binary inputs, sum the resultant weighted
products, and give a gate output 1 or 0 if this weighted
sum is above or below a chosen threshold value.

In JCCL it is possible to obtain threshold logic gates if
the input weighting factors are not varied over a large
range. The weights are carried out by injector gates of
different sizes. Figure 4.8 illustrates the general symbol
used for a threshold logic gate, together with the
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Fig. 4.8 Symbols on "oLd" symbol system (a}, and a
possible symbol in the ITEC-system (b), and
the genenal expnession for a threshold
Logic element.

general expression for the gate output £(x). Figure 4.9
illustrates some specific threshold logic gates together
with the threshold expressions and corresponding Boolean
expressions for each. Also the design structure in JCCL is
‘depicted.

The example in Fig. 4.9(c) and (d) is a special threshold
function called the 4-universal threshold function [4.4].
A gate or building block is said to be N-universal for N,
a positive integer, when it can be used to realize any
positive N-dimensional threshold function f by application
of signals indicative of the arguments of £, and possibly
signals with a constant value O or 1, to the inputs of
said gate or building block. In the simplest example of an
N-universal gate, N=4. There is only one 4-universal
function of 4 arguments. A gate realizing this function
has 4 inputs and it can realize any of the 10 essentially
different, 3-argument positive threshold functions, plus
the threshold function <2x;+X,+x3+x,>;. The 4-universal 4-
argument function is defined by the following Boolean
equation:

UA (x1+x2+x3+x xl(x2+x +x4) + X X.X (4.7)

8 = 3 27374
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f (x)=<2x +x2+x3>3, threshold
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[x1x2+x1x3] , Boolean 3
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(x)—<2x +x +X threshold
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—[gl(x2 5t 4)+x,,x3 4] , 3oolean

Fig. 4.9 Examples o4 a three-input threshold gate (a),
with its JCCL Amplementation (b), and a
foun-input threshold gate(c) with its JeeL
Lmplementation.

Table 4.3 demonstrates that this function is 4-universal
by making substitutions of variables which correspond to
the application of signals. The first ten functions are
the 10 different, p051t1ve threshold functions of 3
arguments.

A historical note must be made. The research on threshold
logic gates was carried out during the era which began in
1963 and ended in 1973. The reasons for the increased
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U4(0,O,0,0) 0(0+0+0+0) + 000= 0 (1)

U4(0,xl,xz,x3) = O(x1+x2+x3) * X X)Xy T X XXy (ii)
UA(XI’XZ’X3’O) = xl(x2+x3+0) + x2x30 = x](x2+x3) (iii)
UA(O’I’XI’XZ) = O(l+xl+x2) + lx]x2 = XX, (iv)
Uy ()% %y, %)= ) (R ¥, #x3) +%,yX, X3 =
| = xlx2+xlx3+x2x3 (v) -
Ua(xl,xl,xl,xl)= xl(x1+xl+xl)+x]xlxl =X, (vi)
U4(1,0,x],x2) = l(0+xl+x2) + Ox'lx2 =X]+X2 - (vii)
U4(x1,x2,x3,l) = xl(x2+x3+l) + x2x3l=x]+x2x3 (viii)
UA(]’XI’XZ’X3) = l(x]+x2+x3) + X X Xg =

T Xt | (ix)
U4(l,1,1,1) = 1(1+1+1) + 111 = 1 (x)
U4(x1,x2,x3,x4)é xl(x2+x3+x4) + X, XX, ' (xi)

Table 4.3 The substitutions in the 4-universal threshold
function (x.] for obtaining the 10 essentially
difgernent positive threshold functions of 3
variables [4.4].

interest in threshold logic gates and functions then were
the discoveries of some important potential advantages
over traditional Boolean realizations. The end of the
period was marked by the notion that a possible new
technology was necessary for efficient implementation of
threshold gates. A selected literature survey on threshold
logic can be found in [4.5].

4.3 The transformation of DCCL into JCCL
The most elaborated research published on charge-coupled

logic is that on digital charge-coupled logic [4.6]. The
transformation presented here offers the possibility of
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barrier
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— X+Y
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X+Y.
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/

Fig. 4.10 AND/OR gunctions in DCCL and JCCL.
{a) DCCL AND/OR structure
(b) Decomposition-Level drawing o{ the
AND/OR structure
(c) Equivalent JCCL AND/OR structunre.

obtaining the whole range of logic functions used in DCCL.

To make the transformation of DCCL structures into JCCL
structure clear, the structures are first described by
decomposition-level drawings. Decomposition-level drawings
show the physical and logical relations between input and
output charges, (and currents,) and logic values [4.7].
should be emphasized that the models describe ideal
physical relations between inputs and outputs of gates.

Figure 4.10 (a) shows the basic AND/OR function in DCCL.
The operation of this AND/OR function can be explained
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briefly in the following way. The charge packets X and Y
are transferred towards the common storage electrode D. If
both inputs- are logical ones, the common storage electrode
will contain a charge quantity which is twice that of a
logical one. This quantity is mormalized by providing a
potential barrier. One charge quantity is spilled over the
potential barrier and forms the logical AND function. The
charge that is left is transported on a alternate clock-
phase and forms the logical OR. In Fig. 4.10 (b) a decom-
position-level drawing is depicted. The left part of Fig.
4.10 (b) shows the decomposition-level drawing of an
addition in the charge domain, the right shows the
structure performing the =2 operation together with a
shift of the charge that remains. Figure 4.10 (c) shows
the equivalent JCCL AND/OR.

The DCCL AND/OR gate may be altered to fulfill the
exclusive-OR function. The exclusive-OR function is the
sum output of the half adder. The DCCL half adder function
is shown in Fig. 4.11 (a). In the exclusive-OR implementa-
tion the output is taken from the OR function output.
However, the output is corrected for the (1+1) state by
detecting the AND output with a special gate that changes
the potential of the transfer gate and blocks the OR
output. In this way the sum of the half adder is obtained.
The charge that is left if the transfer gate is blocked is
transferred and forms the carry function of the half
adder, as is illustrated in the truth table in table. 4.3.
The decomposition-level drawing of the DCCL half adder is
depicted in fig 4.11 (b). It is obtained by considering
the carry-output and the branch with the barrier to form
functionally one part. This part 'yields as a functional
result the carry, and if complemented and AND-ed with the
OR-output it yields the sum of the half adder. This result
is illustrated in the truth table in table. 4.4. The new
symbol in the decomposition-level drawing is the symbol
for the function Inhibition ( x.4y). An overview of used
symbols in the decomposition-level drawings is given in
Fig. 4.12.

To obtain the half adder circuit in JCCL we have to
realize that the charge transfer in a channel cannot be
blocked by a change in the potential on a gate in the same
way as it is done in DCCL. This is due to the fact that
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Fig. 4.11 Halfadder function in DCCL and JCCL.

{a)
(b)

(c)

(d)

pccL hal§ addern structure.
Tecomposition-Level drawing of the
hat fadden structure

To make it possible to find the jccL
equivalent half adden sthucture, the
drawing 44 extended,

Equivalent jccL half adder structure.
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, Addition
Xl _
% ; + . F F = x]+...xn
n
Semi-threshold
= 1 >
Yes FYes 1 1f 2z 2k
Z F, =0 if z <k
Yes
= - i 2>
No FNo k-1 if =z 2k
. FNO =z if =z <k.
Inhibition
X * [ F = [Xl'ﬂle , Boolean
iy
2
| Fig. 4.12 Symbols used in decomposition-Level drawings.
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Table 4.4 Thuth table of the hatf adder build with an
o function and-ed with the complement of the
function 22
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-

X |y C C -C-OR (5C*OR)+xyC'
0 0 0 0 0 0
0 o 1 0 1 1
0 ] 0 0 1 ]
0 1 1 1 0 0
1 0 0 0 1 1
1 0 1 1 0 0’
] ] 0 | 0 0
1 1 1 1 0 1
\ \
carry _ . sum

Table 4.5 Thuth table of a §ull adder, iLeustrating
the building blocks forn constructing a full
addesx 4w DCCL and JCCL.

the JCCD is a buried-channel CCD. However, if we have a
current, the injection mechanism of an injector structure
can be blocked with another current (balanced injector
structure). To find the JCCL structure for the same
operation we first extend.the decomposition-level drawing.
Without loss of generality, we can insert a ‘=1’ building
block after the ’'=2’. By testing the ‘21’ condition, in
JCCL, we obtain an overflow current that can be injected
in another channel. The ’'no’-output of the =1 condition is
the functional zero and can be omitted. Figure 4.11 (c)
gives the adapted decomposition-level drawing and Fig.
4.11 (d) the equivalent JCCL half adder circuit.

The full adder circuit in DCCL, Fig. 4.13(a), can be
implemented by adding a third input to the input AND gate,
an additional barrier and a storage location, and an OR
gate. In this way, the carry function still occurs if two
or more inputs are logical ones: carry = xy+yz+zx, the sum
function is now built with the OR function of -=carry.OR
(as in the half adder) and x.y.z . The truth table in
table 4.5 illustrates this functioning. The decomposition-
level drawing for this full adder is depicted in Fig. 4.13
(b). This drawing can directly mapped into a JCCL full
adder structure. The JCCL full adder is schematically
shown in fig 4.13 (c). :

The full adder circuit obtained in this way is basically
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Fig. 4.13 Full adder function 4n DCCL and cornresponding

structune in JCCL

(a) DCCL full adder

(b) decomposition-Level drawing for the full
adden

(c) equivalent JCCL 4ull adder structure.
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Fig. 4.14 Schematic iopviéw JCCL hal{ adder using one
excfusdive-0OR gate and an AND gate.

the same full adder. as described by van der Klauw [4.2],
which was derived in a heuristic way. The transformation
formalism shows that it is possible to obtain the DCCL
functions in JCCL.

4.4 Full adder using exclusive;OR gates in JCCL

If the fan-out of the logical devices is greater than 2,
the logical operations can also be performed in separate
structures. The implementation of a half adder can be
straightforward using an exclusive-OR configuration for
the sum-output:

S =y.7X + X.7y = X0y (4.8)
and an AND configurafion for the carry-output:

C =x.y : ’ (4.9)
The configurations are depicted schematically in Fig.

4.14. If we use a cascade of half adders, the sum and
carry-output have to be of the same type of gate, then the
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transfer gate

Fig. 4.15 Schematic topview JCCL full adder using
exclusive-OR building blocks. ‘

number of gates is the same as in the previously con-
sidered half adder. But one resistor is saved and the
delay in the circuit is only one-third of the delay in the
previous half adder.

The full adder is also easily implemented using exclusive-
OR gates. The sum-output is realized with a cascade of two
exclusive-OR gates:

S-xeyez - (4.10)

While the carry is obtained using a 22 gate as can be seen
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15

%?‘

Fig. 4.16 Photomicrnograph of the JCCL full adder usding
exclusive-0OR gates.

in Fig. 4.15. The z-input must be delayed before it is
combined with the other inputs. In practical applications
this could be an advantage (see for example section 6.4 of
this thesis). Figure 4.16 shows a photomicrograph of this
full adder. It is not easy to compare this full adder, at
this stage, with the previous one. A comparison between
complete cells, in a way that is possible to cascade full
adder cells, is made in the last section of this chapter.

4.5 full adder/ full subtractor

As an application of the more general theory of section
4.2.2, in which functions with two variables in a Boolean
logic were discussed, the full subtractor is discussed.
The truth table of a full subtractor is shown in table
4.6, it shows the borrow (B) and difference (D) functions.
The difference function equals the sum function in a full
adder. Figure 4.17 shows the Karnaugh-map of the borrow
function. It shows that
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oy By Bivp D
o 0 o 0 0
0o 0 1 1 I
0 i 0 1 1
0 1 1 1 0
1 0 0 0 1
L0 1 0 0
I 10 0 0
1 | 1 1 1

Table 4.6 Thuth Zable fon subtraction. B 44 the borrow
grom a previous stage. U stands fon difference.
The gunction performed L5 x minus y

YZ y
X 00 0l 11 10
0 [ [ P 1|
<1 1
C

Fig. 4.17 Karnaugh map of the borrow function
B= xy+ x.z +yz | , (4.11)

and equals the carry function if the x is complemented.
Using the property that with the overflow gate ">2" we can
build the OR-function of two-literal expressions of the
form xy+yz+xz and the forms with the substitutions x~1x,
y+1y or z-+3z (property 3 in section 4.2.2), this borrow
function can easily be implemented. The combination of the
carry and borrow function in one device is possible. In
this way we can obtain a full adder/full subtractor cell
in which no additional logic parts, such as exclusive-ORs,
are necessary,

The cell is composed bearing in mind that the sum function
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as well as the difference function are obtained in two
charge transfer steps using two exclusive-OR gates. The
combined carry/borrow device is, together with its com-
ponents, drawn in Fig. 4.19. The functions are determined
by a control signal M such that:

f(x,y,2,M) = xy + yz + xz if M=0,
Xy + yz + yxz  if M=1. (4.12)

A photomicrograph of this combined carry/borrow function
is shown in Fig. 4.18.

4.6 Threshold logic full adder

Conventional threshold gate full adders can be found in
literature on threshold gates published during the 1960's.
Two designs are depicted in Fig. 4.20. The first, Fig.
4.20 (a), shows a full adder based on two 4-universal
building blocks [4.4]. It operates as an adder with input

Fig. 4.18 Photomicrograph of a combined carry/borrow
device in JCCL.
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Fig. 4.19 Schematic topview :
(a) carry device for full adder
(b) borrow device for full subtractor
(c) combined carry/borrow device.
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Fig. 4.20 Threshokd gate §ull addens :
(a) using two U4 building blocks

(b) simplifdied by using a '22' carny.

signals x, y, and C(i). One U4 block produces the sum-
output S(i) and the other produces the carry-output
C(i+l). Figure 4.20 (b) shows a full adder that is
obtained by simplifying the part that produces the carry
signal [4.8]. The schematic topview of this full adder is
shown in Fig. 4.21. In the chapter on experimental
results, the actual layout and design considerations are
discussed (section 5.2.3).

4.7 Summary and comparison of full adders

In this chapter several full adders have been presented.
The adders have different advantages and disadvantages.
Further, the list of adders is not complete, for example,
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Fig. 4;.21 Schematic. topview of JCCL 5u& adden based on the
simplified circuit of f4g. 4.20 (b). ,

full adders can be obtained using majority gates only.

The full adder (FA-1), first described, was obtained by a
transformation from DCCL into JCCL. It possesses the
advantage that the inputs are combined in a single channel
which gives the sum and carry. The fan-out, if the adders
are used in a pipeline manner, is one. A disadvantage of
this adder is the number of transport shifts in the charge
domain that is necessary, namely four. The number of load
resistors is four.

The second full adder (FA-2), which uses exclusive-OR
gates to obtain the sum, only uses two transport shifts,
in the charge domain, and three load resistors are neces-
sary. The fan-out of two could be a disadvantage. If a
full adder is used in a cell for pipeline multiplication
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overflow current is increased with approximately 40 % if
the epilayer thickness is decreased from 7 pum to 5 um
[5.1].

In this chapter experimental results of the logic func-
tions realized in the 5 pm epilayer process are presented.
Also, some comments will be given on results with JCCD
logic functions claimed in literature. The experimental
results on the logic' functions are split up into two
categories, belonging to different values of the number of
transfers, n. Section 5.2 shows results on JCCL if n < 2.
In this section the experimental results on simple JCCD
logic functions, as decribed in two articles [5.2,5.3],
are presented. Experiments with the threshold full adder
complete this part. In section 5.3 the results on JCCL if
more than two transfers are involved are discussed. The
final section, 5.4, describes an interesting experiment
which is related to the JCCL research, but violates an
important condition on the values of the terminal
voltages. It shows the possibility of having a charge-
coupled logic at clock voltages under the channel
potential Vch(0,0) [5.4].

5.2. Results on JCCL, n < 2
5.2.1 Simple JCCD Logic at 20 MHz [5.2]

Using the properties of junction charge-coupled devices,
simple logic functions operating up to 20 MHz can be
obtained. The AND function of two inputs and the carry
function of three inputs show an improvement of clock
frequency, when compared with earlier results of junction
charge-coupled logic and other synchronously clocked CCD
logic, such as digital charge-coupled logic and
multivalued logic CCDs.

Figure 5.1 shows schematically the configuration of the
AND and carry functions, ‘basically consisting of one JCCD
channel. Charge packets are injected into the channel by
means of an injector structure. The clock phases are
indicated in the upper right corners of the gates. The
arrow denotes an overflow current, if surplus charge is
present. If more than one well underneath an injector is
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Fig. 5.7 Schematic diagram of the device structune.

filled, an overflow current will occur at the next clock
phase. This overflow current can be injected elsewhere,
forming the result of the function. The remaining packet,
underneath the overflow gate, is transported to the drain.
load resistors have been left out for simplicity. A
schematic diagram of -the total test structure is shown in

Fig. 5.2

A photomicrograph of the logic circuit, performing the
carry function, is shown in Fig. 5.3. The channel poten-
tial is 5.2 V and the clock voltage is 6.3 V.. Internal
load resistors are 2.2 Q1. The results of the AND and carry
functions at clock frequencies of 21.1 MHz are shown in
Fig. 5.4. Fig. 5.4a shows the AND functions. Figs. 5.4b
and ¢ show all permutations of input signals, performing
the carry function of three inputs, with carry (x, y, z) =
Xy + yz + xz. This function is an essential part of a full

adder.
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Fig. 5.3 Photomicrograph of the carry function.

Earlier publications on JCCL demonstrated the operation of
AND and NAND functions at frequencies up to 5 MHz [5.5].
Logic circuits with multivalued CCDs operated up to 1 MHz
[5.6]. Groups working on digital charge-coupled logic
(DCCL) reported a half-adder successfully operating at 5
MHz [5.7]. ' '

5.2.2 Junction charge-coupled logic operating up to
clock frequencies of 40 MHz [5.3]

Using the properties of junction charge-coupled logic,
logic functions operating up to 40 MHz can be obtained.
A test device is develloped which minimizes parasitic
transport channels between not-neighboring gates.
Experiments with this device, performing the carry
function of three inputs shows an improvement of clock
frequency when compared with earlier results with junction
charge-coupled logic and other synchronously clocked CCD
logic, such as digital charge-coupled logic and
multivalued logic CCDs. The operation frequency has been
increased up to 40 MHz.
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injector
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Fig. 5.5 JCCL device performing the carny function
at highen frequencies.
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Figure 5.5 shows a drawing of the tested device, which
performs the carry function of three input currents. The
three inputs are indicated with an arrow. The input
currents are converted into charge packets using a charge
injector structure, which is basically an additional n+-
diffusion in a p-gate (the in this way created npn
transistor has its collector in the channel of the JCCD
channel). The charge packets under the input gates are
transported towards a central gate were the function is
performed. The gate can only contain one charge packet,
excess charge causes an overflow current representing the
functional result. : ' ’

On the left side of this central gate a small gate and a
drain, respectively, are visible. The main improvements in
this test device are a 5 um epilayer thickness and a
constriction near the small gate. In previous devices
electrons drifted around the corners towards the drain
instead.of contributing to the vertical charge transport
of the central gate.

The response of the carry circuit at-'a clock frequency of
40.7 MHz is shown in Figs. 5.6a and 5.6b. The lower traces
present the output signal across 50 2, 10 mV/div. The
other traces present the input signals, a high level
voltage, implies the input .of charge that is sampled by one
clock phase. The clock voltage is 7 V, the internal load
resistors are 2.2 kQ. The photographs show all . '
permutations of input signals, performing the carry o
function, with carry(x,y,z) = xy +'yz + Xz. This function -
is an essential part of a full adder

The results of the presented basic JCCL function show that
it is possible to obtain charge-coupled logic at .
interesting frequencies, If CCD logic is combined with the
inherent small memories, it provides an interesting
opportunity for p1pe11ne architectures’dn'the bit-level
[5.8]. ' ' co c
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5.2.3 Threshold full adder

This section shows the results of the threshold full
adder, which has been described in section 4.6. The actual
layout of the full adder and the pheripheral circuitry of
the test device is depicted in Fig. 5.7. It shows the p-
gates, the resistors, and the n+-diffusions (dotted
areas); it also shows the contact holes. In the layout,
the following parts can be distinguished:

a) the input channels I,, I,, and I, ,

b) the 1-generator (1),

c) the output channels 0, and O,

d) the part performing the carry function, A,

e) the part creating the sum signal, C,

) the central drain in the full adder structure B.

The full adder structure is described in section 4.6. In
the implementation special attention is given to the shape
of the boundaries near the central drain. Constrictions in
the main channel are made to avoid parasitic channels,
through which electrons can reach the central drain before
they are used to create an overflow current.

The value of the resistors is 4 kfl. The input and output
structures are standard JCCL structures. For the full
adder function only the parts A, B, C, and three resistors
are necessary.. The remaining parts are input and output
structures. The size of the full adder part is
approximately 180x100 um?2.

Figure 5.8 shows the response of the circuit at a clock
frequency of 1.1 MHz. The clock voltage is 5.8 V. The
upper trace shows the carry signal. The second trace shows
the output of the sum channel. The three lower traces
represent the input signals. In this case two input
signals are exactly the same. The picture shows the input
combinations (0,0,0), (1,1,0), and (1,1,1). The operation
can easily be verified.
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Fig. 5.7 Layout of the threshold full adder. The Layout
shows the diffusions forn the gates and n*-areas

(dotted), and the contact holes. The parts that
can be distinguished are explained 4in the text.
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5.3 Results on JCCL, n > 2

Measurements on basic logic functions with more than two
charge transfers, realized in the process with 5um
epilayer thickness, reveal a problem. The functions show
that the logic operations are not performed correctly for
every combination of input signals. They all show that the
first "1" which should be present in the output signal is
absent,

A first question is if this is a consequence of the
decrease in epilayer thickness. To answer the question we
investigate the references [5.1], [5.5] and [5.9] which
claim results with JCCD logic functions in the 7 um
epilayer process. Careful inspection shows that the logic
operations are not performed correctly too. In reference
[5.1] the response of the input signals shows that the
'spike’ of the first "1" is reduced to approximately 10%
of its normal length. This is the case in both the AND-OR-
INVERT circuit and the full adder circuit. In the first
case, due to the same mechanism, the switch. off takes to
long too. In reference [5.9] one input, the lower input in
the sum, supplies more than one charge packet, resulting
in extra ’'spikes’ in the output. All these circuits obtain
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the logical result in more than one clock cycle.

Figure 5.9 tries to clarify the statement that the logic
operations are not performed correctly. Because of the
delay properties of the CCD, a direct comparison between
the input and output signals is sometimes difficult. To
examine the operation the input signals are delayed with a
time At in the figures on the right side. In these
drawings the clock feedthrough is removed too. The arrows
denote the incorrect responses. Two remarks should be made
on this procedure. First, the delay At is only known upto
2/3 of a clockcycle, At = At' * 3/2 ¢(clock). This is due
to uncertainties in the delay in the input and output
structures. However the proposed shifts -are obvious. The
second remark concerns the small signals, especially those
at the beginning of the response. All output pulses are a
result of overflow signals. This implicates that even
small signals in the response are a result of putting
together charge packets that create a surplus charge of at
least 40 % . The last oscillogram, Fig. 5.9d, shows
another published oscillogram concerning the operation of
JCCL. It is clear that this one cannot be investigated
because of the absence of the input signals. A possible
explanation of the described incomplete operations is, the
in section 3.6.3 discussed backward chargeflow because of
the non-ideal technology of the present JCCL.

5.4 Charge coupled transistor logic, a JCCL compatible
logic at clock voltages down to 2 V [5.4]

The possibilities for a charge-coupled logic operating at
low clock voltages is investigated. Charge-coupled
transistor logic (CCTL) is a mutation of junction charge-
coupled logic (JCCL). It is driven by a low voltage clock
swing. The described experiment shows the AND function
realised in CCTL operating at 12.5 MHz and driven by a
clock voltage swing of 3V, If compared with other
synchronously clocked CCD logic the experiment shows a
decrease of the clock voltage swing.

The experiment has been carried out to investigate the
possibilities of a logic device, compatible with Junction



Chapter 5 101

'*”MWHMWJNNMI"?” iy (o 1 """ ' l E l' 'é'/'/

RNNECCL o (Lot S 17 o (1
T e —
' b _ A

10m0; S00mv QS | SOws | l ’
. '.‘_..L_._L-A_ RS S S

i .

Fig. 5.9 Rsponses o4 the various

w  Logic devices An JCCL. The nes-
.  ponses can be found An :la)-[5.91;
| (6),(c)-[5.1] ; (d)-[5.51 . In the
Lext an explanation 45 proposed
W fon the iuegulanities denoted by
F7.an awow in the night parts.



http://de.vi.ca

Chapter 5 102

Charge-Coupled Logic (JCCL), operating at low clock
voltages. Charge-Coupled Transistor Logic (CCTL) combines
properties of bipolar transistors and junction charge-
coupled devices.

CCTL probably best fits in the class of charge-coupled
logic. The disadvantages of charge-coupled logic in MOS
processes, like DCCL [5.10], are based, among other
things, on the inability of directly interconnect two
physically separated locations with a metal conductor, the
performance only at low frequencies (typically upto 5
MHz), and the high clock voltage swing which makes it
almost impossible to be compatible with any 5 Volt
(digital) MOS process. JCCL [5.5], made in a bipolar
process solves some of the problems. It is compatible with
bipolar circuitry, it can connect physically separated
locations with metal conductors, and it can operate at
frequencies upto 40 MHz. However it is driven by a clock
voltage swing of 6-10 Volt.

CTITL, in this experiment, made in the same technology as
JCCL, can have the same advantages as JCCL, but is driven
by a clock voltge swing of less than 3 Volt. :

Figure 5.10 shows a photomicrograph of the device
performing the AND function of two input currents, i(x)
and i(y). The cross-section along line PP' is depicted in
fig. 5.11. The structure consists of a lightly doped p-
type substrate and an n-type epilayer with diffused p-type
gates. The p-gates are connected to a three phase clock.

The cross-section shows an injector gate at clockphase ¢,,
the central gate—which performs the AND function— at ¢,,
a gate at ¢5, and the n+ drain connected at a voltage
generator at voltage Vt+.

The result of the AND- function in CCTL at a clock
frequency of 12.5 MHz is shown in fig. 5.12. The output
spikes are delayed with 2/3 of the clock frequency, due to
the charge-coupled device operation. One part of this
delay is caused by the transfer in the logic function, the
other part is caused by the transport in an input circuit
that converts a charge packet into a current. The circuit
has been tested upto 15 MHz. The clock voltage swing is 3
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Fig. 5.10 Photomicrograph of the device pergorming the

AND function.
1 2 3 Vpt
[ _
R £,
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Fig. 5.11 Cnoss-section along the Line PP'.
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Fig. 5.12 nesponse AND function with Vdoch=3V.

V, the value of the voltage on the nt+ gate, V , equals

4 V. The successful operation of the logic device is
determined by the poper choice of the potential on the n+
gate at a given clock voltage swing. Figure 5.13 gives the
relation of these voltages at different frequencies. The
line indicates the minimal values that are acceptable.

Discussion ,

The transportable charge (Qs) in a JCCL can be split up
into three components, Qs = Qw0 + Qwe + Qf, where Qw0 is
the charge in the potential well under the condition that
the gate-epilayer junction is reverse-biased, Qwe is the
excess charge that can be stored in the potential well if
the gate-epilayer junction is forward biased but no
measurable substrate current is flowing, Qf is the excess
of majority charges compensating the charge of the
traversing minority carriers which make up the forward
transport current. In CCTL the drain becomes a source, Vn+
< 6 V, which fixes the potential in the epilayer. This can
be seen as a background charge. The potential on Vn+:-is
chosen such, that background charge fills the potential
well until the pnp transistor becomes active. In this way
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the transportable charge is probably only Qf.
Further research is necessary.

6#——'
|:f=2.5 MHz

v+ 5 A f=8 MHz
(V)

4h—-
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2 ] ] ]

2 3 4 5
Vc| (V)

Fig. 5.13 nelation between the clock voltage, Vg
“and the voltage on the n*-gate , V-
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SYNTHESIS

6.1 Introduction

As has been stated in 2.3 junction charge-coupled logic is
a technology for bit level systolic arrays. It is timed by
a global clock, the transport of charge packets is related
to a unit time delay. If JCCL is used in a regular array
consisting of modular cells with only neighbor cell inter-
connections, in which the throughput is independent of the
size of the array, then we obtaln a bit level systolic
array.

Several other technologies can be used for implementing
bit level systolic arrays. The most advanced devices
implement important signal processing functions using
systolic arrays of single bit processors based on gated
full adders in a CMOS process. These commercial chips
include a bit-slice correlator chip, FIR fllters, and
Winograd Fourier transforms [6.1].

Parallel bit-level pipelined VLSI designs for signal
processing using a mature CMOS technology show a
multiplication throughput of 70 MHz [6.2]. Although not
completely pipelined, so not systolic on the lowest level,
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these circuits are excellent examples of building blocks
for implementing those signal processing algorithms where
throughput and real-time operation are the major concerns,
and latency is not a critical factor.

Bit level systolic architectures are very powerful for
implementing signal processing functions with JCCL.
Systematic approaches to establish a method whereby system
level systolic circuits are constructed from building
blocks which are themselves systolic arrays at the bit
level have been discussed by McCanny and McWhirter [6.1],
Danielson [6.3], Li and Wah [6.4], S.Y. Kung [6.5] and
Deprettere at al. [6.25].

McCanny and McWhirter investigated bit level systolic
arrays for computing sums of products. For application in
bit parallel multipliers, they combined two designs, that
of McCanny and McWhirter [6.6] and that of Hoekstra [6.7],
which were derived on a heuristic basis. Section 6.3
discusses a spiral systolic array for bit level division
of two words. It accomplishes the design of the full
adder/ full subtractor cell of section 4.5. Finally,
section 6.4 discusses the use of JCCL in bit level
systolic arrays [6.8].

6.2 Some pipelined multiplier arrays for bit level
systolic array architectures

In 1982 McCanny and McWhirter proposed bit level systolic
arrays to improve the pipelining rate of systolic arrays
(at the word level) and to better utilize the current
integration level of VLSI technology [6.9]. They described
a circuit for the pipelined multiplication of two :
continuous streams of 4-bit positive numbers.

The array is depicted -in Fig. 6.1, it is a pipelined
carry-save multiplier, but it differs from previously
proposed carry-save devices [6.11] in one important
respect. Each bit of b(n) interacts with only one bit of
a(n) on a given clock cycle and so no broadcasting of data
takes place.
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Fig. 6.1 Bit Level systolic multiplien array based on
cary-save algonithm [6.9].
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Each cell comprises a full adder, some simple logic and a
number of delays (latches). The logic performed is:

S=5"® (a.b) & C'
C = (a.b).S' + (a.b).C’' + 8'.C'

The rectangles represent delays which enable multiplica-
tions to be carried out in a completely pipelined and
parallel way. The multiplication array is already
systolized. '

The numbers a and b to be multiplied are input to the
circuit along the upper edges of the array with their
constituent bits staggered by means of external delays, as
shown. The most significant bit of a (i.e. a,) and the
least significant bit of b (i.e. by) enter the circuit
first. The second most significant bit of a and the
second least significant bit of b follow one delay later
during which the logic operation is performed. This
ensures that as each bit of a moves across the array it
meets every bit of b—one at each of the cells which it
crosses. If the bits enter every clock cycle then the
latency of the array is twelve clock cycles, however it is
possible to start a new multiplication and to complete the
product of a previous on every clock cycle.

An alternative systolized bit parallel multiplier proposed
by Hoekstra [6.7] is shown in Fig. 6.2. In this multiplier
array the least significant bit of a and the least
significant bit of b enter the circuit first. The circuit
can be seen as the 'systolization’ of the ripple-carry
multiplier array (6.10].

Figure 6.2 shows the complete multiplier array, the
necessary delays are included in case of a multiplication
of two 4-bit positive numbers. This multiplier array uses
the familiar "multiplication on paper" procedure. As is
illustrated in Fig. 6.3, this array is just the
"multiplication on paper" array as is seen in a mirror.

The elementary cell of the lattice is the so-called inner-
product step processor which performs the following
operations on the binary information:
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[a}
[at-}

bo . / , / P:a'-b .
S=S®PaC
C=PS+PC+SC

a3
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e

Fig. 6.2 Bit Level systolic multiplien array based on
ripple~canny algorithm [6.7]1. The nectangles
nepresent the delays. The crossing-rectangles
nepresent delays in honizontal and verntical
direction.
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Fig. 6.3 Mivon image of "multiplication on paper” phocedure.

(i) copy a and b
(ii) transfer a and b (delay)
(iii) multiply a and b to obtain product P
(iv) add incoming sum S’, product P and incoming carry
C' to obtain outgoing sum S and outgoing carry C.

All input and output signals are fully synchronized,
obtained by skewing. The arrows represent shifts at
discrete time intervals. The rectangles represent delays
which enable multiplications to be carried out in a
completely pipelined and parallel way, which is the
fundamental reason why very high throughputs are feasible.

The numbers to be multiplied are fed in parallel from the
left side and shifted through the array. The carries are
shifted parallel with the a’s. At the bottom the sums
S(0), S(l) etc. are obtained. The products a(m).b(n) are
calculated at the crossings of bit streams a and b. These
products are obtained in the following time order:
(i) first a(0).b(0)
(ii) then a(0).b(1)
(iii) next, at the same time, a(0).b(2) and a(l).b(0),

and so on.

S(0) can be first obtained. The latency of this array is
11 clock cycles, but numbers can be entered every cycle.

The circuit constitutes a pipelined shift-and-add multi-
plier, where the carries ripple through each stage of the
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calculation. However, this does not induce extra delays
because in each cell, as a consequence of the systolic
properties, a bit of b(n) interacts with only one bit of
a(n), and a new sum and carry are formed within a given
clock cycle. Thus the clock speed is limited only by the
propagation delay of a single cell. In this array the
number of cells for multiplication of two m bit words

is m?

Compared with the multiplier array described by McCanny
and McWhirter the reduction of cells equals

1/2{m(3m+1)}-m? = 1/2(m?+m) (6.5)
whereas the number of delays increases by only
1/2{m(m-3)) + 1 (6.6)

This 1s important because delays require much less silicon
area than whole cells.

6.3 A bit level spiral systolic division array

There is a class of systolic arrays in which neighbor
communication. not only exists between cells within the
array but also between the outer cells, as if the array is
projected on a cylinder. In Fig. 6.4 an example is shown.
This type of arrays belong to the class of spiral systolic
arrays [6.12]. The following description of an array for
bit level binary division is such a spiral systolic array.

The method we use for binary division of two positive
numbers is a 'systolization’ of the principle of a
nonrestoring division array [6.13,6.14]. An example
illustrates the method.
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Fig. 6.4 Spinal systolic arnay. The spiral intercon-
nections imply global wiring.

The principle of a nonrestoring array -is that, when, in

any row of the array, a subtraction has caused a change of

sign in the remainder, the next row is arranged to add
rather than to subtract.

4 /7 100 dividend

subtract 111 divisor
0 101
add 111
1 : 0001
subtract 111
0 . 1011
add 111
0 1101
add 111
1 0001
subtract 111
0 1011
etc.

Thus, the qoutient is 0.10010....
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We see that after each subtraction/addition the divisor is
shifted to the right. The sign of the most significant bit
determines whether the next operation is to be a subtrac-
tion or an addition. The complement of this bit is the
corresponding quotient bit. If the value of this bit is a
logical one an addition of the row with the next row is
necessary, otherwise if the bit is a logical zero the next
row has to subtracted from the present row and the
quotient bit is one.

The spiral systolic array for binary division is depicted
in Fig. 6.5. The input mode M, which communicates the
information for adding or subtracting, in any row is
connected to the output of the most significant bit of the
previous row. Essentially it is a linear pipelined struc-
ture, which is transformed to a two dimensional lattice by
adding delay (represented by the rectangles) in the
vertical transport direction (bits a(i)) and adjusting the
delay in the diagonal direction ( bits b(j)). The number
of unit delays are denoted in the rectangle.The elementary
cell of the lattice is an add/subtract cell. It performs
the following operations on the binary information:

(1) copy b.(b(j) is the jth bit of the divisor)
(ii) transfer b (delay) . :
(iii) add b with the incoming a’ and a given carry; or
subtract b from incoming a’ with a given borrow
(iv) use carry if M=0 or borrow if M=1
(v) a=a" @b e C'/B’',
(vi) ¢/B = (b.a’' + b.C'/B' + a’'.C'/B’) if M=0
= (b.4a’ + b.C'/B' + qa’'.C'/B') if M=1

1

All input and output signals are fully synchronized which
is obtained by skewing. The arrows represent shifts at
discrete time intervals. The rectangles represent the
delays. The bits of the dividend are fed in parallel from
the left and shifted through the array. At the same left
side the quotient bits and the control signal M are
obtained. The manipulations are performed in the following
time order:

(1) first a,’-b,
(2) then a;’'-b,
(3) next a,'-b,
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Fig. 6.5 Bit Level systolic array fonr non-restoning
division. The function performed is 0=N/ R,
where N=(a,’',a ',az’) and R=(b0’b1’b2)‘
See also example iin the text.
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(4) then 0 +/- b,
(5) next a, +/- b,
and so on.

The examples illustrate the possibilities of using JCCL in
bit level systolic arrays and the ways to build algorithms
with JCCL. The following section discusses an application

of JCCL on bit level systolic arrays.

6.4 Junction charge-coupled devices for bit level
systolic arrays [6.8]

0 Abstract

The application of junction charge-coupled devices (JCCDs)
within the concept of bit-level systolic arrays is
discussed. The extremely small basic memory cell and the
low power dissipation of CCDs make it a candidate for bit-
level systolic arrays if fast suitable logic functions can
be realized. Junction charge-coupled logic (JCCL) provides
a good solution to the large amount of local memory. The
implicit regeneration of charge packets and the variety of
logic functions are strong arguments for using junction
CCDs. A JCCL ‘inner-product step processor is described.

1 Introduction

The application of junction charge-coupled devices (JCCDs)
is discussed within the concept of bit-level systolic
arrays. Charge-coupled device (CCD) structures are very
small and have excellent pipeline-type memory functions.
JCCDs form a special category: the memory devices
themselves perform the logic functions. This property can
be used for reducing memory device size in bit-level
systolic cells.

The combination of CCDs and systolic arrays was introduced
by Nash [6.15]. He considered the advantages of CCD logic,
for special purpose applications, in terms of throughput
per unit power to arrive at an appropriate figure of merit
for VLSI. The decisive factor is based on the fact that a
CCD memory cell is extremely small and has a low power
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digital circuits

MOS T bipotar

NMOS  CMOS cCco JCCD 2L TTL

Fig. 6.6 Position of the JCCD in the field of logical circuits

diésipation, if used in dynamic signal processing. The
most advanced result, achieved by Allen et al. [6.16], is
the design of a Hadamar transformer chip.

The advantages of junction charge-coupled logic (JCCL)
over the. conventional CCD logic are, among others things,
the improvement of maximum clock rate and the possibility
for directly interconnecting two physically separate
locations by means of a metal conductor.

The structures of the JCCD memories and logic parts are
introduced, and advantages and disadvantages of JCCL are
discussed. Figure 6.6 shows the position of JCCL with
regard to digital logic circuits. The MOS-line is divided
into the static NMOS and CMOS logic and the intrinsically
dynamic CCD logic. JCCD can be seen as the bipolar
counterpart of this CCD logic.

2 Bit-level IPSP cells

For real-time digital signal processing with systolic
arrays, pipelining at all levels should be pursued. At the
bit level this requires a large amount of local memory for
transferring information from cell to cell, and for
skewing input and output signals. For certain algorithms
it may even be necessary to include memory cells in
between the cells themselves. The area used by latches in .



Chapter 6 119

FA

a s’
a

Fig. 6.7 Structures of bit-level IPSP cells in CMOS/SOS and in
JCCL
a CMOS: latch, full adder
b JCCL: coefficient delay: 100 x SO um?;
gate delay: 20 x 40 um?;
full adder: 100 x 200 um?
total cell areas are comparable .
a bit-level systolic cell, in the CMOS/SOS convolver array
of GEC [6.17,6.18], is 50-70% of the total circuit area.
One way to improve this figure is using dynamic latches
instead of the static latches, which were used for
radiation hardness reasons. Another way is using
techniques combining logic functions with CCD memories.
The dynamic behavior and serial access of CCDs comply very
well with the concept of systolic arrays.

Figure 6.7 shows the structures of bit-level inner-product
step processor (IPSP) cells performing:

P = ab
S'=S ®P6®C
C'=PS + CP + SC

These functions are combined with the following operations
on the binary information:
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(i) copy a and b
(ii) transfer a and b (delay).

It should be noted that the sequence of the delay and
functions in the case of JCCL is arbitrary; the incoming
signals are distributed over the coefficient delays and
the logical functions. In the MOS cell all input signals
are latched. So there are 4 latches in the IPSP cell. In
JCCL there are two different types of delays because there
is a 3-phase clocking scheme which will be explained later
on. The coefficient delay is functionally comparable with
the data latch, whereas the gate delay is just one or two
extra transfers, which are very small in size.

What is the justification for research on JCCL in an
inner-product step processor? First of all, the clocked
and pipelined (J)CCD logic is a technology for bit-level
systolic arrays. Further, JCCL is processed in a standard
bipolar process providing the possibility for integrating
good bipolar circuitry for data input and output, and
clock drivers. With regard to size and functionality, we
can say that the first research model of the JCCL IPSP
cell has the same size as the IPSP cell of the CMOS/SOS
convolver [ 6.17), using the same line widths. A
photomicrograph of this cell is shown in Fig. 6.8. The
benefits of CCD logic must be based on the low power
dissipation, when the cells are used in a dynamic mode.
The power dissipation of this cell is estimated to be 3
mW.

3 Application of CCDs .

The concept of a memory device, or delay, using charge
stored on capacitors is the basic idea of CCDs. A CCD, in
its simplest form, is an array of closely spaced MOS
capacitors. If at some time a positive voltage is applied
to the metal electrode, a potential well is formed in the
p-type silicon, in which electrons can be stored. The CCD
operation consists of a time discrete transfer of separate
quantities of electrons from one potential well to
another. This transfer is directed by the application of
clocked voltages to a concatenation of gates. Further
information on CCDs and their applications may found in,
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Fig. 6.8 Photomicrograph of a JCCL IPSP cell.

for example, Sequin and Tompsett [6.19], and Howes and
Morgan [6.20].

For digital signals an empty well represents a "0O", and a
well filled with electrons renresents a "1". In terms of
digital filters a block diagram of an N-stage CCD is given
in Fig. 6.9, and the system function is given by:

@ = | i e

Vi Va2 Vn-1

ino—{ D o L--1 o D |— oout

Fig. 6.9 Block diagram of an N-stage CCD
The rectangles labelled D represent stages of delay by one clock period.
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An ideal delay by one clock period is z7', and an ideal
delay by N clock periods is z=N. However, the CCD delay 1is
not ideal; each time charge is transferred from the (k-
1)th stage, a fraction ¢ of the charge is left behind
(typically e= 10%3).

4 Structure of logic JCCD functions

JCCDs offer interesting advantages over MOS CCDs in the
area of logic applications. Junction CCDs have reversed
biased pn-junctions as gates. Their operation is treated
by Kleefstra [6.21], who also reported the first
experimental results [6.22]. Junction charge-coupled logic
was first described by May et al. [6.23].

The devices performing logic operations are constructed by
using the JCCD property of vertical charge transport
through the gates. This property, which does not have a
counterpart in MOS CCDs, is exploited in two ways. First,
in case of charge injection, an nt-emitter is placed in a
p-gate. Electrons can be injected by forward biasing the. n
p junction. Charge can be injected into the CCD channel,
acting as a collector of this vertical npn transistor.
Second, in the case of charge detection, the potential on
the gate is raised, and surplus charge, that is created by
bringing two charge packets together may flow from the
channel into the gate as long as the gate potential
exceeds the channel potential underneath the neighboring
gates. The gain of the vertical pnp transistor is used to
regenerate the charge packet.

Logic circuits can be designed using charge injection and
charge overflow structures. By combining different
structures and the CCD property of charge transport in the
channel, logical functions can be constructed in several
ways.

The JCCDs are driven by a 3-phase clock. The contents of a
charge packet are determined by the clock voltage and the
area of the p-gate. The‘operation of a JCCL device will
be illustrated with the function f(x,y) = x + y. The
device, drawn in Fig. 6.10, consists of two injector gates
A and C, an overflow gate B with the size of an injector



Chapter 6 123

Fig. 6.10JCCL device performing f(x,y) = x + y

bt=1t,¢,>0
ct=1t,,y,>0
dt=t;,¢;>0

gate, and two gates with minimum dimensions D, E. These
last two form a so-called charge circulator. The logical
"1l" is, in this case, represented by an overflow current,
At time t=t; the voltage, ¢ ,on the injector gates A and C
and gate E is raised (¢,>0); charge can be injected under
the injector gates A and C by means of overflow currents i,
and iy . At this time charge is present under gate E of
the charge circulator. At time t=t,(¢,>0) the contents of
A, C and E are combined in the overflow gate B. If one or
both of the wells under the injector gates are filled,
overflow will occur. This overflow current represents the
logical "1" because it can be converted into a single
charge packet; thus £(0,1) =1, £(1,0) = 1 and £(1,1) = 1.
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If there is not any injection (iy,=iy=0) overflow will not
occur, f(0,0) = 0, but only one minimum charge packet will
circulated. At time t=t, this packet is transferred to
gate D, where it is normalized to a minimum packet. Owing
to space limitations a systematic approach to JCCL
functions cannot be given here. A very brief overview is
given. The possibilities to construct logic functions with
JCCDs are:

(a) logic functions using only transfers in the charge
domain. In this way simple Boolean functions and,
say, the carry function can be obtained.

(b) Logic functions using transfers in the charge and
current domains. We distinguish the following
classes:

(i) logic functions using exclusively the balanced
injector structures. An example is the exclusive
-OR, which will be discussed in the next section.

(ii) threshold logic

(iii) other mixtures of charge transport and

- balanced injector structures.

In general, functions are developed and verified by the
help of a logic simulation computer program. A memory
structure can now be interpreted as the logic function
f(x)=x, or just as the transfer of a desired result until
all logic functions in the cell are completed. So the size
of the coefficient delays depends on the number of
transfers necessary for completing the cell’s logic. The
gate delays are used to obtain the results simultaneously,
and are, in fact, part of the logic function.

5 Description of a JCCL IPSP

Recently, van der Klauw [6.24] described a JCCL full adder
(FA) circuit. This FA could be used to construct a IPSP
cell. In this article is stated that the FA operations are
calculated within one clock-cycle. This is true. However,
if used in an IPSP cell, the FA operations must be
accomplished with an AND function, and the result must be
available in such a form that it can be used as an input
in the.next cell. In general this will result in an
operation time of two clock cycles, for this FA, and
consequently, the size of the coefficient delays will be
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doubled. The total area of a cell based on this FA will be
about 0.13 mm?, which is twice the size of the IPSP cell
of the CMOS/SOS correlator.

For applications in bit-level systolic arrays it is
preferential to use logic structures which complete the
logic function in one shift after the creation of charge
packets underneath injector gates. Figure 6.11 shows a
number of possibilities. By combining the carry function
with exclusive-OR functions it is possible to obtain a
cell in which the total function is obtained within one
clock cycle. This cell has a total area of about 0.07 mm2.

A last remark, before we describe the cell, is that it is
possible to exchange the charge circulator for a drain. In
this case we only- have to use a smaller overflow gate and
one extra transfer gate; the power dissipation, of such a
structure, will be less , but a direct voltage is
necessary. At present we do not know which configuration
will be most suitable; research on this point is still
going on.

An inner-product step processor can be constructed with
JCCL coefficient delays, an AND, two exclusive-ORs, and a
carry function. It is shown schematically in Fig. 6.12 and
will be discussed briefly. The exclusive-OR device is
easily obtained by combining two balanced injector
structures, an overflow gate and a charge circulator. If
only one current is offered, just one injector is opened.
If both currents are offered, both injectors are turned
off, and no charge is supplied to the overflow gate. The
AND and carry functions were shown in Fig. 6.11, and can
be verified easily. The carry function in Fig. 6.12 is
already combined with the required gate delays. The
coefficient delays are drawn. The delay of the coefficient
b is doubled, due to the fact that this cell can be used
for bit-level multiplication based on the shift-and-add
algorithm [6.7].

6 Conclusions

JCCL has some useful properties such as operation at
frequencies up to 50 MHz (according to computer
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simulations), combination with bipolar circuitry
(integrated clock drivers, input, output) and small memory
structures.

In general, in any synchronous circuit, clock skew will
limit the maximum rate of operation. To obtain operation
at high frequencies, we should use the benefits of the
following facts:
(a) only aluminum interconnections are used,
(b) operattion at 250 MHz has been achieved with JCCD
delay lines,
(c) simple logic function have been operated at
clock frequencies over 30 MHz

Advantages over MOS CCDs result from the vertical charge
transport. In particular, the implicit regeneration of
charge packets (after each charge injector structure) and
the variety of logic functions are strong arguments for
using JCCDs. There are also some disadvantages, such as
higher sensitivity to process variations, and larger size
of the JCCD basic delay cell. For use in bit-level
systolic arrays the arguments for CCDs are the expected
low power dissipation and the small area used by memory
and delay. In case of JCCL this area is estimated to be
20-25% of the total cell area.



On the action formulation in semiconductor physics and
modeling

APPENDIX A

Introduction

The physics of electromagnetic phenomena in semi-
conductors can be described by two basically different
sets of equations. First there are the familiar Maxwell
equations. When combined with the equations for charge
transport, they provide the familiar description of
carrier dynamics in semiconductor structures. Another
method is to describe the physics in terms of the quantity
called the action S. The position that action occupies in
physics .stems from a fundamental law of physics: the
principle of least action, whose classical formulation
states that in real processes observed in nature action is
extremal (its variation vanishes). This variational
principle was introduced into physics by Fermat (1662) and
today plays a profound role in ordinary mechanics,
relativistic mechanics and in (quantum) field theory.

In standard textbooks on semiconductor (device) physics
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the basic equations for semiconductor device operation are
the Maxwell equations, current-density equations, and
continuity equations. In the case of the pn-junction diode
the physical quantities, such as diffusion potential,
electric field, and depletion layer width in thermal
equilibrium, are derived from Poisson‘'s equation.
Subsequently, (one-dimensional) analytic device modeling
is based on solutions of the one-dimensional field
equations and, if there, most numerical device modeling is
based on finite-difference methods.

The action S can be derived from Maxwell'’s equations and
Maxwell’s equations can be derived from the principle of
least action. The two sets of equations are equally
"fundamental". However if device modeling is done by
numerical modeling approaches, the different sets of
equations give a different view on the numerical methods,
and the physics behind them. If the physics is described
analytical and in one dimension, by the principle of
extremal action, the physical quantities can also be
easily obtained. In the case of numerical device modeling,
methods like the finite element method, follow as a
natural proceeding.

In standard texts on the modeling of semiconductor devices
the finite element method, which originates from fluid
dynamics, is only approached from the mathematical point
of view, and the finite element equations are obtained
from Poisson’s equation. At this point two remarks can be
made. First, the finite element equations can be obtained
for all variationally conceived problems [A.l], and
second, purely mathematical, the finite element equations
can be obtained for a range of problems for which such a
basic variational equation may not exist [A.2].

If elctrostatic phenomena are described in terms of the
action S, the physics is clear and the finite element
equation is a natural result.
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Principle of least action [A3,A5]

In order not to complicate the description we consider the
simplest and best known system: the one-dimensional
classical description of a particle [A.3]. For a
nonrelativistic particle in a static potential, the action
from an instant of time t, to another instant t, is:

t
s=fLadt (A.1)
ty

where L is the so-called Lagrange function:

L=T -0 (A.2)

where T is the kinetic energy and U the potential energy.

The principle of least action asserts that the integral S
must be a minimum for infinitesimal lenghts of the path of
integration. For a path of arbitrary length we can say
only that S must be an extremum, not necessarily a
minimum.

Let g=q(t) be the function for which S is a minimum. This
means that S is increased when q(t) is replaced by any
function of the form:

q(t) + 8q(t) (A.3)
where q(t) is a function which is small everywhere in the
interval of time from t; to t,, see Fig. A.l; éq(t) is
called a variation of the function q(t). Since for t=t,

and for t=t,, all functions must take the value q(t=t,)
and q(t=t,) respectively, it follows that:

6q(t,) = éq(t,) =0 (A.4)

The change in S when q is replaced by q+éq is:
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when this difference is expanded in powers of §q and 6q in
the integrand, the leading terms are of the first order.
The necessary condition for S to have a minimum is that
these terms are zero.

Specifically let:
t . :
= } L(q,q,t)dt (A.6)
t, :
where q is the position and the time derivate q is the

velocity. Thus the principle of least action may be
written in the form:

§S =6 j L(q,q,t)dt = 0 (A7)
t, : ‘

or effecting the variation
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€,

3L oL .
1) (34 89 * 3¢ 69) dt =0 (A.8)
t,

since §q = déq/dt, we obtain, on integrating the second
term by parts:

ts
_ 8L o qts 8L d 3L
§S = [aq 5q]tl + [ (aq it aq) §qdt (A.9)
t

The conditions (A.4) show that the integrand term in

(A.9) is zero. There remains an integral which must vanish
for all values of §q. This can be so only if the integrand
is zero identical. Thus we have:

d ,dL dL
dt(aq) ~8q " 0 , (A.10)
This equation is called the Euler equation and is a :
necessary (but not sufficient) condition for the existence
of a stationary value. If in this equation the Lagrange
function is substituted it gives Newton’s equation of
motion. And, as we will see further on, if the formalism
is in three dimensions and we substitute the Lagrangian
for electrostatics the solution of the Euler equation is
Poisson’s equation. .

For the actual path S is zero, thus S is an extremum. In
most cases of physical interest the stationairy value will
be a minimum. The problem of determining the stationary
value of S is considerably more difficult than the
corresponding problem in differential calculus. Indeed,
there may be no solution. In differential calculus the
minimum is determined by comparing q(t,) with q(t), where
t ranges over neighboring points. Here we assume the
existence of an optimum path for which S is stationary,
and then compare S for our (unknown) optimum path with
that obtained from neighboring paths. A valid question at
this point is: if we have a (not optimal) form of the
action integral, how do we get the best (approximate)
path? To answer the question we describe the path with:
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q(t,B) = q(t,0) + Bn(t) (A.11)

thus

6q = Bn(t) (A.12)

We choose q(t,Bf=0) as the unknown pth that will minimize
S. Then q(t,B) describes a neighboring path. The function
n(t) is arbitrary except for two restrictions. First, all
varied paths must pass through the fixed end points:

n(ty) =n(ty) =0 (A.13)

Second, n(t) must be differentiable. S is now a function
(technically, S is a functional) of our new parameter §.
If we do not have the optimum path the value of S will be
too high. And the best approximation is to pick the B that
gives the minimum value for S.

Formulation of S for electrostatics [A4,A5] .

The concept of the electromagnetic field was formed by
Faraday, Maxwell and others. The field is a system with an
infinite number of degrees of freedom, varying in space
and time. Fields carry energy and momentum. Relativistic
invariance demands that the potentials of various fields
be transformed in a specific manner under a four-
dimensional vector. For the case of a field we have that
the action integral is expressed as:

S = [ L dxdydzdt (A.14)

where L is again a Lagrangian adapted to the situation.
The interval is taken over the whole space-time. The
action function S for the whole system, consisting of an
electromagnetic field as well as the particles located in
it, must consist of three parts:

S =Sf+sm+smf (A.15)

where Sm is that part of the action which depends only on
the properties of the particle, that is, just the action
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for free particles. The quantity Smf is that part of the
action which depends on the interaction between the
particles and the field. Finally, Sf is that part of the
action that depends only on the properties of the field
itself, that is, Sf is the action for a field in the
absence of charged particles.

The total expression of the action for the electromagnetic
field will not be given here. It consists of an integral
over the sum of actions for each of the individual
particles, the potential of the field at that point of
space-time at which the corresponding particle is located,
and some function of the electromagnetic field tensor.
This expression can be found in literature [A.4]. The
action for electrostatics is [A.5]:

s=5J (V)2 av - [ pp @V (A.16)

which is a volume integral over the space enclosed by the
boundary conditions on E and ¢. S is a extremum for the
correct potential distribution ¢(x,y,z). Consider S for
the correct ¢ plus a small deviation 6¢. The ¢ is what we
are looking for, but we are making a variation of it to
find what it has to be so that the variation of S is zero
to first order.

S 4154 5 J [(98)2 + 2 94V8q + (Véq)?]av -

I (p¢ + pég)av (A.17)
disregarding second order terms we find
§S = [ (eVg+VE4 - psg)dv (A.18)
We use ghe following equality:
Ve(aVb) = VasVb + aV?b (A.19)

and find that
§S = [ (e[-64V24 + V+(54V4)] - pbg)dV (A.20)
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By Gauss's theorem, the divergence term integrated over
the volume can be replaced by a surface integral:

Joop V0 (86V8)AV = [ o 6¢V4en da (A.21)

If we impose the boundary condition on the surface then
the integral vanishes. The remaining volume integral is:

§S = [ (-€V2¢ - p)6pdv (A.22)

Since §¢ is arbitrary (but, 6¢=0), we obtain for the
correct ¢, 6S=0,:

V2 = -p/e (A.23)

which equals Poisson’'s equation. Equation (A.18) equals
the basic equation for obtaining the finite element
equations [A.6].

Applications: the simple one-dimensional pn-junction

The potential is described with a parameter a, ¢ = ¢(x,a).
The action now is a function of the new parameter a and
the condition for an extremum is:

as _
%0 = 0 (A.24)

This equation gives the value of a for the best
approximation with the given potential function.

The abrupt junction, the linearly graded junction, and an
approximation of the linearly graded junction are
discussed. Probably the most characteristic feature of the
simple pn-junction (homogeneous charge distribution) is
that in equilibrium the electric field equals zero outside
the depletion region. It is possible to use this criterion
for constructing a good choice for the potential
distribution. In fact, to guess the potential function we
have to know the exact values of the potential
distribution at the end points (compare equation (A.4)).
In the case of the two junctions we know one end point,
the potential at =0 is zero. But the other end point is
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unknown. However, what we do know is that the
electrical field at this end point is zero. Yet, we can
use this boundary condition. In this case the Lagrangian

is I~ ’;'(E)2 - p¢. Therefore we consider the integrand form
in equation (A.9): '

aL Xq )

[6E 5¢]x1 (A.25)

This term is zero if 6¢(x,) = 6¢4(x,) = 0, but also if

§4(xy) = %%]X=X2 =0 (A.26)

In our case:

aL

oLk (A.27)

thus the boundary condition E(x,) = 0 can be used.

The abrupt junction

We consider the abrupt junction, see Fig. A.2.

A

p = qND -d < x 0 (A.28)

n
p = -qNA 0 <x = dp

Because of the constant space charge distribution a linear
function expressing the E-field seems reasonable so, using
the boundary conditions for -dn < x < 0 we quess:

E= -V¢ = a(dn+ x) (A.29)
$ 3

-a dnx - ax? +C (A.30)

Now:

s = €50 [0 (V)2 ax - aN) [ 4 dx (A.31)
n n
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eeodn3 qud3
- 2
6 a? + 3 a + qudnC (A.
Then we search the o that gives the minimum integral
value:
qN
as _ _—d
da 0 » a= €€, (a.
And we find:
qN,
E = :z: (dn+ X) (A.
_qN
- —2D 10
¢-€€o (dn?(+2x)+C (A.
which are the familiar expressions for E and ¢. The
formulas for
0<x=x dp can be found in a similar way.
The linearly graded junction
We consider only -W/2 < x <0 :
p = -qgx , see also Fig. A.3 (A.
For the electrical field equation we guess:
E=a ((g)z - x?) (A.
Proceeding in a similar way as in the previous case:
¢ = -a (E)zx + 1 ax3 + C (A.
2 3
s = €0 [Org4y2 ax + qg [Ogx ax (A
2 dwf¥ w3 :

4

W 4 W 1 W
= 15660(5)5 a? - Ing(§)5 a+ 5 C (E)2 (A.

32)

33)

34)

35)

36)

37)

38)

39)

40)
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Taking
as _ N _ _9g
da 0 @ = 2ee (A.41)
we obain
2 _ 2
g- 48 (W2 -x*, (A.42)

€€ 2

which is also a familiar result.

Approximation

The above mentioned examples show that it is possible to
obtain the correct expressions of the electrical field and
the electrical potential if we do kwow the correct
structure of the formulas. If we do not know the correct
structure of the electrical field the minimum principle
formulation will give the best possible approximation at a
given structure of the function. This is the basis of the
Garlekin method [A.1]. It is illustrated by again
considering the linearly graded junction however, instead
of the quadratic function of the electrical field, a
linear function is quessed for the electrical field:

We consider only -dk <=x=<0
p = -qgx (A.43)
We quess
E=-V¢ = a(dk+ X) (A.44)
$ = -a d x - L, x24 C (A.45)

k 2
Now applying the action formalism:

5 = 5 [g(v¢)2 dx + qg jg¢x dx (A.46)
k k
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_ 2 £l 5 2 44
=a® Tty - aqg oy d (A.47)
Taking:
a5 _ _2_ag_
=0 et F T Y% (A.48)

The results are illustrated in Fig. A.4.

¢ 19
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Fig. A.4 The potential distrnibution fon the Linearly
graded junction ¢, and the distrnibution ¢'
that approximates the potential distnibution ¢.
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SUMMARY

This thesis describes some models and implementations of
digital logic functions using junction charge-coupled
devices (JCCDs). Under the application of a proper
sequence of clock pulses, JCCDs move ’‘potential wells'’
filled with quantities of electrical charge in a
controlled manner across a semiconductor substrate. Now,
digital information can be represented by the presence or
absence of a charge packet. The charge packet is
transported through the JCCD. This memory function can be
extended with logical JCCD devices. In this way junction
charge-coupled logic (JCCL) is obtained.

The thesis furnishes the reader with a working knowlegde
of the physical principles of JCCDs as used in logic
applications, and provides him with tools for a concise
and precise description of the basic logical structures
and the synthesis of JCCL. The core topic of the first
part is an analytical solution of a simplified JCCD.
Basically a JCCD consists of a lightly doped p-type
substrate and an n-type epilayer with diffused p-gates. A,
well-defined, local potential maximum can be created in
the epilayer by clocking a gate to a positive voltage. The
structure is thus capable of storing electrons. It is not
possible to obtain a simple relation that expresses the
amount of charge, that can be transported in a single
clock cycle per unit of gate area, in terms of the donor
concentration, thickness of the epilayer, and the applied
gate voltage. A new description of the charge transport in
the JCCD is introduced, which is based on the equality of
the electrical potential in the driving and receiving
well.

Besides charge transport in potential wells, JCCDs offer
the possibility of vertical charge transport. Charge can
be vertically injected into the JCCD through the gates by
applying a vertical NPN transistor (injector), which can
be made without any additional fabrication processing
steps. The substrate PNP transistor, formed by the gate,
the epilayer, and the substrate, can be used for the
detection of surplus charge in the potential well. Using
vertical charge transport, logic devices are realized. An
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introduction to the general description of JCCL is given.
The basic logic structures are elements of both Boolean
logic and threshold logic. Several JCCL full adders are
discussed. JCCL is a technology for bit-level systolic
arrays. Some bit-level systolic arrays for multiplication
and division, and the application of JCCDs within the
concept of bit-level systolic arrays are discussed.

Initially, the research was directed towards the
realization of logic building blocks suitable for
application in bit-level systolic arrays. However, after
the first experiments with these cells, it was clear that
a more fundamental research on basic logic functions was
necessary. The simple logic functions, such as AND, OR,
carry, and a full adder are implemented in a process in
which the thickness of the epilayer is decreased to 5 um.
The experiments with the AND and carry functions show that
these logic functions operate up to clock frequencies of
40 MHz. Satisfactory operation of a threshold full adder
has been achieved at a clock frequency of 1.1 MHz. Another
experiment has been carried out to investigate the
possibility of a logic device, compatible with JCCL,
operating at low voltages. An AND function is realized
operating up to 15 MHz while driven by clock voltages down
to 2 V. As can be concluded from the experiments, an
improvement in performance can be obtained from developing
a most favorable technology for digital JCCD applications
and from the elimination of parasitic potential wells.
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detecteren van overmaat lading in de potentiaal put. Met
behulp van verticaal ladings transport worden logische
schakelingen gerealiseerd. Een inleiding tot de
beschrijving van JCCL wordt gegeven. De fundamentele
logische structuren zijn onderdelen van zowel Boolse
logica als van drempel logica. Verschillende optellers
worden besproken. JCCL is een technologie voor bit-level
systolic arrays. Een aantal bit-level systolic arrays voor
vermenigvuldiging en deling, en de toepassing van JCCD'’s
in systolic arrays worden bediscusieerd.

In eerste aanzet was het onderzoek gericht op het
realiseren van logische bouwstenen die geschikt zijn voor
toepassing in bit-level systolic arrays. Echter, na de
eerste experimenten met deze cellen werd duidelijk dat een
meer diepgaand onderzoek van de basis functies nodig was.
De eenvoudige logische functies: EN, OF, carry en een
opteller werden gerealiseerd in een proces waarin de
epilaag werd verkleind tot 5 pm. De experimenten met de
EN- en de carry-functie laten zien dat deze werkzaam zijn
tot een frequentie van 40 MHz. Een (threshold) opteller
werkt correct bij een klokfrequentie van 1.1 MHz. Een
ander experiment is uitgevoerd om te onderzoeken of het
mogelijk is een logische structuur, die verenigbaar met
JCCL is, te laten functioneren bij een lage klokspanning.
Een EN-functie die werkt bij 15 MHz met een klokspanning
van maar 2 V is gerealiseerd. Uit de experimenten kan
worden afgeleid dat de prestaties van de circuits kunnen
worden verbeterd als de fabricage technology wordt
aangepast voor digitale JCCD toepassingen en als
parasitaire potentiaal putten worden voorkomen.
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LIST OF MAIN SYMBOLS

c capacitance

Ceq equivalent capacitance

d(epi) epilayer thickness

E electric field

£ frequency

fe clock frequency

It collector transport current

Lin injector current

Is saturation current

Ip overflow current

k Boltzmann constant

Ne=Nd,epi donor impurity concentration in epilayer
Ng=Na,gate acceptor ,, o, of gate
Ns=Na,sub acceptor ,, ) of substrate
n electron concentration

n number of transfers

Ngq equivalent number of gates

n; intrinsic carrier concentration

P power

P " hole concentration

Q charge

Qs signal charge in JCCD

Qs ,max

Qsmax maximal signal charge

q elementary charge

R resistance

T absolute temperature

t time coordinate

\Y potential _

Vech channel potential (= potential maximum

in the JCCD channel
Vch(0,0) channel potential in absence of signal
charge at a gate voltage of 0V
Vch(Vg,Qs) channel potential in presence of
signal charge

Vb built-in voltage
Ve clock voltage

Vg gate voltage
X,y¥,2 space coordinates

X,¥,2 logical inputs

m-3
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