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Introduction

This thesis is dedicated to the study of a class of probabilistic inequalities,
called Rosenthal inequalities. These inequalities provide two-sided estimates
for the p-th moments of the sum of a sequence of independent, mean zero
random variables, in terms of a suitable norm on the sequence itself. Rosen-
thal inequalities are named after the mathematician H.P. Rosenthal, who first
discovered them for scalar-valued random variables around 1970. The original
version of his result ([121], Theorem 3) reads as follows. If 2 ≤ p <∞ and (fi)
is a sequence of independent, mean zero random variables in Lp(Ω), where
(Ω,F ,P) is a probability space, then

(
E
∣∣∣ n∑
i=1

fi

∣∣∣p) 1
p ≤ cpmax

{( n∑
i=1

E|fi|p
) 1
p

,
( n∑
i=1

E|fi|2
) 1

2
}
,

(
E
∣∣∣ n∑
i=1

fi

∣∣∣p) 1
p ≥ 1

2
max

{( n∑
i=1

E|fi|p
) 1
p

,
( n∑
i=1

E|fi|2
) 1

2
}
.

(0.1)

Here cp is a constant depending only on p. Rosenthal’s motivation for de-
riving these inequalities was to gain insight into which Banach spaces are
linearly isomorphic to a complemented subspace of an Lp-space. Using (0.1),
he showed that the span of a sequence of independent, mean zero random
variables in Lp(Ω) is isomorphic to either l2, Lp, l2 ⊕ lp, or a novel space Xp,
which is nowadays called Rosenthal’s space. The latter space has several inter-
esting properties. For example, it is isomorphic to both a complemented and
an uncomplemented subspace of Lp. The space Xp is also important from a
historical perspective. It was the first example of an Lp-space which cannot
be obtained by taking direct sums of l2, lp, and Lp.

Rosenthal’s inequalities soon became a standard tool for probabilists and
were subjected to intensive study. Several authors have investigated the best
constant cp appearing in the first inequality of (0.1). The constant cp obtained
in the original proof grows exponentially in p as p→ ∞. It was first determined
by Johnson, Schechtman and Zinn [66] that the optimal order of growth is



2 Introduction

given by p
log p . Different proofs of this fact are given in [10, 92]. The exact

value of the best constant was subsequently determined in the special case
where the fi are, in addition, symmetric. Let ns be a symmetrized Poisson
random variable with parameter 1 and let g be a standard Gaussian random

variable. It was shown by Utev [137] that cp = (E|ns|p)
1
p if p > 4 and by Figiel

et al. [54] that cp = (1 + E|g|p)
1
p if 2 < p ≤ 4. Of course, c2 = 1.

Rosenthal’s inequalities have been extended in various directions. Soon
after their discovery, Burkholder obtained a generalization in which the se-
quence (fi) is replaced by a martingale difference sequence [27, 29]. These
inequalities are usually called the Burkholder-Rosenthal inequalities. In an-
other direction, several authors have considered versions of (0.1) in which the
Lp-norm on

∑n
i=1 fi is replaced by the norm of a rearrangement invariant

Banach function space [9, 64, 65].
We shall be interested in extending Rosenthal’s inequalities in two different

directions. In the first part of this thesis, we consider the situation in which the
random variables fi are vector-valued, i.e., they take values in a Banach space
X. The inequalities we develop in this setting are principally designed to prove
a novel Itô isomorphism for vector-valued stochastic integrals with respect to
a compensated Poisson random measure. This isomorphism provides a key
tool for the analysis of stochastic partial differential equations.

The second part of this thesis deals with the situation where the ran-
dom variables fi are replaced by noncommutative random variables. More
precisely, we suppose that the fi are elements of a noncommutative sym-
metric space associated with a von Neumann algebra. The noncommutative
Rosenthal inequalities we establish are utilized to prove Itô isomorphisms for
noncommutative stochastic integrals with respect to certain Brownian mo-
tions. These isomorphisms provide a tool to understand noncommutative (or
quantum) stochastic differential equations.

We now describe our main results in these two directions and their appli-
cations in detail.

Stochastic partial differential equations

Many phenomena in physics, biology and financial mathematics can be de-
scribed mathematically in the form of stochastic partial differential equations
(SPDEs), i.e., partial differential equations driven by a random noise pro-
cess. One can think here of models describing the erratic behavior of particles
immersed in a fluid, turbulence, environmental pollution and the dynamics
of financial instruments deriving their value from interest rates. In the func-
tional analytic approach to SPDEs, one reformulates an SPDE as a stochastic
ordinary differential equation (SDE) in a suitable infinite-dimensional state
space X. This approach was pioneered by the schools of G. da Prato and
J. Zabczyk for SPDEs driven by Gaussian noise [38]. By considering SDEs
in Hilbert spaces they obtained existence and uniqueness results for a large
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class of SPDEs. For the study of the regularity of solutions to SPDEs, i.e.,
the smoothness of their paths, one must go beyond the framework of Hilbert
spaces. Typically, one would like to consider SDEs in an Lp-space, or in a de-
rived space such as an extrapolation space of an Lp-space or a Sobolev space,
so that the regularity of a solution can be determined using the Sobolev em-
bedding theorems. For this purpose, J. van Neerven, M. Veraar and L. Weis
investigated the existence of Itô-type isomorphisms for stochastic integrals
taking values in a general Banach space X. In [106] they showed that if X is
a UMD Banach space and W is a standard Brownian motion, then for any
1 < p <∞ there exist constants cp,X , Cp,X > 0, depending only on p and X,
such that

cp,X(E∥RF ∥pγ(0,t;X))
1
p ≤

(
E
∥∥∥∫ t

0

Fs dWs

∥∥∥p
X

) 1
p ≤ Cp,X(E∥RF ∥pγ(0,t;X))

1
p .

(0.2)
Here RF : Ω → γ(0, t;X) is the random integral operator

(RF g)(ω) :=

∫ t

0

Fs(ω)g(s) ds (ω ∈ Ω, g ∈ L2(0, t))

associated with an adapted X-valued process F and γ(0, t;X) is the space of
γ-radonifying operators from L2(0, t) into X. These estimates give an exact
description of the class of integrands F for which the p-th moment of the
stochastic integral

∫ t
0
Fs dWs is finite.

The right hand side estimate in (0.2) is used to perform a fixed point ar-
gument that establishes the existence and uniqueness of solutions to abstract
stochastic equations in the space X. In combination with Sobolev embed-
ding theorems, the estimate also provides regularity of solutions and optimal
convergence rates for numerical schemes. The left hand side estimate shows
that the right hand side estimate is the best possible. This optimality proved
crucial in the recent solution of the maximal regularity problem for SPDEs
driven by Brownian motions [105]. Maximal regularity results in turn provide
a powerful tool to study nonlinear SPDEs.

In the recent years there has been increased interest in SPDEs driven by
Lévy noise. We refer to [111] for an introduction to the subject. For an effective
treatment of such equations one again needs an Itô-type isomorphism as in
(0.2) for stochastic integrals with respect to Lévy noise. By the celebrated
Lévy-Itô decomposition, every scalar-valued Lévy process L can be written as

Lt = ct+ σWt +

∫
{|x|<1}

x dÑ(t, dx) +

∫
{|x|≥1}

x dN(t, dx), (0.3)

where c, σ are scalars, W is a standard Brownian motion, N is a Poisson
random measure on R+ × R − {0} which is independent of W , and Ñ is
the compensated Poisson random measure associated with N (see e.g. [5]).
Roughly speaking, this means that any Lévy process is the sum of a deter-
ministic drift, a Brownian motion, and two integrals describing the small and
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large jumps of the process, respectively. For the problem of determining Itô-
type isomorphisms for Lévy stochastic integrals, the decomposition suggests
that one should first consider stochastic integrals with respect to Brownian
motion and (compensated) Poisson random measures. The case of Brownian
motion being well-understood, we consider the following question. Suppose we
are given a compensated Poisson random measure Ñ on R+ × J , where J is
a σ-finite measure space (the ‘jump space’), and a simple, adapted X-valued
process F . Can one find a suitable norm ||| · |||p,X on the integrand F such that

cp,X |||F |||p,X ≤
(
E
∥∥∥∫

R+×J
F dÑ

∥∥∥p
X

) 1
p ≤ Cp,X |||F |||p,X , (0.4)

for constants cp,X , Cp,X depending only on p and X?
In contrast to the well-established theory for Brownian motion, moment

estimates for stochastic integrals of vector-valued processes with respect to
Lévy processes are poorly developed even in finite-dimensional state spaces
(see [89] for the best known result in this case). Previous approaches to this
problem have yielded only (non-optimal) one-sided estimates under additional
assumptions on the martingale type of the Banach space X [25, 31, 58, 143].
Other approaches define only weak or Pettis-type stochastic integrals and
provide no moment estimates at all [4, 120, 122].

In Chapter 2 it will be demonstrated that one can find an Itô-type iso-
morphism (0.4) when X is a Hilbert space, an Lq-space, or even a non-
commutative Lq-space, with 1 < q < ∞. If X is an Lq-space it turns out
that the norm ||| · |||p,Lq can always be expressed in terms of the norms of

the three spaces Lp(Ω;Lq(S;L2(R+ × J))), Lp(Ω;Lp(R+ × J ;Lq(S))), and
Lp(Ω;Lq(R+ × J ;Lq(S))) and takes a different form depending on the rela-
tive position of the parameters p, q and 2. For example, if 2 ≤ q ≤ p < ∞,
then ||| · |||p,Lq is given by the maximum of these three norms. The complete
statement of our results can be found in Corollary 2.18 and Theorem 2.31.
These Itô-isomorphisms can be combined with (0.2) to obtain Itô-type iso-
morphisms for stochastic integrals with respect to a Lévy process L through
the Lévy-Itô decomposition, imposing suitable assumptions on the Lévy mea-
sure of L. This is sketched in Chapter 2 and will be explained in detail in
forthcoming work.

Loosely speaking, our approach to (0.4) consists of two main steps. First
we ‘decouple’ the stochastic integral, i.e., we use that if 1 < p < ∞ and X is
a UMD space, then there exist constants cp,X , Cp,X > 0, depending only on
p and X, such that

cp,X

(
E
∥∥∥∫

R+×J
F dÑc

∥∥∥p
X

) 1
p ≤

(
E
∥∥∥∫

R+×J
F dÑ

∥∥∥p
X

) 1
p

≤ Cp,X

(
E
∥∥∥∫

R+×J
F dÑc

∥∥∥p
X

) 1
p

,
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where Ñc is a copy of Ñ which is independent of F . Decoupling inequalities
are a key ingredient in the proof of (0.2) [106, 138] and can be traced back
to the work of Garling [55] and McConnell [101] (see also [91]). For a simple,
adapted process F the decoupled stochastic integral is a sum of independent,
mean zero Lq-valued random variables. Thus, the main work in proving (0.4)
for Lq-spaces is to find Rosenthal-type inequalities for random vectors in Lq-
spaces which yield the desired Itô isomorphism.

Vector-valued Rosenthal inequalities

Some of the most general inequalities for a sum of vector-valued random
variables known in the literature were discovered by J. Hoffmann-Jørgensen
[59]. He showed that, if X is a Banach space and (ξi) is a finite sequence of
independent, mean zero X-valued random variables, then there is a constant
c > 0 and, for all 1 ≤ p < ∞, a constant Cp > 0 depending only on p such
that (

E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p ≤ Cp

(
E
∥∥∥∑

i

ξi

∥∥∥
X
+
(
Emax

i
∥ξi∥pX

) 1
p
)
,

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p ≥ c

(
E
∥∥∥∑

i

ξi

∥∥∥
X
+

(
Emax

i
∥ξi∥pX

) 1
p
)
.

(0.5)

The original proof yields a constant Cp which grows exponentially in p. Differ-
ent proofs were found by M. Talagrand ([133], see also [95]) and S. Kwapień
and J. Szulga ([90], see also [91]), which yield that the optimal order of Cp
is p

log p as p → ∞. The inequalities in (0.5) can be considered as a signifi-

cant generalization of (0.1) to the vector-valued case. For practical purposes,
however, Hoffmann-Jørgensen’s result lacks the power of Rosenthal’s origi-
nal inequalities, as it provides no direct way to compute the p-th moment

(E||
∑
i ξi||

p
X)

1
p in terms of the individual elements ξi. It merely reduces the

problem to computing two different quantities, which may not be a simpler
task.

Motivated by our application to Poisson stochastic integration, we wish
to obtain a generalization which captures the original flavour of Rosenthal’s
inequalities. More specifically, we consider the following question: given 1 ≤
p < ∞, a Banach space X and a finite sequence (ξi) of independent, mean
zero X-valued random variables, can we find constants cp,X , Cp,X depending
only on p and X such that

cp,X |||(ξi) |||p,X ≤
(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p ≤ Cp,X |||(ξi) |||p,X , (0.6)

for a suitable norm ||| · ||| on the sequence (ξi) which can be computed in
terms of the (moments of the) individual elements ξi? Our main results give
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the following positive answer to this question in the case where X is an Lq-
space. To state our results, let us introduce the following notation. If A,B are
quantities depending on a parameter α, then we write A .α B if there is a
constant cα > 0 depending only on α such that A ≤ cαB. We write A ≃α B
if both A .α B and B .α A hold.

Theorem 0.1. Let 1 < p, q < ∞. Let (Ω,F ,P) be a probability space and
(S,Σ, µ) be a σ-finite measure space. Set

Sq = Lq(S; l2(L2(Ω)));

Dp,q = lp(Lp(Ω;Lq(S))).

If (ξi) is a finite sequence of independent, mean zero Lq(S)-valued random
variables, then (

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p ≃p,q ∥(ξi)∥sp,q ,

where sp,q is given by

Sq ∩Dq,q ∩Dp,q if 2 ≤ q ≤ p <∞;

Sq ∩ (Dq,q +Dp,q) if 2 ≤ p ≤ q <∞;

(Sq ∩Dq,q) +Dp,q if 1 < p < 2 ≤ q <∞;

(Sq +Dq,q) ∩Dp,q if 1 < q < 2 ≤ p <∞;

Sq + (Dq,q ∩Dp,q) if 1 < q ≤ p ≤ 2;

Sq +Dq,q +Dp,q if 1 < p ≤ q ≤ 2.

The main ingredients in the proof of Theorem 0.1 are randomization tech-
niques, Khintchine’s inequalities, type and cotype inequalities for Lq(S),
Rosenthal’s original inequalities (0.1) and Hoffmann-Jørgensen’s inequalities
(0.5). For 1 < p, q <∞ the spaces sp,q satisfy the duality relation

(sp,q)
∗ = sp′,q′ ,

1
p +

1
p′ = 1, 1

q +
1
q′ = 1.

This duality plays a prominent role in the proof.
Theorem 0.1 can be further generalized to apply to random vectors in a

noncommutative Lq-space associated with a semi-finite von Neumann algebra
M. In this case, the role of the space Sq is taken over by the spaces Sq,c and
Sq,r, which we now briefly describe. If 1 ≤ q <∞ and (ξi) is a finite sequence
of M-valued random variables we set

∥(ξi)∥Sq,c =
∥∥∥(∑

i

E|ξi|2
) 1

2
∥∥∥
Lq(M)

;

∥(ξi)∥Sq,r =
∥∥∥(∑

i

E|ξ∗i |2
) 1

2
∥∥∥
Lq(M)

.
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From the work of M. Junge on conditional sequence spaces [68] one can de-
duce that these expressions define two norms on the linear space of all finite
sequences of M-valued random variables. We let Sq,c, Sq,r denote the comple-
tions in the respective norms.

Theorem 0.2. Let 1 < p, q < ∞. Let (Ω,F ,P) be a probability space and let
M be a semi-finite von Neumann algebra. Set

Dp,q = lp(Lp(Ω;Lq(M))).

If (ξi) is a finite sequence of independent, mean zero Lq(M)-valued random
variables, then (

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p ≃p,q ∥(ξi)∥sp,q ,

where sp,q is given by

Sq,c ∩ Sq,r ∩Dq,q ∩Dp,q if 2 ≤ q ≤ p <∞;

Sq,c ∩ Sq,r ∩ (Dq,q +Dp,q) if 2 ≤ p ≤ q <∞;

(Sq,c ∩ Sq,r ∩Dq,q) +Dp,q if 1 < p < 2 ≤ q <∞;

(Sq,c + Sq,r +Dq,q) ∩Dp,q if 1 < q < 2 ≤ p <∞;

Sq,c + Sq,r + (Dq,q ∩Dp,q) if 1 < q ≤ p ≤ 2;

Sq,c + Sq,r +Dq,q +Dp,q if 1 < p ≤ q ≤ 2.

The spirit of the proof of Theorem 0.2 is the same as in the case of classi-
cal Lq-spaces, but different arguments and additional machinery, such as the
noncommutative Khintchine inequalities due to F. Lust-Piquard and G. Pisier
[98], are required in the noncommutative setting. As a result, the proof will
be different from the one presented for Theorem 0.1 even for a commutative
von Neumann algebra.

The result in Theorem 0.2 for p = q can also be deduced from the non-
commutative Rosenthal inequality proved by M. Junge and Q. Xu (see (0.10)
below). However, in the applications we are interested in one typically needs
a version in which p and q are different.

Although it is not part of this thesis, we wish to point out that it is possible
to deduce Burkholder-Rosenthal inequalities for Lq(M)-valued martingales
from Theorem 0.2. This result is worked out in detail in [41].

Application to random matrices

Moment estimates and tail bounds for the largest singular value of random
matrices play an important role in applications of random matrix theory in
numerical error analysis, convex geometry and statistics, see [134, 139] and
the references therein. As an application of one of our Rosenthal inequalities
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for random vectors in Lq(M), we deduce quantitative bounds for the moments
of the largest singular value of a random matrix in terms of its entries. Recall
that the largest singular value of an n × n matrix a is equal to its operator
norm ∥a∥, when considering a as an operator on l2n.

Theorem 0.3. Let 2 ≤ p < ∞. Suppose xij are independent, mean zero
random variables in Lp(Ω). If x is the n× n random matrix (xij)

n
i,j=1, then

21+
1
p (E∥x∥p)

1
p ≥ max

{
max

j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

, max
i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

,

(
E max
i,j=1,...,n

|xij |p
) 1
p
}
,

and

(E∥x∥p)
1
p ≤ e(1 +

√
2)αp,nmax

{
max

j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

, max
i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

,

eαp,n

(
E max
i,j=1,...,n

|xij |p
) 1
p
}
, (0.7)

with αp,n < max{2
√
log n, 2

√
2
√
p− 1}.

More generally, in Chapter 3 we provide bounds for the moments of the largest
singular value of a sum of random matrices and of a random matrix with
independent rows or columns.

Unfortunately, the upper bound in (0.7) is not of the right order in terms
of the dimension of the matrix. Indeed, if the entries of the matrix x are
identically distributed and have finite fourth moment, then it has been known
for a long time [11] that the largest singular value is asymptotically of order√
n. More recently, R. Latala obtained the bound

E∥x∥ ≤ C
(

max
i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

+ max
j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

+
( n∑
i,j=1

Ex4ij
) 1

4
)
,

(0.8)
for a matrix with independent, mean zero entries having finite fourth moment
[93]. For comparison, observe that (0.5) and (0.8) together imply that there
is a universal constant C > 0 such that for all 1 ≤ p <∞,

(E∥x∥p)
1
p ≤ C

p

log p

(
max

i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

+ max
j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

+
( n∑
i,j=1

Ex4ij
) 1

4

+
(
E max
i,j=1,...n

|xij |p
) 1
p
)
.

The upper bound in Theorem 0.3 exhibits different growth behaviour in p and
does not contain the factor (

∑n
i,j=1 Ex4ij)

1
4 . In particular, the bound (0.7) is
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applicable to random matrices having entries without a finite fourth moment.
On the other hand, we note that the bound in (0.8) is of the right order√
n if the entries of the matrix are, in addition, identically distributed. In

(0.7) an additional factor αp,n of order
√
log n appears. As will be discussed

in Chapter 3, this factor is an inevitable product of our method to prove
Theorem 0.3.

Further investigation is needed to discover the ‘right’ bounds for the mo-
ments of the largest singular value of a random matrix.

Noncommutative probability theory

In Part II of this thesis we migrate from the setting of vector-valued ran-
dom variables into the realm of noncommutative probability theory. Loosely
speaking, noncommutative probability theory is a generalization of classical
probability theory, in which random variables are not modeled as measurable
functions on a probability space, but instead by closed, densely defined opera-
tors on a Hilbert space. This mathematical formalism was initially developed
to give a probabilistic description of quantum mechanical experiments [108].
In these experiments physical observables occur whose statistics violate sim-
ple probabilistic inequalities such as the famous Bell inequalities and hence
cannot be described in terms of classical probability theory. An accessible in-
troduction for mathematicians to the basic ideas of the probabilistic model
for quantum mechanics can be found in [87]. In view of the origins of the
subject, noncommutative probability theory is often referred to as quantum
probability theory.

Let us now describe the setting of noncommutative measure theory. In
its barest form a noncommutative measure space can be defined as a pair
(A, ϕ), where A is a unital algebra of bounded linear operators on a complex
Hilbert space and ϕ is a weight on the positive cone A+ of A. The elements
of A are interpreted as bounded, measurable functions and the functional ϕ
plays the role of (integration with respect to) a measure. In order to develop
a satisfactory analogue of measure theory in the noncommutative context it
turns out that one needs to impose some additional assumptions on the non-
commutative measure space. We will always consider a pair (M, τ), where
M is a von Neumann algebra and τ is a normal, semi-finite, faithful trace on
M+. Any Maharam measure space (S,Σ, µ) can be viewed as a noncommu-
tative measure space, by identifying it with the pair (L∞(S,Σ, µ), τ), where
τ(f) =

∫
S
f dµ. Other natural examples that we will encounter in the main

text are the algebra of bounded linear operators on a Hilbert space (equipped
with its standard trace), random matrices, von Neumann algebras associated
with groups and von Neumann subalgebras of the bounded linear operators
acting on a Fock space.

Given a noncommutative measure space (M, τ) one can construct the
topological ∗-algebra S(τ) of τ -measurable operators, which is the noncom-
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mutative analogue of the space of measurable functions, equipped with the
topology of convergence in measure. The trace τ can be extended to S(τ)+
and a good part of classical measure and integration theory can be recovered.
For example, versions of Fatou’s lemma, the dominated convergence theorem
and Egorov-type results exist in the noncommutative setting. Moreover, every
symmetric (quasi-)Banach function space E on (0,∞) gives rise in a natural
way to a noncommutative version E(M), called the noncommutative (quasi-)
Banach function space associated with E. This construction yields noncom-
mutative versions of many spaces of interest in probability theory, harmonic
analysis and interpolation theory, such as Lp-spaces, weak Lp-spaces, Lorentz
spaces and Orlicz spaces.

If the trace τ is finite and satisfies τ(1) = 1, then we can think of the pair
(M, τ) as a noncommutative probability space. Many of the classical prob-
abilistic concepts, such as convergence in probability, distribution functions,
conditional expectations, and martingales, have a natural noncommutative
analogue. Other concepts require reformulation, e.g., almost sure convergence,
or allow for different generalizations. The most prominent example in the lat-
ter category is the notion of independence. In the 1980’s, D. Voiculescu dis-
covered a new notion of independence, called free independence. This notion
is different from tensor independence, which generalizes the concept famil-
iar from classical probability theory. Voiculescu’s discovery led to the birth
of free probability theory, the branch of noncommutative probability theory
which takes free independence as its axiom for independence (see [109, 140]
for an introduction to this beautiful theory). Under a certain set of intuitive
requirements on the notion of independence, it has been shown that free and
tensor independence are the only possible notions of independence in a non-
commutative probability space (cf. [17]). On the other hand, there are many
examples of noncommutative random variables which satisfy a weaker notion
of independence, which we discuss below.

In most cases, additional difficulties have to be overcome when generalizing
probabilistic results to the noncommutative context. Simple arguments may
break down as one cannot evaluate a noncommutative random variable point-
wise, or because the triangle inequality for the absolute value on S(τ) does
not hold. Moreover, in the development of martingale theory severe difficulties
are posed by the lack of effective stopping time arguments, even though there
exist many different constructions of noncommutative stopping times, see [34]
and the references therein. Despite these difficulties, there has been consid-
erable progress in the field. The early literature, summarized in [37, 61, 62],
has mainly focused on central limit theorems, ergodic theorems, and almost
sure and L2-convergence results for noncommutative martingales. In the re-
cent years, many classical probabilistic inequalities have been generalized to
the context of noncommutative Lp-spaces. We mention in particular the non-
commutative versions of Khintchine’s inequalities [98], the Burkholder-Gundy
inequalities for noncommutative martingales [114, 116], Doob’s maximal in-
equality [68] and the Burkholder-Rosenthal inequalities [70]. These inequali-
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ties have proved to be fundamental for the study of the geometry of noncom-
mutative Lp-spaces, free probability theory and noncommutative harmonic
analysis.

In the second part of this thesis, we study Khintchine, Burkholder-Gundy,
Rosenthal, Burkholder-Rosenthal and dual Doob inequalities in the setting
of noncommutative symmetric spaces. Our efforts culminate in a generaliza-
tion of (0.1), which is applied to obtain Itô-type isomorphisms for stochastic
integrals with respect to Boson and free Brownian motion. We first give an
exposition of this application.

Noncommutative stochastic integration

Noncommutative stochastic integration theory is concerned with the construc-
tion and analysis of integrals of the form

∫ t
0
fs dΦs, where f and Φ are non-

commutative stochastic processes. Noncommutative stochastic integrals give a
way to describe noncommutative continuous-time dynamical systems in terms
of noncommutative stochastic differential equations. In contrast with the well-
developed classical stochastic integration theory, noncommutative stochastic
integration has so far been developed only in particular settings, usually where
f and Φ are linear operators on a q-deformed Fock space. The richest theory
is the stochastic integration theory for the symmetric or Boson Fock space
(i.e., the case q = 1), initiated by Hudson and Parthasarathy in [60] (see also
[110]). Boson stochastic integration not only includes integration with respect
to Boson Brownian motion, but also Poisson processes and other noncommu-
tative semimartingales. This theory is actively used in quantum optics, quan-
tum measurement theory and quantum filtering theory. We refer to [97, 110]
and the references therein for an exposition of the theory, and to [12, 22] for
surveys on applications in the various areas of quantum physics. Stochastic
integration theory with respect to Brownian motion for the anti-symmetric,
or Fermion, Fock space (q = −1), initiated by Barnett, Streater and Wilde in
[13] (see also [30, 114]) is also applied in quantum physics. Stochastic integrals
have moreover been defined for operators on q-Fock spaces for −1 < q < 1
[51, 126]. Especially the theory for the full Fock space (q = 0), see [20, 88],
is well developed under the impetus of free probability theory and can be
considered important from a pure mathematical viewpoint.

Most of the existing stochastic integration theories either make explicit
use of the underlying Fock space structure or use an L2-isometry to define
stochastic integrals. Apart from the estimates for stochastic integrals with re-
spect to Fermionic Brownian motion given in [114], no estimates for the p-th
moments of stochastic integrals are known. To explore whether one can for-
mulate a canonical theory of stochastic integration in von Neumann algebras,
we investigate whether one can find Itô isomorphisms for stochastic integrals
with respect to a Boson or free Brownian motion.
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In Theorems 8.17 and 8.21 we prove the following results. Let E be a
symmetric Banach function space on (0,∞) and let pE and qE denote its
lower and upper Boyd index, respectively. If Φ is a Boson Brownian motion
and either 1 < pE ≤ qE < 2 or 2 < pE ≤ qE <∞, then∥∥∥∫ t

0

f dΦ
∥∥∥
E(M)

≃E ∥f∥HE(0,t) ≃E
∥∥∥∫ t

0

(dΦ f)
∥∥∥
E(M)

. (0.9)

If E satisfies 1 < pE ≤ qE < ∞ and Φ is a free Brownian motion, then we
find ∥∥∥∫ t

0

f dΦ
∥∥∥
E(M)

≃E ∥f∥HE
r (0,t),∥∥∥∫ t

0

(dΦ f)
∥∥∥
E(M)

≃E ∥f∥HE
c (0,t).

The spaces HE(0, t), HE
c (0, t) and HE

r (0, t) are closed subspaces of noncom-
mutative L2(0, t)-valued symmetric spaces. The latter are examples of Hilbert-
space valued noncommutative symmetric spaces, which are introduced in this
thesis. These spaces generalize the Hilbert-space valued noncommutative Lp-
spaces which were constructed earlier in [113] and studied in detail in [69].

The general ideas used in our approach to vector-valued Poisson stochastic
integration can be used in the proof of the noncommutative Itô isomorphisms.
First we prove new decoupling inequalities, which are used to decouple the
noncommutative stochastic integrals. Concretely, we show that the stochastic
integral of an adapted step process f can be viewed (in terms of equivalence
of norms) as a randomized sum of the form

∑n
k=1 fk ⊗ Φk (or

∑n
k=1 fk ∗ Φk

in the free case) defined in a tensor (free) product probability space. Here the
Φk are increments of the integrator process defined on a ‘copy’ of the original
probability space and the fk are the values of f . The unconditionality of non-
commutative martingale difference sequences in noncommutative symmetric
spaces with nontrivial Boyd indices plays a prominent role in the proof. As a
second step, we use novel noncommutative Khintchine-type inequalities to ob-
tain two-sided estimates for the stochastic integral in terms of the integrand.
These Khintchine inequalities are derived from new Rosenthal inequalities for
independent random variables in a noncommutative symmetric space, which
we present below.

Noncommutative Rosenthal inequalities

The classical Rosenthal and Burkholder-Rosenthal inequalities have been ex-
tended by M. Junge and Q. Xu to sequences of noncommutative random vari-
ables given by elements of a noncommutative (Haagerup) Lp-space [70, 71]. As
is the case for Rosenthal’s original result, these inequalities have been devel-
oped to study the classification and geometry of noncommutative Lp-spaces
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[71]. The noncommutative random variables in Junge and Xu’s generalization
of (0.1) are only required to satisfy the following, very weak, notion of inde-
pendence. Suppose that (Nk) is a sequence of von Neumann subalgebras of
M and that N is a common von Neumann subalgebra of the Nk such that
τ |N is semi-finite. Let EN be the conditional expectation with respect to N .
We say that (Nk) is independent with respect to N if for every k we have

EN (xy) = EN (x)EN (y), for all x ∈ Nk and y ∈W ∗((Nj)j ̸=k),

where W ∗((Nj)j ̸=k) denotes the von Neumann subalgebra generated by the
Nj with j ̸= k. In [71] it is shown that if 2 ≤ p < ∞ and (xk) is a sequence
such that xk ∈ Lp(Nk) and EN (xk) = 0 for all k, then∥∥∥ n∑
k=1

xk

∥∥∥
Lp(M)

≃p max
{( n∑

k=1

∥xk∥pLp(M)

) 1
p

, (0.10)

∥∥∥( n∑
k=1

EN |xk|2
) 1

2
∥∥∥
Lp(M)

,
∥∥∥( n∑

k=1

EN |x∗k|2
) 1

2
∥∥∥
Lp(M)

}
.

They also observed that one can deduce a version of (0.10) for 1 < p < 2 by
duality.

The main part of the proof of (0.10) (and in fact of Rosenthal’s classical
proof) is a ‘p ⇒ 2p argument’: one proves that if (0.10) holds for some p,
then it must hold for 2p as well. This type of argument can be traced back
to [35] (see also [96], Lemma 2.c.4) and was used earlier to prove Burkholder-
Gundy inequalities for noncommutative martingale difference sequences in
noncommutative Lp-spaces [114]. An alternative proof of (0.10) was given
by N. Randrianantoanina [117]. He proves a weak-type (1,1) inequality for a
martingale difference sequence in L2(M). Subsequently he obtains the version
for 1 < p < 2 by real interpolation and finally finds the result for 2 ≤ p < ∞
by duality. This approach yields the optimal order of the constants in (0.10)
and its dual version. In addition, he proves Rosenthal-type inequalities for
independent random variables in noncommutative martingale BMO spaces.
These can serve as a surrogate for the case p = ∞, in which case (0.10)
does not hold. The proof of Randrianantoanina can be adapted to extend
the Burkholder-Rosenthal to noncommutative Lorentz Lp,q-spaces associated
with a finite von Neumann subalgebra [63].

We wish to obtain a version of (0.10) for a larger class of noncommutative
symmetric spaces. The techniques used in both [71] and [117] are specific to Lp-
spaces at several points and therefore not suited to this general setting. Using
a different argument we can prove the following result. We let diag(xk)

n
k=1

denote the n× n diagonal matrix with x1, . . . , xn on its diagonal.

Theorem 0.4. (Noncommutative Rosenthal theorem) Let M be a semi-finite
von Neumann algebra equipped with a normal, semi-finite, faithful trace τ .
Suppose that E is a symmetric Banach function space on (0,∞) satisfying
any of the following conditions:
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(i) 2 < pE ≤ qE <∞;
(ii) E is an interpolation space for the couple (L2, Lp) for some 2 ≤ p < ∞

and E is q-concave for some q <∞.

Let (Nk) be a sequence of von Neumann subalgebras of M and N a common
von Neumann subalgebra of the (Nk) such that τ |N is semi-finite. Suppose
that (Nk) is independent with respect to E := EN . Let (xk) be a sequence such
that xk ∈ E(Nk) and E(xk) = 0 for all k. Then, for any n,∥∥∥ n∑

k=1

xk

∥∥∥
E(M)

≃E max
{
∥diag(xk)nk=1∥E(Mn(M)),

∥∥∥( n∑
k=1

E|xk|2
) 1

2
∥∥∥
E(M)

,

∥∥∥( n∑
k=1

E|x∗k|2
) 1

2
∥∥∥
E(M)

}
. (0.11)

More generally, we will prove under condition (i) that the noncommutative
Burkholder-Rosenthal inequalities hold for noncommutative martingale dif-
ference sequences in E(M). This result, formulated in Theorem 7.6 below,
extends the known results for noncommutative Lp-spaces and Lorentz spaces
[63, 70, 117].

The conditions (i) and (ii) in Theorem 0.4 ensure, in two different senses,
that the space E is ‘between L2 and Lq’, for some q <∞. The presence of these
conditions is not surprising, as the Rosenthal inequalities in noncommutative
Lp-spaces do not hold for p = ∞ and, moreover, take a different form if
1 < p < 2.

The Burkholder-Rosenthal inequalities in Theorem 7.6 hold, in particular,
for the noncommutative weak Lp-space Lp,∞(M), for any 2 < p < ∞. Since,
by a result of H. Kosaki [84], we can always embed a Haagerup Lp-space into a
noncommutative weak Lp-space Lp,∞ over a suitable semi-finite von Neumann
algebra, we recover the Burkholder-Rosenthal inequalities for Haagerup Lp-
spaces proved in [70].

The techniques used in establishing (0.11) can be adapted to prove the
following Rosenthal-type inequalities for independent random vectors in a
noncommutative symmetric space.

Theorem 0.5. Suppose 2 ≤ p <∞ and let E be a symmetric Banach function
space on (0,∞) which is 2-convex and q-concave for some q <∞. Let M be a
semi-finite von Neumann algebra. If (ξk) is a sequence of independent, mean
zero E(M)-valued random variables, then

(
E
∥∥∥ n∑
k=1

ξk

∥∥∥p
E(M)

) 1
p ≃p,E max

{(
E||diag(ξk)nk=1||

p
E(Mn(M))

) 1
p

, (0.12)

∥∥∥( n∑
k=1

E|ξk|2
) 1

2
∥∥∥
E(M)

,
∥∥∥( n∑

k=1

E|ξ∗k|2
) 1

2
∥∥∥
E(M)

}
.
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In principle it is possible to derive noncommutative and vector-valued Ro-
senthal inequalities for symmetric spaces which are ‘between L1 and L2’ by
duality from Theorems 0.4 and 0.5, respectively. However, in applications it
is usually easier to apply these results first to the case of interest and to use
a duality argument only after making some additional calculations. An ex-
ample of this situation can be found in Section 7.3, where Khintchine-type
inequalities are derived from Theorem 0.4.

In the remainder of this introduction we discuss two main tools, noncom-
mutative Khintchine inequalities and the noncommutative Boyd interpolation
theorem, which are used to prove Theorem 0.4. These results are interesting
in their own right.

Noncommutative Khintchine inequalities

Corresponding to the two conditions appearing in our noncommutative Ro-
senthal theorem, we need two different types of Khintchine inequalities for its
proof. In the statement of these inequalities we use the notation

∥(xk)∥E(M;l2c)
=

∥∥∥(∑
k

x∗kxk

) 1
2
∥∥∥
E(M)

;

∥(xk)∥E(M;l2r)
=

∥∥∥(∑
k

xkx
∗
k

) 1
2
∥∥∥
E(M)

.

If E is a symmetric quasi-Banach function space on (0,∞), then these expres-
sions define two (quasi-)norms, called the column and row (quasi-)norm, on
the space of all finite sequences (xk) in E(M).

Under condition (i) in Theorem 0.4, a key tool needed in proving this re-
sult is the following Khintchine type inequality. Let (rk)

∞
k=1 be a Rademacher

sequence defined on a probability space (Ω,F ,P) and let M be a semi-finite
von Neumann algebra. Let L∞(Ω)⊗M denote the tensor product von Neu-
mann algebra. Suppose that E is a symmetric quasi-Banach function space
on (0,∞) which is p-convex for some 0 < p < ∞. In Theorem 6.1 we show
that if the upper Boyd index qE of E is finite, then∥∥∥∑

k

rk ⊗ xk

∥∥∥
E(L∞(Ω)⊗M)

.E max
{
∥(xk)∥E(M;l2c)

, ∥(xk)∥E(M;l2r)

}
, (0.13)

for any finite sequence (xk) in E(M). Our result complements the main result
in [94], which provides the following dual inequality. It is shown there that if
E is a symmetric Banach function space which is either separable or the dual
of a separable space and satisfies qE <∞, then

inf
{
∥(yk)∥E(M;l2c)

+ ∥(zk)∥E(M;l2r)

}
.E

∥∥∥∑
k

rk ⊗ xk

∥∥∥
E(L∞(Ω)⊗M)

,
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where the infimum is taken over all decompositions xk = yk + zk in E(M).
As an ingredient for our proof of Theorem 0.4 under condition (ii), as

well as for our proof of Theorem 0.5, we establish a different Khintchine type
of inequality. Suppose that E is a symmetric quasi-Banach function space on
(0,∞) which is p-convex and q-concave for some 0 < p, q <∞. In Theorem 6.7
we show that

E
∥∥∥∑

k

rkxk

∥∥∥
E(M)

.E max
{
∥(xk)∥E(M;l2c)

, ∥(xk)∥E(M;l2r)

}
, (0.14)

for any finite sequence (xk) in E(M). This result complements a result by F.
Lust-Piquard and Q. Xu [99], who showed that the inequality

inf
{
∥(yk)∥E(M;l2c)

+ ∥(zk)∥E(M;l2r)

}
.E E

∥∥∥∑
k

rkxk

∥∥∥
E(M)

(0.15)

holds if E is a 2-concave symmetric Banach function space which is either
separable or has the Fatou property. They derive this result from an interesting
characterization which says that if E is a 2-convex symmetric Banach function
space which is either separable or has the Fatou property, then E(M) satisfies
a version of the little Grothendieck inequality if and only if E×(M) satisfies
the Khintchine inequality (0.15). Here E× denotes the Köthe dual of E.

Our results are optimal in the following sense: (0.13) holds for any semi-
finite von Neumann algebra if and only if qE < ∞ and (0.14) holds for any
semi-finite von Neumann algebra if and only if E is q-concave for some q <∞.

We apply the inequalities (0.13) and (0.14) to obtain Burkholder-Gundy
inequalities for noncommutative martingale difference sequences in noncom-
mutative Banach function spaces. Our main result in this direction, formulated
in Theorem 6.29, improves several results in the literature [14, 15, 16].

In the Khintchine inequality (0.13) one can replace the Rademacher se-
quence (rk) by a sequence of operator coefficients (αk) in a finite von Neumann
algebra N , provided that the sequence (αk) satisfies∥∥∥∑

k

αk ⊗ xk

∥∥∥
Lq(N⊗M)

.q max
{
∥(xk)∥Lq(M;l2c)

, ∥(xk)∥Lq(M;l2r)

}
, (0.16)

for all 1 ≤ q < ∞. The situation is even better if (αk) satisfies (0.16) for
q = ∞, for example if (αk) is a sequence of free group unitaries [57]. In this
case we show that∥∥∥∑

k

αk ⊗ xk

∥∥∥
E(N⊗M)

.E max
{
∥(xk)∥E(M;l2c)

, ∥(xk)∥E(M;l2r)

}
, (0.17)

for any symmetric quasi-Banach function space E which is p-convex for some
0 < p <∞. In fact, for symmetric Banach function spaces (0.17) holds with a
universal constant. This inequality is the basis for an alternative proof of the
following special case of (0.13). Even though this method does not cover the
full result, it yields a significantly better estimate on the constant in (0.13).



Introduction 17

Theorem 0.6. Let 1 ≤ q < ∞. Suppose that E is a fully symmetric quasi-
Banach function space on (0,∞). If E is an exact interpolation space for the
couple (L1, Lq), then∥∥∥∑

k

rk ⊗ xk

∥∥∥
E(L∞⊗M)

≤ 16
√

2qmax
{
∥(xk)∥E(M;l2c)

, ∥(xk)∥E(M;l2r)

}
for any finite sequence (xk) in E(M).

Using (0.17) we also show, under suitable conditions on the space E, that the
intersection E(M; l2c) ∩ E(M; l2r) is isomorphic to a complemented subspace
of E(L(F∞)⊗M), where L(F∞) is the free group von Neumann algebra. As a
consequence, we find a useful interpolation result for intersections of row and
column spaces. We refer to Theorem 6.25 for a precise statement.

Noncommutative Boyd interpolation theorem

In our proof of Theorem 0.4 we make extensive use of interpolation theory.
In particular, we use the noncommutative version of the Boyd interpolation
theorem, named after D. Boyd [23]. Let us first recall the classical version of
Boyd’s result. Fix 1 ≤ p, q <∞. Let E be a symmetric Banach function space
on (0,∞) which is separable or has the Fatou property. D. Boyd demonstrated
that if p < pE ≤ qE < q, then E is an interpolation space for the couple
(Lp, Lq). Together with the Calderón-Mitjagin theorem, which characterizes
the symmetric Banach function spaces which are an interpolation space for
the couple (L1, L∞), the Boyd interpolation theorem provides an invaluable
tool in the analysis of symmetric spaces.

To obtain interpolation tools for noncommutative Banach function spaces,
one often appeals to an abstract lifting theorem from [48] which says that if
E,E0, E1 are fully symmetric spaces such that E is an interpolation space for
the interpolation couple (E0, E1), then E(M) is an interpolation space for the
couple (E0(M), E1(M)). In particular, we can ‘lift’ the classical Boyd inter-
polation theorem: if E is a symmetric Banach function space which satisfies
p < pE ≤ qE < q and is either separable or has the Fatou property, then
E(M) is an interpolation space for the couple (Lp(M), Lq(M)).

We present a new, direct proof of the noncommutative Boyd interpolation
theorem, which avoids the use of the lifting theorem. In this way, we remove
some restrictions imposed by the lifting theorem and obtain an extension of
the known version of the noncommutative Boyd theorem in two directions.
Firstly, we find that the result is true for any 0 < p < q ≤ ∞ and any
symmetric quasi-Banach function space E on (0,∞) which is s-convex for
some 0 < s <∞. Secondly, we can interpolate (sub)convex operators defined
only on the positive cone of a couple of noncommutative Lp-spaces. A special
case of our main result, Theorem 5.19, reads as follows.
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Theorem 0.7. Let E be a symmetric quasi-Banach function space on (0,∞)
which is s-convex for some 0 < s < ∞. Let M,N be von Neumann algebras
equipped with normal, semi-finite, faithful traces τ and σ, respectively. Suppose
that 0 < p < q ≤ ∞ and let T : Lp(M)+ + Lq(M)+ → S(σ) be a subconvex
map such that for some constants Cp, Cq > 0 depending only on p and q,
respectively,

∥Tx∥Lr,∞(N ) ≤ Cr∥x∥Lr(M) (x ∈ Lr(M)+, r = p, q).

If 0 < p < pE and either qE < q < ∞ or q = ∞, then there is a constant
cp,q,E depending only on p, q and E such that

∥Tx∥E(N ) ≤ cp,q,E max{Cp, Cq} ∥x∥E(M) (x ∈ E(M)+).

Apart from the use of some basic properties of distribution functions for op-
erators, our proof of Theorem 0.7 is completely elementary.

By modifying the proof of Theorem 0.7 we can deduce a version of the ‘dual
Doob’ inequality, which is dual to Doob’s maximal inequality, for noncommu-
tative symmetric spaces. The following result is presented in Theorem 5.24
below.

Theorem 0.8. Let E be a symmetric Banach function space on (0,∞) and
let M be a finite von Neumann algebra. Let (Ei)i≥1 be an increasing sequence
of conditional expectations in M. If 1 < pE ≤ qE <∞, then for any sequence
(xi)i≥1 in E(M)+, ∥∥∥∑

i≥1

Ei(xi)
∥∥∥
E(M)

.E
∥∥∥∑
i≥1

xi

∥∥∥
E(M)

. (0.18)

In [68], this inequality was established for noncommutative Lp-spaces and
used to prove a noncommutative version of Doob’s maximal inequality by a
duality argument. It is to be expected that this argument can be adapted to
work for an appropriate class of noncommutative symmetric spaces. This is a
topic for future research.

Organization

Part I is entirely dedicated to the study of vector-valued Rosenthal inequalities
and their applications. In Chapter 1 we discuss Rosenthal inequalities for
random variables taking values in Banach spaces and, in particular, in Hilbert
spaces and Lp-spaces. In Chapter 2 these results are applied to vector-valued
stochastic integration with respect to compensated Poisson random measures.
The main results of this chapter will appear as part of [45]. The first two
chapters can be read without any knowledge of noncommutative analysis. In
Chapter 3 we prove Rosenthal inequalities for random variables taking values
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in a noncommutative Lp-space and apply these results to random matrices.
This chapter is based on [41].

Chapter 4 contains a detailed introduction to symmetric quasi-Banach
function spaces and their interpolation theory. Chapter 5 introduces noncom-
mutative quasi-Banach function spaces, interpolation results for these spaces,
Hilbert-space valued noncommutative symmetric spaces and conditional se-
quence spaces. In particular, the chapter contains the noncommutative Boyd
interpolation theorem with a new proof based on [42]. Chapter 6 is devoted
to the study of Khintchine inequalities in noncommutative symmetric spaces.
Parts of Section 6.4 have appeared in [46]. Chapter 7 contains the main re-
sults on noncommutative Rosenthal and Burkholder-Rosenthal inequalities.
Several of the results of Chapters 6 and 7 have been published in [44]. Finally,
Chapter 8 gives an exposition of our results on stochastic integration in non-
commutative symmetric spaces. The results in this chapter extend the results
presented in [43], which contains an exposition in the specialized setting of
noncommutative Lp-spaces.





Part I

Vector-valued Rosenthal inequalities





1

Vector-valued Rosenthal inequalities in
Lp-spaces

In this chapter we consider Rosenthal-type inequalities for random vectors
in Banach spaces. The main question is the following: given 1 ≤ p < ∞, a
Banach space X and a sequence (ξi) of independent, mean zero X-valued
random variables, can we find two-sided estimates of the form

cp,X |||(ξi) ||| ≤
(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p ≤ Cp,X |||(ξi) ||| , (1.1)

for a suitably chosen norm ||| · ||| on the sequence (ξi) and constants cp,X , Cp,X
depending only on p and X? After discussing some preliminary results from
Banach space geometry, we will consider this question in a general Banach
space. We shall see that if X satisfies a type assumption, then we obtain
an upper estimate as in (1.1) and if it satisfies a cotype assumption, then
we obtain a lower estimate. Unfortunately, unless the Banach space under
consideration is (isomorphic to) a Hilbert space, the norm ||| · ||| we find in
the upper estimate is in general different from the norm found in the lower
estimate.

The main results of this chapter improve the latter estimates in the case
where X is an Lq-space. We obtain a significant extension of Rosenthal’s
theorem for scalar-valued random variables, by finding a norm ||| · |||p,q such
that the inequalities in (1.1) hold simultaneously. It turns out that one needs
to consider six different norms ||| · |||p,q, depending on the relative position of
p, q and 2. These results can moreover be extended to the case where X is a
noncommutative Lq-space, see Chapter 3 ahead.

The results of this chapter will be applied in Chapter 2 to the problem of
vector-valued Poisson stochastic integration.

1.1 Probabilistic notions from Banach space geometry

Throughout this thesis we reserve the symbol (ri)i≥1 to denote a Rademacher
sequence, i.e., a sequence of independent, {−1, 1}-valued random variables
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defined on some probability space (Ω,F ,P) which satisfy

P(ri = 1) = P(ri = −1) = 1
2 (i ≥ 1).

Let us recall the following classical inequalities due to A. Khintchine.

Theorem 1.1. [83] (Khintchine’s inequalities) For any 0 < p < ∞ and any
finite sequence (ai) in C we have(

E
∣∣∣∑

i

riai

∣∣∣p) 1
p ≃p

(∑
i

|ai|2
) 1

2

.

Using the Hölder and Hölder-Minkowski inequalities one can deduce the fol-
lowing result as a corollary.

Theorem 1.2. For any 0 < p, q < ∞ and any finite sequence (fi) in Lq(S)
we have (

E
∥∥∥∑

i

rifi

∥∥∥p
Lq(S)

) 1
p ≃p,q

∥∥∥(∑
i

|fi|2
) 1

2
∥∥∥
Lq(S)

. (1.2)

One cannot straightforwardly generalize Theorem 1.2 to the setting of Banach
spaces, as the ‘square function’ appearing on the right hand side of (1.2) has
no meaning for elements fi from a Banach space. However, a useful substitute
is given by the following inequalities due to J.P. Kahane [74]. The extension
for quasi-Banach spaces is due to N. Kalton ([76], Theorem 2.1).

Theorem 1.3. (Kahane’s inequalities) Let 0 < p, q < ∞ and let X be a
quasi-Banach space. Then there exist constants Kq,p depending only on p and
q such that for any sequence (xi)i≥1 in X we have(

E
∥∥∥∑
i≥1

rixi

∥∥∥q
X

) 1
q ≤ Kq,p

(
E
∥∥∥∑
i≥1

rixi

∥∥∥p
X

) 1
p

. (1.3)

We now proceed to define several probabilistic concepts which are related to
the geometry of a Banach space.

Definition 1.4. A Banach space X is said to have type p for some 1 ≤ p ≤ 2
if there is a constant C > 0 such that for any finite sequence (xi) in X we
have (

E
∥∥∥∑

i

rixi

∥∥∥2
X

) 1
2 ≤ C

(∑
i

∥xi∥pX
) 1
p

. (1.4)

The least possible constant C for which (1.4) holds is called the type p con-
stant of X and is denoted by Tp(X).

A Banach space X is said to have cotype q for some 2 ≤ q ≤ ∞ if there
is a constant C > 0 such that for any finite sequence (xi) in X we have
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i

∥xi∥qX
) 1
q ≤ C

(
E
∥∥∥∑

i

rixi

∥∥∥2
X

) 1
2

if q <∞

max
i

∥xi∥X ≤ C
(
E
∥∥∥∑

i

rixi

∥∥∥2
X

) 1
2

if q = ∞.

(1.5)

The least possible constant C for which (1.5) holds is called the cotype q
constant of X and is denoted by Cq(X).

By the triangle inequality every Banach space has type 1 and cotype ∞ with
constant 1. Note that by Kahane’s inequalities we can replace (E∥

∑
i rixi∥2X)

1
2

in the definition of type (and cotype) by (E∥
∑
i rixi∥rX)

1
r for any 1 ≤ r <∞.

By the contractive embedding lr ⊂ lp, one immediately sees that if X has
type p, then it has type r for any r < p and similarly, if it has cotype q, then
it has cotype s for any s > q.

It follows from the parallelogram law that a Banach space X is isomet-
rically isomorphic to a Hilbert space if and only if X has both type and
cotype 2 and T2(X) = C2(X) = 1. The following fundamental result, due to
S. Kwapień, extends this characterization to spaces which are only isomorphic
to a Hilbert space. For a proof we refer to [1], Theorem 7.4.1.

Theorem 1.5. A Banach space has both type 2 and cotype 2 if and only if it
is isomorphic to a Hilbert space.

If (S,Σ, µ) is a measure space, then Lp(S) has type min{p, 2} and cotype
max{p, 2}. This fact is not difficult to deduce from Khintchine’s inequalities
for Lp-spaces (Theorem 1.2), see [1], Theorem 6.2.14.

To discuss duality results between type and cotype we need the following
notion. Let 1 < p < ∞ and X be a Banach space. The n-th Rademacher
projection πn in Lp(Ω;X) is defined by

πnf =
n∑
k=1

rkE(rkf) (f ∈ Lp(Ω;X)).

The space X is called K-convex if

Kp,X = sup
n≥1

∥πn∥B(Lp(Ω;X)) <∞.

This property does not depend on p, i.e. if 1 < p, q < ∞, then we have
Kp,X < ∞ if and only if Kq,X < ∞. Moreover, a space X is K-convex if and
only if its dual X∗ is K-convex and Kp,X = Kp′,X∗ whenever 1 < p, p′ < ∞
satisfy 1

p + 1
p′ = 1. By a deep result due to G. Pisier, a Banach space X is

K-convex if and only if it has type p > 1. Moreover, if this is the case, then
X has finite cotype. The proofs of these statements, as well as the following
duality theorem, may be found in Chapter 13 of [39].
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Theorem 1.6. Let X be a Banach space and assume that 1 ≤ p ≤ 2 ≤ q ≤ ∞
satisfy 1

p+
1
q = 1. If X has type p, then X∗ has cotype q and Cq(X

∗) ≤ Tp(X).
On the other hand, if X is K-convex and has cotype q <∞, then X∗ has type
p and Tp(X

∗) ≤ K2,XCq(X).

In our treatment of vector-valued Poisson stochastic integration in Chapter 2,
we will restrict ourselves to the class of spaces in which martingale difference
sequences are unconditional.

Definition 1.7. Let 1 < p < ∞. A Banach space X is called a UMDp-space
if there is a constant C > 0 such that for any finite martingale difference
sequence (xi) in Lp(Ω;X) and any choice of signs (εi)i≥1 in {−1, 1}N we
have (

E
∥∥∥∑

i

εixi

∥∥∥p
X

) 1
p ≤ C

(
E
∥∥∥∑

i

xi

∥∥∥p
X

) 1
p

. (1.6)

It is well known that the UMDp-property in (1.6) is p-independent, i.e. if
1 < p, q < ∞, then X is a UMDp-space if and only if it is UMDq. Therefore,
if X is UMDp for some 1 < p < ∞, it is customary to simply call it a UMD-
space. In the following theorem we collect some known properties of UMD
Banach spaces.

Theorem 1.8. If X is a UMD Banach space, then X has the following prop-
erties:

(a) X is reflexive;
(b) X∗ is a UMD space
(c) X has type p > 1 and cotype q <∞.
(d) X is K-convex.

Although UMD spaces are very special from a geometrical point of view, many
of the concrete spaces we will consider below in fact possess this property.
For example, Hilbert spaces, Lp-spaces and noncommutative Lp-spaces with
1 < p < ∞ are all UMD. For proofs of the stated facts and much more on
UMD spaces, we refer to [28] and the references therein.

1.2 Banach spaces with type or cotype restriction

In this section we study sums of independent, mean zero random vectors in a
Banach space. We use the following terminology and notation. Throughout,
we let (Ω,F ,P) denote a probability space. If X is a Banach space, then
an X-valued random variable is a measurable map ξ : Ω → X, where X is
equipped with its Borel σ-algebra B(X). We denote by µξ the distribution of
X, the probability measure on X given by

µξ(B) = P(ξ ∈ B) (B ∈ B(X)).
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We will always assume that an X-valued random variable is strongly measur-
able, i.e. there is a sequence of X-valued step functions (ξi) such that ξi → ξ
a.s. By the Pettis measurability theorem, this is equivalent to assuming that
ξ is a.s. separably valued and ⟨ξ, x∗⟩ is measurable for any x∗ ∈ X∗. We say
two random variables ξ, η are identically distributed if µξ = µη. Since ξ, η are
strongly measurable, this is equivalent to saying that the scalar valued ran-
dom variables ⟨ξ, x∗⟩ and ⟨η, x∗⟩ are identically distributed for any x∗ ∈ X∗.
Recall that a random variable ξ is Bochner integrable if there is a sequence of
X-valued step functions (ξi) such that ξi → ξ a.s. and

lim
i→∞

E∥ξi − ξ∥X = 0.

If ξ is Bochner integrable, then we say it is mean zero if its Bochner integral
Eξ is zero.

Given a Bochner integrable random variable ξ and a sub-σ-algebra G of
F we let E(ξ|G) be the vector-valued conditional expectation with respect to
G. If η is an X-valued random variable on (Ω,F ,P), then we set E(ξ|η) :=
E(ξ|σ(η)), where σ(η) is the σ-algebra generated by η. Let (Ω̃, F̃ , P̃) be a copy
of (Ω,F ,P). On the product probability space Ω × Ω̃ we define

ξ(ω, ω̃) = ξ(ω)1Ω̃(ω̃), ξ̃(ω, ω̃) = ξ(ω̃)1Ω(ω).

Notice that ξ and ξ̃ are independent and identically distributed. We shall refer
to ξ̃ as an independent copy of ξ.

We commence by making the following well-known observation, see e.g.
[95], Lemma 6.3. We provide a proof for the reader’s convenience.

Lemma 1.9. Let F : R → R be convex and increasing, let X be a Banach
space and ξ be an X-valued mean zero random variable such that E|F (2∥ξ∥)| <
∞. If ξ̃ is an independent copy of ξ, then

EF (∥ξ∥) ≤ EẼF (∥ξ − ξ̃∥) ≤ EF (2∥ξ∥).

Proof. Since F is convex and increasing, the function F (∥ · ∥) is convex as
well. By Jensen’s inequality,

EF (∥ξ∥) = EF (∥ξ − Ẽ(ξ̃)∥)
= EẼF (∥E(ξ − ξ̃|ξ)∥)
≤ EẼF (∥ 1

2 (2ξ) +
1
2 (−2ξ̃)∥)

≤ EẼ( 12F (∥2ξ∥) +
1
2F (∥ − 2ξ̃∥))

= EF (2∥ξ∥).

�

As a consequence we have the following randomization principle.



28 1 Vector-valued Rosenthal inequalities in Lp-spaces

Corollary 1.10. (Randomization) Suppose that X is a Banach space and that
1 ≤ p < ∞. If (ξi) is a finite sequence of independent, mean zero X-valued
random variables and (ri) is a Rademacher sequence on a probability space
(Ωr,Fr,Pr), then

1
2

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p ≤

(
ErE

∥∥∥∑
i

riξi

∥∥∥p
X

) 1
p ≤ 2

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

.

Proof. Let ξ̃i be an independent copy of ξi. By Lemma 1.9,(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p ≤

(
EẼ

∥∥∥∑
i

ξi − ξ̃i

∥∥∥p
X

) 1
p

=
(
EẼEr

∥∥∥∑
i

ri(ξi − ξ̃i)
∥∥∥p
X

) 1
p

≤ 2
(
EEr

∥∥∥∑
i

riξi

∥∥∥p
X

) 1
p

≤ 2
(
EẼEr

∥∥∥∑
i

ri(ξi − ξ̃i)
∥∥∥p
X

) 1
p

≤ 4
(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

.

�

Using Kahane’s inequalities, this leads to the following observation.

Lemma 1.11. If X is a Banach space and 1 ≤ p ≤ 2, then X has type p if
and only if for every finite sequence (ηi) of independent, mean zero X-valued
random variables in Lp(Ω;X) we have(

E
∥∥∥∑

i

ηi

∥∥∥p
X

) 1
p .p,X

(∑
i

E∥ηi∥pX
) 1
p

.

On the other hand, if 2 ≤ q <∞, then X has cotype q if and only if for every
finite sequence (ηi) of independent, mean zero X-valued random variables in
Lq(Ω;X) we have (∑

i

E∥ηi∥qX
) 1
q .q,X

(
E
∥∥∥∑

i

ηi

∥∥∥q
X

) 1
q

.

Lemma 1.12. Fix 1 ≤ p < ∞. Let X be a Banach space and (ξi) be a finite
sequence of independent, mean zero X-valued random variables. If X has type
1 ≤ s ≤ 2, then (

E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p .p,s,X

(
E
(∑

i

∥ξi∥sX
) p
s
) 1
p

.
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On the other hand, if X has cotype 2 ≤ s <∞, then(
E
(∑

i

∥ξi∥sX
) p
s
) 1
p .p,s,X

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

.

Proof. Suppose X has type s. By Corollary 1.10, Kahane’s inequalities and
the type s inequality we obtain(

E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p ≃

(
EEr

∥∥∥∑
i

riξi

∥∥∥p
X

) 1
p

≃p
(
E
(
Er

∥∥∥∑
i

riξi

∥∥∥2
X

) p
2
) 1
p

.p,s,X
(
E
(∑

i

∥ξi∥sX
) p
s
) 1
p

.

The second assertion is proved similarly. �

For the proof of the next lemma we need the following inequality, due to H.P.
Rosenthal.

Theorem 1.13. [121] Let (Ω,F ,P) be a probability space and let 2 ≤ p <∞.
If (ξi) is a finite sequence of independent, mean zero random variables in
Lp(Ω), then(

E
∣∣∣∑

i

ξi

∣∣∣p) 1
p ≃p max

{(∑
i

E|ξi|p
) 1
p

,
(∑

i

E|ξi|2
) 1

2
}
.

Lemma 1.14. Let X be a Banach space and (ξi) be a finite sequence of in-
dependent X-valued random variables. If 0 < s ≤ p <∞, then(

E
(∑

i

∥ξi∥sX
) p
s
) 1
p .p,s,X max

{(∑
i

E∥ξi∥pX
) 1
p

,
(∑

i

E∥ξi∥sX
) 1
s
}
.

On the other hand, if 1 ≤ p ≤ s, then(
E
(∑

i

∥ξi∥sX
) p
s
) 1
p .p,s,X inf

{(∑
i

E∥ηi∥pX
) 1
p

+
(∑

i

E∥θi∥sX
) 1
s
}
,

where the infimum is taken over all finite sequences (ηi) ∈ lp(Lp(Ω;X)) and
(θi) ∈ ls(Ls(Ω;X)) such that ξi = ηi + θi.

Proof. Suppose first that 0 < s ≤ p < ∞. We may assume that E∥ξi∥sX < ∞
for all i. By the triangle inequality,(

E
(∑

i

∥ξi∥sX
) p
s
) s
p ≤

(
E
∣∣∣∑

i

∥ξi∥sX − E∥ξi∥sX
∣∣∣ ps ) s

p

+
∑
i

E∥ξi∥sX .
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Notice that the sequence (∥ξi∥sX −E∥ξi∥sX)i≥1 is independent and mean zero.
Therefore, by applying Lemma 1.12 if p ≤ 2s and Theorem 1.13 if p > 2s, we
obtain(

E
∣∣∣∑

i

∥ξi∥sX − E∥ξi∥sX
∣∣∣ ps ) s

p

.p,s max
{(∑

i

E
∣∣∣∥ξi∥sX − E∥ξi∥sX

∣∣∣ ps ) s
p

,

χ(2s,∞)(p)
(∑

i

E
(
∥ξi∥sX − E∥ξi∥sX

)2) 1
2
}
.

We estimate the two terms on the right hand side separately. For the first
term, we have by the triangle inequality and Jensen’s inequality,(∑

i

E
∣∣∣∥ξi∥sX − E∥ξi∥sX

∣∣∣ ps ) s
p ≤

(∑
i

E∥ξi∥pX
) s
p

+
(∑

i

(E∥ξi∥sX)
p
s

) s
p

≤ 2
(∑

i

E∥ξi∥pX
) s
p

.

For the second term, suppose that p > 2s. By the triangle inequality in
l2(L2(Ω)),(∑

i

E
(
∥ξi∥sX − E∥ξi∥sX

)2) 1
2 ≤

(∑
i

E∥ξi∥2sX
) 1

2

+
(∑

i

(E∥ξi∥sX)2
) 1

2

≤
(∑

i

E∥ξi∥2sX
) 1

2

+
∑
i

E∥ξi∥sX

≤ 2max
{(∑

i

E∥ξi∥p
) 1
p

,
(∑

i

E∥ξi∥sX
) 1
s
}s
,

where in the final step we use the contractive embedding

ls(Ls(Ω;X)) ∩ lp(Lp(Ω;X)) ⊂ l2s(L2s(Ω;X)),

which follows from Hölder’s inequality. Collecting our estimates, we conclude
that(

E
(∑

i

∥ξi∥sX
) p
s
) 1
p .p,s,X max

{(∑
i

E∥ξi∥pX
) 1
p

,
(∑

i

E∥ξi∥sX
) 1
s
}
.

Suppose now that 1 ≤ p ≤ s. In this case we have the contractive embeddings
Ls(Ω) ⊂ Lp(Ω) and lp ⊂ ls. Hence,(

E
(∑

i

∥ξi∥sX
) p
s
) 1
p ≤

(∑
i

E∥ξi∥sX
) 1
s
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and (
E
(∑

i

∥ξi∥sX
) p
s
) 1
p ≤

(∑
i

E∥ξi∥pX
) 1
p

.

The result now follows by the triangle inequality. �

By combining Lemmas 1.12 and 1.14 we obtain the following estimates.

Theorem 1.15. Let X be a Banach space with type 1 ≤ s ≤ 2 and (ξi) be
a finite sequence of independent, mean zero X-valued random variables. If
s ≤ p <∞, then(

E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p .p,s,X max

{(∑
i

E∥ξi∥pX
) 1
p

,
(∑

i

E∥ξi∥sX
) 1
s
}
.

On the other hand, if 1 ≤ p ≤ s, then(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p .p,s,X inf

{(∑
i

E∥ηi∥pX
) 1
p

+
(∑

i

E∥θi∥sX
) 1
s
}
,

where the infimum is taken over all sequences (ηi) ∈ lp(Lp(Ω;X)) and (θi) ∈
ls(Ls(Ω;X)) such that ξi = ηi + θi.

Remark 1.16. Note that if the ξi in Theorem 1.15 are in addition symmetric,
then the conclusion also holds for any quasi-Banach space with type 0 < s ≤ 2
and any 0 < p < ∞. Indeed, the only place in the proof where it is required
that X is a normed space and p ≥ 1 is in the application of Corollary 1.10.
For symmetric random variables, however, the conclusion of Corollary 1.10 is
trivial.

Specialized to Lq-spaces we obtain the following result.

Corollary 1.17. Suppose S is a σ-finite measure space and let (ξi) be a finite
sequence of independent, mean zero Lq(S)-valued random variables. If 2 ≤
p <∞ and 2 ≤ q <∞, then(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p .p,q max

{(∑
i

E∥ξi∥pLq(S)
) 1
p

,
(∑

i

E∥ξi∥2Lq(S)
) 1

2
}
.

If 1 < q < 2 and q ≤ p <∞, then(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p .p,q max

{(∑
i

E∥ξi∥pLq(S)
) 1
p

,
(∑

i

E∥ξi∥qLq(S)
) 1
q
}
.

If 1 < p < q ≤ 2, then(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p .p,q inf

{(∑
i

E∥ηi∥pLq(S)
) 1
p

+
(∑

i

E∥θi∥qLq(S)
) 1
q
}
,
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where the infimum is taken over all sequences (ηi) ∈ lp(Lp(Ω;Lq(S))) and
(θi) ∈ lq(Lq(Ω;Lq(S))) such that ξi = ηi + θi.
Finally, if 1 < p < 2 and 2 ≤ q <∞, then(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p .p,q inf

{(∑
i

E∥ηi∥pLq(S)
) 1
p

+
(∑

i

E∥θi∥2Lq(S)
) 1

2
}
,

where the infimum is taken over all sequences (ηi) ∈ lp(Lp(Ω;Lq(S))) and
(θi) ∈ l2(L2(Ω;Lq(S))) such that ξi = ηi + θi.

We will now deduce lower bounds for (E∥
∑
i ξi∥

p
X)

1
p by duality from Theo-

rem 1.15. We first recall some preliminary facts on duality for intersections
and sums of Banach spaces.

Let (X,Y ) be a compatible couple of Banach spaces (or more briefly, couple
of Banach spaces), i.e., X,Y are continuously embedded in some Hausdorff
topological vector space. Then the intersection X ∩Y and the sum X+Y are
Banach spaces under the norms

∥z∥X∩Y = max{∥z∥X , ∥z∥Y }

and
∥z∥X+Y = inf{∥x∥X + ∥y∥Y : z = x+ y, x ∈ X, y ∈ Y }.

Suppose that X ∩ Y is dense in both X and Y . Then we have

(X ∩ Y )∗ = X∗ + Y ∗, (X + Y )∗ = X∗ ∩ Y ∗ (1.7)

isometrically. The duality brackets under these identifications are given by

⟨x, x∗⟩ = ⟨x, x∗|X∩Y ⟩ (x∗ ∈ X∗ + Y ∗)

and

⟨x, x∗⟩ = ⟨y, x∗⟩+ ⟨z, x∗⟩ (x∗ ∈ X∗ ∩ Y ∗, x = y + z ∈ X + Y ), (1.8)

respectively, see e.g. [85], Theorem I.3.1.
Recall that a subset F of X∗ is called norming for X if

∥x∥ = sup{|⟨x, x∗⟩| : x∗ ∈ F, ∥x∗∥ ≤ 1}.

Let (S,Σ, µ) be a σ-finite measure space and suppose 1 ≤ p, p′ ≤ ∞ satisfy
1
p + 1

p′ = 1. Then every function g ∈ Lp
′
(S;X∗) defines an element of ϕg ∈

Lp(S;X)∗ through the duality bracket

⟨f, ϕg⟩ =
∫
S

⟨f(s), g(s)⟩ dµ(s) (f ∈ Lp(S;X)).

In fact, ∥ϕg∥Lp(S;X)∗ = ∥g∥Lp′ (S;X∗). It may be shown that the map g 7→ ϕg
defines an isometry onto a closed subspace of Lp(S;X)∗ which is norming
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for Lp(S;X). In general, this map is not surjective onto Lp(S;X)∗. If 1 ≤
p < ∞, then the latter holds if and only if X∗ has the so-called Radon-
Nikodým property with respect to (S,Σ, µ). In particular this is the case if
X∗ is separable or reflexive. We refer to [40], Chapter III for proofs of these
facts and a thorough treatment of the Radon-Nikodým property.

In the proof of Theorem 1.20 below we shall use the following observation.

Lemma 1.18. Let (S,Σ, µ) be a σ-finite measure space, X a Banach space
and suppose 1 ≤ p, p′ ≤ ∞. If Σ0 is a sub-σ-algebra of Σ, then, for any
ξ ∈ Lp(Ω,Σ0;X) and η ∈ Lp

′
(Ω,Σ;X∗),

E(⟨ξ, η⟩|Σ0) = ⟨ξ,E(η|Σ0)⟩,

where ⟨·, ·⟩ denotes the duality bracket for X,X∗.

Proof. Suppose first that η is a simple function, i.e. η =
∑
j χBjx

∗
j . For any

A ∈ Σ0 we have ∫
A
⟨ξ, η⟩dµ =

∫
A

∑
j

χBj ⟨ξ, x∗j ⟩dµ

=

∫
A

∑
j

E(χBj ⟨ξ, x∗j ⟩|Σ0)dµ

=

∫
A

∑
j

E(χBj |Σ0)⟨ξ, x∗j ⟩dµ

=

∫
A

⟨
ξ,
∑
j

E(χBj |Σ0)x
∗
j

⟩
dµ

=

∫
A
⟨ξ,E(η|Σ0)⟩dµ.

By approximation we conclude that∫
A
⟨ξ, η⟩dµ =

∫
A
⟨ξ,E(η|Σ0)⟩dµ,

for any η ∈ Lp
′
(Ω;X∗). �

The following lemma is probably known to experts. We provide a proof of this
result as we have not been able to trace a reference.

Lemma 1.19. Let X be a Banach space and let (S,Σ, µ) be a σ-finite measure
space. Suppose 1 < p, p′, s, s′ < ∞ satisfy 1

p + 1
p′ = 1 and 1

s + 1
s′ = 1. Then

the space Lp
′
(S;X∗) ∩ Ls′(S;X∗) is norming for Lp(S;X) + Ls(S;X). The

corresponding duality bracket is given by

⟨f, g⟩ =
∫
S

⟨f(s), g(s)⟩ dµ(s), (1.9)

for any f ∈ Lp(S;X) + Ls(S;X) and g ∈ Lp
′
(S;X∗) ∩ Ls′(S;X∗)).
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Proof. Note that the result holds if Σ is finite. Indeed, then

(Lp(S;X) + Ls(S;X))∗ = Lp(S;X)∗ ∩ Ls(S;X)∗ = Lp
′
(S;X∗) ∩ Ls

′
(S;X∗).

For the general case we define a norm on Lp(S;X) + Lq(S;X) by

∥f∥∗ = sup{⟨f, x∗⟩ : x∗ ∈ Lp
′
(S;X∗) ∩ Ls

′
(S;X∗), ∥x∗∥ ≤ 1}.

Since Lp
′
(S;X∗) and Ls

′
(S;X∗) isometrically embed into Lp(S;X)∗ and

Ls(S;X)∗, respectively, we clearly have

∥f∥∗ ≤ sup{⟨f, x∗⟩ : x∗ ∈ Lp(S;X)∗ ∩ Ls(S;X)∗, ∥x∗∥ ≤ 1}
= ∥f∥Lp(S;X)+Ls(S;X).

For the reverse inequality, suppose first that f ∈ Lp(S;X) + Ls(S;X) is a
simple function and let g ∈ Lp(S;X) and h ∈ Ls(S;X) be such that f = g+h.
Then f = E(g|f) + E(h|f) and moreover,

∥E(g|f)∥Lp(S;X) + ∥E(h|f)∥Ls(S;X) ≤ ∥g∥Lp(S;X) + ∥h∥Ls(S;X).

Thus, we can compute the norm of f using only σ(f)-measurable functions.
Since σ(f) is finitely generated, we have

∥f∥Lp(S;X)+Ls(S;X)

= ∥f∥Lp(σ(f);X)+Ls(σ(f);X)

= sup{⟨f, x∗⟩ : x∗ ∈ Lp
′
(σ(f);X∗) ∩ Ls

′
(σ(f);X∗), ∥x∗∥ ≤ 1} ≤ ∥f∥∗.

If f ∈ Lp(S;X) + Ls(S;X) then there is a sequence of simple functions fn
such that fn → f in Lp(S;X) + Ls(S;X). By the above,

∥f∥∗ ≥ ∥fn∥∗ − ∥f − fn∥∗
≥ ∥fn∥Lp(S;X)+Ls(S;X) − ∥f − fn∥Lp(S;X)+Ls(S;X)

→ ∥f∥Lp(S;X)+Ls(S;X),

as n→ ∞.
Finally, recall that for r = p, s the duality bracket between Lr(S;X) and

the norming subspace Lr
′
(S;X∗) of Lr(S;X)∗ is given by

⟨f, g⟩ =
∫
S

⟨f(s), g(s)⟩ dµ(s) (f ∈ Lr(S;X), g ∈ Lr
′
(S,X∗)).

Hence (1.9) follows immediately from (1.8). �

Theorem 1.20. Let X be a Banach space with cotype 2 ≤ s < ∞ and (ξi)
be a finite sequence of independent, mean zero X-valued random variables. If
s ≤ p <∞, then
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max
{(∑

i

E∥ξi∥pX
) 1
p

,
(∑

i

E∥ξi∥sX
) 1
s
}
.p,s,X

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

.

On the other hand, if 1 < p ≤ s and X is K-convex, then

inf
{(∑

i

E∥ηi∥pX
) 1
p

+
(∑

i

E∥θi∥sX
) 1
s
}
.p,s,X

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

,

where the infimum is taken over all sequences (ηi) ∈ lp(Lp(Ω;X)) and (θi) ∈
ls(Ls(Ω;X)) such that ξi = ηi + θi.

Proof. Suppose first that s ≤ p <∞. Since X has cotype s, it also has cotype
p. Hence the first assertion follows immediately from Lemma 1.11.

We deduce the estimate in the case 1 < p ≤ s by duality from The-
orem 1.15. Since X is K-convex and has cotype s, its dual X∗ has type
s′ ≤ p′ < ∞, where 1

s + 1
s′ = 1 and 1

p + 1
p′ = 1. Let (η∗i ) be a finite se-

quence of X∗-valued random variables satisfying

∥(ηi)∥∗ = max
{(∑

i

E∥ξi∥p
′

X∗

) 1
p′
,
(∑

i

E∥ξi∥s
′

X∗

) 1
s′
}
≤ 1.

Then (E(η∗i |ξi) − E(η∗i )) is a finite sequence of independent, mean zero X∗-
valued random variables. Therefore, by Lemma 1.18 and Theorem 1.15 we
have

⟨(ξi), (η∗i )⟩ =
∑
i

⟨ξi, η∗i ⟩

=
∑
i

⟨ξi,E(η∗i |ξi)− E(η∗i )⟩

=
∑
i,j

⟨ξi,E(η∗j |ξj)− E(η∗j )⟩

=
⟨∑

i

ξi,
∑
j

E(η∗j |ξj)− E(η∗j )
⟩

≤
(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p
(
E
∥∥∥∑

j

E(η∗j |ξj)− E(η∗j )
∥∥∥p′
X∗

) 1
p′

.p′,s′,X∗

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p ∥(E(η∗j |ξj)− E(η∗j ))∥∗

≤ 2
(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

.

Taking the supremum over all (η∗i ) as above we obtain by Lemma 1.19,

∥(ξi)∥lp(Lp(Ω;X))+ls(Ls(Ω;X)) .p,s,X
(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

,

as asserted. �
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Specialized to Lq-spaces Theorem 1.20 yields the following.

Corollary 1.21. Suppose S is a σ-finite measure space and let (ξi) be a finite
sequence of independent, mean zero Lq(S)-valued random variables. If 2 ≤
q ≤ p <∞, then

max
{(∑

i

E∥ξi∥pLq(S)
) 1
p

,
(∑

i

E∥ξi∥qLq(S)
) 1
q
}
.p,q

(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

.

If 1 < q < 2 and 2 ≤ p <∞, then

max
{(∑

i

E∥ξi∥pLq(S)
) 1
p

,
(∑

i

E∥ξi∥2Lq(S)
) 1

2
}
.p,q

(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

.

If 1 < p, q ≤ 2, then

inf
{(∑

i

E∥ηi∥pLq(S)
) 1
p

+
(∑

i

E∥θi∥2Lq(S)
) 1

2
}
.p,q

(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

,

where the infimum is taken over all sequences (ηi) ∈ lp(Lp(Ω;Lq(S))) and
(θi) ∈ l2(L2(Ω;Lq(S))) such that ξi = ηi + θi.
Finally, if 1 < p < q and 2 ≤ q <∞, then

inf
{(∑

i

E∥ηi∥pLq(S)
) 1
p

+
(∑

i

E∥θi∥qLq(S)
) 1
q
}
.p,q

(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

,

where the infimum is taken over all sequences (ηi) ∈ lp(Lp(Ω;Lq(S))) and
(θi) ∈ lq(Lq(Ω;Lq(S))) such that ξi = ηi + θi.

In the case where X has both type 2 and cotype 2 we obtain two-sided esti-

mates for (E∥
∑
i ξi∥

p
X)

1
p . Recall that by Theorem 1.5 such a space is isomor-

phic to a Hilbert space.

Corollary 1.22. Let 2 ≤ p < ∞ and H be a Hilbert space. If (ξi) is a finite
sequence of independent, mean zero H-valued random variables, then(

E
∥∥∥∑

i

ξi

∥∥∥p
H

) 1
p ≃p max

{(∑
i

E∥ξi∥pH
) 1
p

,
(∑

i

E∥ξi∥2H
) 1

2
}
. (1.10)

On the other hand, if 1 < p < 2, then(
E
∥∥∥∑

i

ξi

∥∥∥p
H

) 1
p ≃p inf

{(∑
i

E∥ηi∥pH
) 1
p

+
(∑

i

E∥θi∥2H
) 1

2
}
, (1.11)

where the infimum is taken over all sequences (ηi) ∈ lp(Lp(Ω;H)) and (θi) ∈
l2(L2(Ω;H)) such that ξi = ηi + θi.

The inequality .p in (1.10) was also obtained in [112], Theorem 5.2.
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1.3 Rosenthal inequalities for Lp-valued random
variables

We now proceed to prove Rosenthal-type inequalities for random vectors in
Lq(S), where S is a σ-finite measure space. We start by making two elementary
observations. First, note that by combining Theorem 1.2 and Corollary 1.10
we obtain the following result.

Lemma 1.23. Let 1 ≤ p < ∞ and 1 ≤ q < ∞. Let (ξi) be a finite sequence
of independent, mean zero Lq(S)-valued random variables. Then,(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p ≃p,q

(
E
∥∥∥(∑

i

|ξi|2
) 1

2
∥∥∥p
Lq(S)

) 1
p

.

As a consequence, we find the following useful estimates.

Lemma 1.24. Suppose 1 ≤ p, q < 2. Let (ξi) be a finite sequence of indepen-
dent, mean zero Lq(S)-valued random variables. Then,(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p .p,q

∥∥∥(∑
i

E|ξi|2
) 1

2
∥∥∥
Lq(S)

.

On the other hand, if 2 ≤ p, q <∞ then∥∥∥(∑
i

E|ξi|2
) 1

2
∥∥∥
Lq(S)

.p,q
(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

.

Proof. Suppose 1 ≤ p, q < 2. By Lemma 1.23,(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p ≃p,q

(
E
∥∥∥(∑

i

|ξi|2
) 1

2
∥∥∥p
Lq(S)

) 1
p

=
(
E
∥∥∥∑

i

|ξi|2
∥∥∥ p2
L
q
2 (S)

) 1
p

≤
∥∥∥∑

i

E|ξi|2
∥∥∥ 1

2

L
q
2 (S)

=
∥∥∥(∑

i

E|ξi|2
) 1

2
∥∥∥
Lq(S)

.

Note that in the final inequality we apply Jensen’s inequality, using that p2 ,
q
2 <

1. If we assume 2 ≤ p, q <∞ then this inequality is reversed. This completes
the proof. �

The following Lemma is the key to the Rosenthal-type inequalities in the cases
where 2 ≤ p, q <∞.
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Lemma 1.25. Suppose 0 < s ≤ 2 and s ≤ p, q < ∞. Let (ξi) be a finite
sequence of independent, mean zero Lq(S)-valued random variables. Then,(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

.p,q,s max
{∥∥∥(∑

i

E|ξi|s
) 1
s
∥∥∥
Lq(S)

,
(
E
(∑

i

∥ξi∥qLq(S)
) p
q
) 1
p
}
. (1.12)

Proof. By Lemma 1.23,(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p ≃p,q

(
E
∥∥∥(∑

i

|ξi|2
) 1

2
∥∥∥p
Lq(S)

) 1
p

≤
(
E
∥∥∥(∑

i

|ξi|s
) 1
s
∥∥∥p
Lq(S)

) 1
p

. (1.13)

By the triangle inequality we obtain(
E
∥∥∥(∑

i

|ξi|s
) 1
s
∥∥∥p
Lq(S)

) 1
p

=
(
E
∥∥∥∑

i

|ξi|s
∥∥∥ ps
L
q
s (S)

) 1
p

≤
((

E
∥∥∥∑

i

|ξi|s − E|ξi|s
∥∥∥ ps
L
q
s (S)

) s
p

+
∥∥∥∑

i

E|ξi|s
∥∥∥
L
q
s (S)

) 1
s

. (1.14)

Suppose first that q ≤ 2s. Then, by Lemma 1.12,(
E
∥∥∥∑

i

|ξi|s − E|ξi|s
∥∥∥ ps
L
q
s (S)

) s
p

.p,q,s
(
E
(∑

i

∥ |ξi|s − E|ξi|s∥
q
s

L
q
s (S)

) p
q
) s
p

≤
(
E
(∑

i

∥ξi∥qLq(S)
) p
q
) s
p

+
(
E
(∑

i

∥E|ξi|s∥
q
s

L
q
s (S)

) p
q
) s
p

≤ 2
(
E
(∑

i

∥ξi∥qLq(S)
) p
q
) s
p

,

where in the final step we apply Jensen’s inequality. By (1.13) and (1.14) this
proves (1.12).

Suppose now that q > 2s. By applying Lemma 1.23 we find that(
E
∥∥∥∑

i

|ξi|s − E|ξi|s
∥∥∥ ps
L
q
s (S)

) s
p
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≃p,q,s
(
E
∥∥∥(∑

i

| |ξi|s − E|ξi|s|2
) 1

2
∥∥∥ ps
L
q
s (S)

) s
p

≤
(
E
∥∥∥(∑

i

|ξi|2s
) 1

2
∥∥∥ ps
L
q
s (S)

) s
p

+
∥∥∥(∑

i

|E|ξi|s|2
) 1

2
∥∥∥
L
q
s (S)

≤
(
E
∥∥∥(∑

i

|ξi|2s
) 1

2s
∥∥∥p
Lq(S)

) s
p

+
∥∥∥∑

i

E|ξi|s
∥∥∥
L
q
s (S)

. (1.15)

Since q > 2s there is some 0 < θ < 1
2 such that 1

2s = θ
s + 1−θ

q . By applying
Hölder’s inequality three times we obtain(

E
∥∥∥(∑

i

|ξi|2s
) 1

2s
∥∥∥p
Lq(S)

) s
p

≤
(
E
∥∥∥(∑

i

|ξi|s
) θ
s
(∑

i

|ξi|q
) 1−θ

q
∥∥∥p
Lq(S)

) s
p

≤
(
E
(∥∥∥(∑

i

|ξi|s
) θ
s
∥∥∥
L
q
θ (S)

∥∥∥(∑
i

|ξi|q
) 1−θ

q
∥∥∥
L

q
1−θ (S)

)p) s
p

≤
(
E
∥∥∥(∑

i

|ξi|s
) θ
s
∥∥∥ pθ
L
q
θ (S)

) sθ
p
(
E
∥∥∥(∑

i

|ξi|q
) 1−θ

q
∥∥∥ p

1−θ

L
q

1−θ (S)

) s(1−θ)
p

=
(
E
∥∥∥(∑

i

|ξi|s
) 1
s
∥∥∥p
Lq(S)

) sθ
p
(
E
∥∥∥(∑

i

|ξi|q
) 1
q
∥∥∥p
Lq(S)

) s(1−θ)
p

. (1.16)

Combining (1.14), (1.15) and (1.16) we arrive at the inequality

a2 .p,q,s a2θb2(1−θ) + c2,

where a = (E∥(
∑
i |ξi|s)

1
s ∥pLq(S))

s
2p , b = (E(

∑
i ∥ξi∥

q
Lq(S))

p
q )

s
2p and c =

∥(
∑
i E|ξi|s)

1
s ∥

s
2

Lq(S). Notice that if a ≤ b then (1.12) immediately follows

from (1.13). Hence, we may assume a > b. Since 0 < 2θ < 1 we then have

a2θb2(1−θ) = b2(ab )
2θ ≤ ab.

Thus we obtain the inequality

a2 .p,q,s ab+ c2.

Solving this quadratic equation we find that a .p,q,s max{b, c} and hence

a
2
s .p,q,s max{b 2

s , c
2
s }. That is,(

E
∥∥∥(∑

i

|ξi|s
) 1
s
∥∥∥p
Lq(S)

) 1
p

.p,q,s max
{(

E
(∑

i

∥ξi∥qLq(S)
) p
q
) 1
p

,
∥∥∥(∑

i

E|ξi|s
) 1
s
∥∥∥
Lq(S)

}
.

The result now follows from (1.13). This completes the proof. �
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We can now deduce estimates in the case where p, q ≥ 2.

Theorem 1.26. Suppose 2 ≤ q ≤ p < ∞. Let (ξi) be a finite sequence of
independent, mean zero Lq(S)-valued random variables. Then,(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

≃p,q max
{∥∥∥(∑

i

E|ξi|2
) 1

2
∥∥∥
Lq(S)

,
(∑

i

E∥ξi∥pLq(S)
) 1
p

,
(∑

i

E∥ξi∥qLq(S)
) 1
q
}
.

Proof. We have already proved that the maximum on the right hand side is

dominated by (E∥
∑
i ξi∥

p
Lq(S))

1
p . Indeed, by Corollary 1.21 we have

max
{(∑

i

E∥ξi∥pLq(S)
) 1
p

,
(∑

i

E∥ξi∥qLq(S)
) 1
q
}
.p,q

(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

and in Lemma 1.24 we showed that∥∥∥(∑
i

E|ξi|2
) 1

2
∥∥∥
Lq(S)

.p,q
(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

.

For the reverse we apply Lemma 1.25 with s = 2 and obtain(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

.p,q max
{∥∥∥(∑

i

E|ξi|2
) 1

2
∥∥∥
Lq(S)

,
(
E
(∑

i
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) p
q
) 1
p
}
.

The result follows by applying Lemma 1.14 with s = q and X = Lq(S). �

Remark 1.27. If 2 ≤ q ≤ p < ∞ and (ξi)i≥1 is an infinite sequence of in-
dependent, mean zero Lq(S)-valued random variables, then it follows from
Theorem 1.26 that

∑
i≥1 ξi converges in L

p(Ω;Lq(S)) if and only if

(ξi)i≥1 ∈ Lq(S; l2(L2(Ω))) ∩ lp(Lp(Ω;Lq(S))) ∩ lq(Lq(Ω;Lq(S))).

Theorem 1.28. Suppose 2 ≤ p ≤ q < ∞. Let (ξi) be a finite sequence of
independent, mean zero Lq(S)-valued random variables. Then,(
E
∥∥∥∑

i

ξi

∥∥∥p
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) 1
p ≃p,q max
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{(∑

i

E∥ηi∥pLq(S)
) 1
p

+
(∑

i

E∥θi∥qLq(S)
) 1
q
}}

,

where the infimum is taken over all sequences (ηi) ∈ lp(Lp(Ω;Lq(S))) and
(θi) ∈ lq(Lq(Ω;Lq(S))) such that ξi = ηi + θi.
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Proof. In Lemma 1.24 we proved∥∥∥(∑
i

E|ξi|2
) 1

2
∥∥∥
Lq(S)

.p,q
(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

,

and by Corollary 1.21,

∥(ξi)∥lp(Lp(Ω;Lq(S)))+lq(Lq(Ω;Lq(S))) .p,q
(
E
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i

ξi

∥∥∥p
Lq(S)

) 1
p

.

For the reverse inequality note that by applying Lemma 1.25 with s = 2 we
obtain(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

.p,q max
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i

E|ξi|2
) 1

2
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Lq(S)

,
(
E
(∑
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) p
q
) 1
p
}
.

The result follows by applying Lemma 1.14 with s = q. �

By duality we can deduce results for the cases 1 < p, q ≤ 2.

Theorem 1.29. Suppose 1 < p ≤ q ≤ 2. Let (ξi) be a finite sequence of
independent, mean zero Lq(S)-valued random variables. Then,(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p ≃p,q inf
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E∥κi∥qLq(S)
) 1
q
}
, (1.17)

where the infimum is taken over all sequences (ηi) ∈ Lq(S; l2(L2(Ω))), (θi) ∈
lp(Lp(Ω;Lq(S))) and (κi) ∈ lq(Lq(Ω;Lq(S))) such that ξi = ηi + θi + κi.

Proof. Recall from Corollary 1.17 we have(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p .p,q ∥(ξi)∥lp(Lp(Ω;Lq(S)))+lq(Lq(Ω;Lq(S))),

and by Lemma 1.24,(
E
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) 1
p .p,q
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2
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.

Suppose we are given (ηi) ∈ Lq(S; l2(L2(Ω))), (θi) ∈ lp(Lp(Ω;Lq(S))) and
(κi) ∈ lq(Lq(Ω;Lq(S))) such that ξi = ηi + θi + κi. Then



42 1 Vector-valued Rosenthal inequalities in Lp-spaces

ξi = E(ηi|ξi)− E(ηi) + E(θi|ξi)− E(θi) + E(κi|ξi)− E(κi).

Moreover, (E(ηi|ξi) − E(ηi)), (E(θi|ξi) − E(θi)) and (E(κi|ξi) − E(κi)) are
sequences of independent, mean zero random variables. Therefore, by the tri-
angle inequality and the two estimates above,(
E
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,

where in the final estimate we apply Jensen’s inequality and contractivity of

conditional expectations. This concludes the proof that (E∥
∑
i ξi∥

p
Lq(S))

1
p is

dominated by the infimum on the right hand side of (1.17).
We deduce the reverse inequality by duality from Theorem 1.26. Let 2 ≤

q′ ≤ p′ < ∞ be such that 1
p + 1

p′ = 1 and 1
q +

1
q′ = 1. Let (η∗i ) be a sequence
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Then, by Lemma 1.18 and Theorem 1.26 we have
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≤ 2
(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(S)

) 1
p

.

If we now take the supremum over all (η∗i ) as above we obtain
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as required. �

Theorem 1.30. Suppose 1 < q ≤ p ≤ 2. Let (ξi) be a finite sequence of
independent, mean zero Lq(S)-valued random variables. Then,(
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,

where the infimum is taken over all sequences (ηi) ∈ Lq(S; l2(L2(Ω))) and
(θi) ∈ lp(Lp(Ω;Lq(S))) ∩ lq(Lq(Ω;Lq(S))) such that ξi = ηi + θi.

Proof. Let ξi = ηi + θi, then ξi = E(ηi|ξi) − E(ηi) + E(θi|ξi) − E(θi). Notice
that (E(ηi|ξi) − E(ηi)) and (E(θi|ξi) − E(θi)) are sequences of independent,
mean zero random variables. By the triangle inequality, Lemma 1.24 and
Corollary 1.17 we have(
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where in the final step we use Jensen’s inequality and contractivity of vector-

valued conditional expectations. This proves that (E∥
∑
i ξi∥

p
Lq(S))

1
p is domi-

nated by the infimum on the right hand side.
The reverse inequality follows by duality from Theorem 1.28. This argu-

ment is analogous to the one in the proof of Theorem 1.29. We leave the
details to the reader. �
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For the case 1 < q < 2 ≤ p < ∞ we shall use the following result, due to
J. Hoffmann-Jørgensen [59]. The inequality appearing below with constant of
optimal order is due to M. Talagrand ([133], see also [95]). We refer to [90]
(see also [91]) for a different proof based on hypercontractivity methods.

Theorem 1.31. Let X be a Banach space and let (ξi) be a finite sequence of
independent, mean zero X-valued random variables. Then there is a universal
constant C > 0 such that for all p ≥ 1,(
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Theorem 1.32. Let 1 < q < 2 ≤ p < ∞. Let (ξi) be a finite sequence of
independent, mean zero Lq(S)-valued random variables. Then,(
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,

where the infimum is taken over all sequences (ηi) ∈ Lq(S; l2(L2(Ω))) and
(θi) ∈ lq(Lq(Ω;Lq(S))) such that ξi = ηi + θi.

Proof. By Theorem 1.31 we have(
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By Theorem 1.29 (with p = q) we have(
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For the reverse inequality, note that(
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Moreover, by Corollary 1.21,(
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�
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Theorem 1.33. Let 1 < p < 2 ≤ q < ∞. Let (ξi) be a finite sequence of
independent, mean zero Lq(S)-valued random variables. Then,(
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,

where the infimum is taken over all sequences (ηi) ∈ Lq(S; l2(L2(Ω))) ∩
lq(Lq(Ω;Lq(S))) and (θi) ∈ lp(Lp(Ω;Lq(S))) such that ξi = ηi + θi.

Proof. By Theorem 1.28 (with p = q) we have(
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On the other hand, by Corollary 1.17,(
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.

Let ξi = ηi+θi. Then, ξi = E(ηi|ξi)−E(ηi)+E(θi|ξi)−E(θi). By applying the
above to the sequences of independent, mean zero random variables (E(ηi|ξi)−
E(ηi)) and (E(θi|ξi)− E(θi)) we obtain using Jensen’s inequality(
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The reverse inequality follows by duality from Theorem 1.32. We leave the
details to the reader. �





2

Vector-valued Poisson stochastic integration

This chapter is devoted to the study of vector-valued stochastic integrals with
respect to a compensated Poisson random measure. Motivated by applications
of vector-valued stochastic integration to the study of stochastic partial dif-
ferential equations, we aim to prove two-sided estimates for the p-th moments
of a Poisson stochastic integral in terms of a suitable norm on the integrand.
First we consider estimates for Poisson stochastic integrals of processes taking
values in a Banach space. Depending on whether the Banach space satisfies a
type or cotype restriction we obtain an upper or lower estimate, respectively,
for the p-th moment of the stochastic integral. Only in the special case where
the Banach space is a Hilbert space, our approach yields two-sided inequali-
ties.

In the final section we consider Poisson stochastic integrals in Lp-spaces.
We will restrict ourselves to classical Lp-spaces, as our main motivation is the
application of moment estimates to stochastic partial differential equations.
However, with some extra effort the results below can be deduced for processes
taking values in a noncommutative Lp-space as well, using the results from
Chapter 3. We leave this up to the interested reader.

Roughly speaking, the moment estimates for stochastic integrals are
proved in three steps. First, by using decoupling inequalities (see Theorem 2.3
below) we reduce the problem of deriving moment estimates for stochastic
integrals of simple processes to corresponding estimates for sums of indepen-
dent, mean zero Lp-valued random variables, which were already obtained
in Section 1.3. After applying the latter estimates to the decoupled stochas-
tic integral, we finally use some elementary inequalities for Poisson random
variables (Lemma 2.2 below) to obtain a suitable norm on the integrand.

2.1 Preliminaries

We start by giving a brief introduction to Poisson random measures.
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Definition 2.1. Let (Ω,F ,P) be a probability space and let (E, E) be a mea-
surable space. A random measure M is a collection {M(B) : B ∈ E} of
random variables such that

(i) M(∅) = 0;
(ii) For any disjoint A,B ∈ E we have

M(A ∪B) =M(A) +M(B).

Let µ be a measure on (E, E). We say a random measure N is a Poisson
random measure if the following conditions hold:

(iii) For disjoint sets A1, . . . , An in E the random variables N(A1), . . . , N(An)
are independent;

(iv) For any A ∈ E with µ(A) < ∞ the random variable N(A) is Poisson
distributed with parameter µ(A).

The measure µ is called the intensity measure of N .
Let Eµ = {A ∈ E : µ(A) <∞}. Then the random measure Ñ on (E, Eµ, µ)

defined by
Ñ(A) := N(A)− µ(A) (A ∈ Eµ),

is called the compensated Poisson random measure associated with N .
Let N1, N2 be independent copies of the Poisson random measure N above.

Then the random measure

Ns(A) := N1(A)−N2(A) (A ∈ E) (2.1)

is called the symmetrized Poisson random measure associated with N .

Given a σ-finite measure space (E, E , µ) one can always construct a Poisson
random measure with intensity measure µ, see e.g. [123], Proposition 19.4.

We now describe how (compensated) Poisson random measures arise nat-
urally in the study of Lévy processes. Let (Ω,F ,P) be a probability space and
let (Ft)t≥0 be a filtration satisfying the usual conditions, i.e. it is complete
and right-continuous. Let L = (Lt)t≥0 be a stochastic process adapted to this
filtration. We will say L is a Lévy process if the following properties hold:

(i) L0 = 0 a.s.;
(ii) L has a.s. càdlàg sample paths;
(iii) Lt − Ls is independent of Fs for any 0 ≤ s < t;
(iv) Lt − Ls and Lt−s are identically distributed for any 0 ≤ s < t;
(v) L is stochastically continuous, i.e. for v > 0 and s ≥ 0,

lim
t→s

P(|Lt − Ls| > v) = 0.

In the literature Lévy-processes are usually defined under somewhat weaker
assumptions (see e.g. [5], [123]).
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Let L be a Lévy process and let Ω0 be the set on which L has càdlàg
paths. We can define the jump process ∆L of the Lévy process by

∆Lt(ω) =

{
Lt(ω)− Lt−(ω), if t ≥ 0, ω ∈ Ω0,

0, if t ≥ 0, ω ∈ Ωc0,

where Lt− = lims↑t Ls. Then, for any 0 ≤ t <∞, A ∈ B(R−{0}) and ω ∈ Ω0

we define
N(t, A)(ω) = #{0 ≤ s ≤ t : ∆Ls(ω) ∈ A}

and we set N(t, A)(ω) = 0 if ω ∈ Ωc0. That is, N(t, A)(ω) counts the number of
jumps of a specified size in the interval [0, t]. It can be shown ([123], Theorem
19.2) that the map

N((s, t]×A) = N(t, A)−N(s,A)

extends to a σ-additive Poisson random measure on (R+ × R − {0},B(R+ ×
R − {0})). Its intensity measure is given by dt × ν, where ν is the σ-finite
measure

ν(A) = E(N(1, A)) (A ∈ B(R− {0})).

In fact, ν is precisely the Lévy measure of L. Moreover, one can show (see [123],
Theorem 19.2) that there is a standard Brownian motion W and parameters
σ > 0 and b ∈ R such that

Lt = bt+ σWt +

∫
[0,t]×{|x|<1}

xdÑ +

∫
[0,t]×{|x|≥1}

xdN. (2.2)

This is called the Lévy-Itô decomposition of L. Thus, together with Brown-
ian motions, (compensated) Poisson random measures are the basic building
blocks of Lévy processes.

We now discuss two results that we will be frequently used throughout
this chapter. First we record the following elementary lemma.

Lemma 2.2. Let N be a Poisson distributed random variable with parameter
0 ≤ λ ≤ 1. Then for every 1 ≤ p < ∞ there exist constants bp, cp > 0 such
that

bpλ ≤ ∥N − λ∥pp ≤ cpλ. (2.3)

Proof. The inequalities are trivial if λ = 0, so we may assume λ > 0. We
first prove the inequality on the left hand side of (2.3). Suppose first that
2 ≤ p <∞. Then we have

E|N −λ|p =
∞∑
k=0

|k−λ|pλ
ke−λ

k!
≥

∞∑
k=2

|k−λ|2λ
ke−λ

k!
+ |λ|pe−λ+ |1−λ|pλe−λ.

Hence,

E|N − λ|p ≥ E|N − λ|2 − |λ|2e−λ − |1− λ|2λe−λ + |λ|pe−λ + |1− λ|pλe−λ
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= λ+ λe−λ(−λ− (1− λ)2 + λp−1 + (1− λ)p)

= λ(1 + e−λfp(λ)),

where
fp(λ) = λp−1 − λ2 + λ− 1 + (1− λ)p. (2.4)

One easily sees that min0≤λ≤1(1 + e−λfp(λ)) = bp > 0. Indeed,

1 + e−λfp(λ) > 1 + e−λ(−λ2 + λ− 1) + e−λ(1− λ)p.

Now,
1 + e−λ(−λ2 + λ− 1) + e−λ(1− λ)p > 0

if and only if

(1− λ)p > −eλ + λ2 − λ+ 1 = −2λ+
λ2

2
− λ3

6
− λ4

24
− · · · .

Clearly this holds if 0 ≤ λ ≤ 1. This proves the left hand side inequality if
2 ≤ p <∞.
Suppose now that 1 ≤ p < 2. Then, by the Cauchy-Schwartz inequality,

λ = E|N − λ|2 = E|N − λ|
p
2 |N − λ|2−

p
2

≤ (E|N − λ|p) 1
2 (E|N − λ|4−p) 1

2 .

Since 4− p ≥ 2 we find by the above that

λ2 ≤ E|N − λ|pE|N − λ|4−p ≤ E|N − λ|pc4−pλ.

We now consider the right hand side inequality of (2.3) for 2 ≤ p < ∞.
Clearly it suffices to prove this in the case where p is an even integer n. We
first compute the moment generating function of N − λ.

E(et(N−λ)) = e−λtE(etN ) = e−λteλ(e
t−1) = eλ(e

t−1−t) = exp(λ
∞∑
n=2

tn

n!
).

It is now easy to see that the n-th moment of N −λ can be written as λpn(λ)
for some polynomial pn with positive coefficients. Since max0≤λ≤1 |pn(λ)| ≤ cn
for some constant cn > 0, our proof for the case 2 ≤ p < ∞ is complete. If
1 ≤ p < 2 then

E|N − λ|p =
∞∑
k=2

|k − λ|pλ
ke−λ

k!
+ |λ|pe−λ + |1− λ|pλe−λ

≤
∞∑
k=2

|k − λ|2λ
ke−λ

k!
+ |λ|pe−λ + |1− λ|pλe−λ
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= E|N − λ|2 − |λ|2e−λ − |1− λ|2λe−λ + |λ|pe−λ + |1− λ|pλe−λ

= λ(1 + e−λfp(λ)) ≤ λ max
0≤λ≤1

(1 + e−λfp(λ)),

where fp is the continuous function defined in (2.4). �

We end this section by discussing a decoupling result that will be used inten-
sively throughout the chapter. Its proof can be found in [138], Theorem 2.4.1.
Let (Ω,F ,P) be a probability space and let (Fi)ni=0 be a filtration in F . Fix
1 < p <∞ and let (ξi)

n
i=1 be a sequence of mean zero, Fi-measurable random

variables in Lp(Ω) such that ξi is independent of Fj for all 1 ≤ j < i ≤ n. Let

Ω̃ be a copy of Ω. We define two independent copies of the sequence (ξi) on
the product probability space Ω × Ω̃ by setting

ξi(ω, ω̃) = ξi(ω)1Ω̃(ω̃), ξ̃i(ω, ω̃) = ξi(ω̃)1Ω(ω).

Let X be a Banach space and let (vi)
n
i=1 be a sequence of Fi−1-measurable

random variables in L∞(Ω;X). We identify vi with its copy vi(ω, ω̃) =
vi(ω)1Ω̃(ω̃) in L

∞(Ω ×Ω;X).

Theorem 2.3. (Decoupling) Fix 1 < p < ∞ and let (ξi)
n
i=1, (ξ̃i)

n
i=1 and

(vi)
n
i=1 be as above. If X is a UMD Banach space then

(
E
∥∥∥ n∑
i=1

viξi

∥∥∥p
X

) 1
p ≃p,X

(
EẼ

∥∥∥ n∑
i=1

viξ̃i

∥∥∥p
X

) 1
p

Remark 2.4. In some applications one is only interested in the one-sided de-
coupling estimate(

E
∥∥∥ n∑
i=1

viξi

∥∥∥p
X

) 1
p .p,X

(
EẼ

∥∥∥ n∑
i=1

viξ̃i

∥∥∥p
X

) 1
p

.

This inequality can be proved under less restrictive assumptions on p and X,
for example for 1 ≤ p < ∞ and X = L1(S), where S is a σ-finite measure
space. We refer to [36] for results in this direction.

2.2 Poisson stochastic integration in Banach spaces

Let X be a Banach space and let (J,J , ν) be a σ-finite measure space.
Throughout this chapter we fix a Poisson random measure N on (R+ ×
J,B(R+)× J , dt× ν). Moreover, we make the following assumption.

Assumption 2.5 Throughout this chapter we fix a filtration (Ft)t≥0 such

that for any 0 ≤ s < t <∞ and any A ∈ J the random variable Ñ((s, t]×A)
is independent of Fs.
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Definition 2.6. Let F : Ω× [0,∞)×J → X. We say F is a simple, adapted
X-valued process if there is a finite partition π = {0 ≤ t1 < . . . < tl+1 <
∞} of [0,∞), Fi,k ∈ L∞(Fti), xi,j,k ∈ X and disjoint sets A1, . . . Am in J
satisfying ν(Aj) <∞ for i = 1, . . . , l, j = 1, . . . ,m and k = 1, . . . , n such that

F =
l∑
i=1

m∑
j=1

n∑
k=1

Fi,kχ(ti,ti+1]χAjxi,j,k. (2.5)

Let t ≥ 0 and B ∈ J . We define the (compensated) Poisson stochastic integral
of F on [0, t]×B with respect to Ñ by∫

[0,t]×B
F dÑ =

l∑
i=1

m∑
j=1

n∑
k=1

Fi,kÑ((ti ∧ t, ti+1 ∧ t]× (Aj ∩B))xi,j,k.

Remark 2.7. By refining the partition π in Definition 2.6 if necessary, we can
and will always assume that (ti+1 − ti)ν(Aj) ≤ 1 for all i = 1, . . . , l, j =
1, . . . ,m. This will allow us to apply Lemma 2.2 to the compensated Poisson
random variables Ñ((ti ∧ t, ti+1 ∧ t]× (Aj ∩B)).

From now on we will write Ni,j := N((ti, ti+1]×Aj) for brevity.
We will make use of the following inequality due to E.M. Stein (see [128],

Chapter IV, the proof of Theorem 8).

Theorem 2.8. (Stein’s inequality) Let 1 < p < ∞ and 1 ≤ s ≤ ∞. Let
(Ω,F ,P) be a probability space and let (Fi)i≥1 be a filtration in F with cor-
responding conditional expectations (Ei)i≥1. Suppose (fi)i≥1 is a sequence of
F-measurable functions. Then,∥∥∥(∑

i

|Ei(fi)|s
) 1
s
∥∥∥
Lp(Ω)

.p,s
∥∥∥(∑

i

|fi|s
) 1
s
∥∥∥
Lp(Ω)

.

Lemma 2.9. Fix 1 ≤ p <∞ and let X be a Banach space. Let 0 ≤ t0 < t1 <
. . . < tl+1 < ∞, Fi,k ∈ L∞(Ω), xi,j,k ∈ X, and let A1, . . . Am be disjoint sets
in J satisfying ν(Aj) < ∞ for i = 1, . . . , l, j = 1, . . . ,m and k = 1, . . . , n.
Define

F =
∑
i,j,k

Fi,kχ(ti,ti+1]χAjxi,j,k

and let F̃ be the associated simple adapted X-valued process given by

F̃ =
∑
i,j,k

E(Fi,k|Fti)χ(ti,ti+1]χAjxi,j,k.

Then, if 1 < p <∞ and 1 ≤ s <∞,

∥F̃∥Lp(Ω;Ls([0,t]×J;X)) .p,s ∥F∥Lp(Ω;Ls([0,t]×J;X)).
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Proof. We may assume t = tl+1. By Stein’s inequality (c.f. Theorem 2.8) we
have

∥F̃∥Lp(Ω;Ls([0,t]×J;X))

=
∥∥∥(∑

i,j

(ti+1 − ti)ν(Aj)
∥∥∥∑

k

E(Fi,k|Fti)xi,j,k
∥∥∥s
X

) 1
s
∥∥∥
Lp(Ω)

=
∥∥∥(∑

i,j

(ti+1 − ti)ν(Aj)
∥∥∥E(∑

k

Fi,kxi,j,k

∣∣∣Fti)∥∥∥s
X

) 1
s
∥∥∥
Lp(Ω)

≤
∥∥∥(∑

i,j

(ti+1 − ti)ν(Aj)
(
E
(∥∥∥∑

k

Fi,kxi,j,k

∥∥∥
X

∣∣∣Fti))s) 1
s
∥∥∥
Lp(Ω)

.p,s
∥∥∥(∑

i,j

(ti+1 − ti)ν(Aj)
∥∥∥∑

k

Fi,kxi,j,k

∥∥∥s
X

) 1
s
∥∥∥
Lp(Ω)

= ∥F∥Lp(Ω;Ls([0,t]×J;X)).

�

We will often use the following trivial observation.

Lemma 2.10. Suppose (S,Σ, µ) is a σ-finite measure space and let X be a
Banach space. Let A1, . . . , An be disjoint sets in Σ with µ(Ai) <∞ and let A
be the σ-algebra generated by A1, . . . , An. Then, for any G ∈ L1(S;X),

E(G|A) =
n∑
i=1

χAiyi,

for some yi ∈ X.

Proof. Notice that since A1, . . . , An are disjoint, A is actually a finite algebra,
consisting of A1, . . . , An and all their possible unions. Moreover, if µ(Ai) > 0
then ∫

Ai

G dµ = (µ(Aj))
−1

∫
Ai

n∑
{j : µ(Aj )̸=0}

(∫
Aj

G dµ
)
χAj dµ,

so

E(G|A) =
∑

{j : µ(Aj )̸=0}

(µ(Aj))
−1χAj

∫
Aj

G dµ.

�

Theorem 2.11. Let X be a UMD Banach space with type s ∈ (1, 2] If s ≤
p <∞ we have, for any simple, adapted X-valued process F , any B ∈ J and
any t ≥ 0,
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[0,t]×B

F dÑ
∥∥∥
Lp(Ω;X)

.p,s,X max
{
∥F∥Lp(Ω;Ls([0,t]×B;X)), ∥F∥Lp(Ω;Lp([0,t]×B;X))

}
.

On the other hand, if 1 < p < s then∥∥∥∫
[0,t]×B

F dÑ
∥∥∥
Lp(Ω;X)

.p,s,X ∥F∥Lp(Ω;Ls([0,t]×B;X))+Lp(Ω;Lp([0,t]×B;X)). (2.6)

Proof. Let F be as in (2.5), taking Remark 2.7 into account. Without loss of
generality, we may assume t = tl+1 and B = J . Let (Ω̃, F̃ , P̃) be a copy of
(Ω,F ,P). By Theorem 2.3 we have∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;X)

≃p
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;X)

,

where we use the same letter Ñi,j to denote its copy on Ω̃. Suppose first that
s ≤ p <∞. Fix ω ∈ Ω and define

yi,j(ω) =
∑
k

Fi,k(ω)xi,j,k.

It suffices to show that(
Ẽ
∥∥∥∑
i,j

Ñi,jyi,j(ω)
∥∥∥p
X

) 1
p

.p,s,X max
{
∥F (ω)∥Ls([0,t]×J;X), ∥F (ω)∥Lp([0,t]×J;X)

}
. (2.7)

The result then follows by taking Lp(Ω)-norms on both sides. Define ξi,j =

Ñi,jyi,j(ω). Then (ξi,j) is a doubly indexed sequence of independent, mean
zero X-valued random variables. By Theorem 1.15 we have(

Ẽ
∥∥∥∑
i,j

ξi,j

∥∥∥p
X

) 1
p .p,s,X max

{(∑
i,j

Ẽ∥ξi,j∥pX
) 1
p

,
(∑
i,j

Ẽ∥ξi,j∥sX
) 1
s
}
.

If r = s, p we have by Lemma 2.2,(∑
i,j

Ẽ∥ξi,j∥rX
) 1
r

=
(∑
i,j

Ẽ|Ñi,j |r∥yi,j(ω)∥rX
) 1
r

≃r
(∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j(ω)∥rX
) 1
r

= ∥F (ω)∥Lr([0,t]×J;X). (2.8)
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Thus (2.7) holds and our proof in the case s ≤ p <∞ is complete.
Suppose now that 1 < p < s. Again set ξi,j = yi,j(ω)Ñi,j . If r = p, s then

by applying Theorem 1.15 to (ξi,j) and using (2.8) we obtain(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
X

) 1
p .p,r,X

(
E
(∑
i,j

Ẽ|Ñi,j |r∥yi,j∥rX
) p
r
) 1
p

≃r ∥F∥Lp(Ω;Lr([0,t]×J;X)).

Since L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗X is dense in both Lp(Ω;Lp([0, t]×J ;X))
and Lp(Ω;Ls([0, t]×J ;X)), we have, for F in L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗X,

∥F∥Lp(Ω;Lp([0,t]×J;X)))+Lp(Ω;Ls([0,t]×J;X))

= inf
{
∥F1∥Lp(Ω;Lp([0,t]×J;X)) + ∥F2∥Lp(Ω;Ls([0,t]×J;X))

}
,

where the infimum is taken over all decompositions F = F1 +F2 in L∞(Ω)⊗
L∞([0, t])⊗L∞(J)⊗X. Fix such a decomposition. Let A be the sub-σ-algebra
of B(R+)×J generated by the sets (ti, ti+1]×Aj . Then F = E(F1|A)+E(F2|A)
and by Lemma 2.10 E(F1|A),E(F2|A) are of the form

Fα =
∑
i,j,k

Fαi,kχ(ti,ti+1]χAjx
α
i,j,k (α = 1, 2).

Let F̃1, F̃2 be the associated simple adapted processes

F̃α =
∑
i,j,k

E(Fαi,k|Fti)χ(ti,ti+1]χAjx
α
i,j,k (α = 1, 2),

then F = F̃1 + F̃2. By the above,∥∥∥∫
[0,t]×J

F dÑ
∥∥∥
Lp(Ω;X)

≤
∥∥∥∫

[0,t]×J
F̃1 dÑ

∥∥∥
Lp(Ω;X)

+
∥∥∥∫

[0,t]×J
F̃2 dÑ

∥∥∥
Lp(Ω;X)

.p,s,X ∥F̃1∥Lp(Ω;Lp([0,t]×J;X)) + ∥F̃2∥Lp(Ω;Ls([0,t]×J;X))

.p,s ∥E(F1|A)∥Lp(Ω;Lp([0,t]×J;X)) + ∥E(F2|A)∥Lp(Ω;Ls([0,t]×J;X))

≤ ∥F1∥Lp(Ω;Lp([0,t]×J;X)) + ∥F2∥Lp(Ω;Ls([0,t]×J;X)),

where in the final two steps we use Lemma 2.9 and contractivity of vector-
valued conditional expectations, respectively. Thus, taking the infimum over
all decompositions F = F1 + F2 as above yields∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;X)

.p,s,X ∥F∥Lp(Ω;Lp([0,t]×J;X))+Lp(Ω;Ls([0,t]×J;X)),

as asserted. �
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Remark 2.12. Note that for the second part of Theorem 2.11 to hold it is
necessary that X has type s. Indeed, if the estimate (2.6) holds for some
1 < p < s, then in particular,∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;X)

.p,s,X
∥∥∥(∫

[0,t]×J
∥F∥sXdt× dν

) 1
s
∥∥∥
Lp(Ω)

,

for any simple, adapted X-valued process F and any t ≥ 0. By taking F =∑n
i=0 χ(i,i+1]xi in this inequality we obtain

(
E
∥∥∥ n∑
i=1

ñixi

∥∥∥p
X

) 1
p .p,s,X

( n∑
i=1

∥xi∥sX
) 1
s

,

where (ñi) is a sequence of independent compensated Poisson random vari-
ables with parameter 1. By [95], Proposition 9.15, we have

∥ñ1∥1,∞
(
E
∥∥∥ n∑
i=1

rixi

∥∥∥p
X

) 1
p .

(
E
∥∥∥ n∑
i=1

ñixi

∥∥∥p
X

) 1
p

,

and hence X has type s by Kahane’s inequalities.

Remark 2.13. Using an entirely different approach, it is shown in [143] that
Theorem 2.11 holds under the condition that X has martingale type s. This
result is slightly more general, as every UMD space with type s automatically
has martingale type s.

Specialized to Lq-spaces we obtain the following result.

Corollary 2.14. Let S be a σ-finite measure space. If 2 ≤ p, q < ∞ we have
for any simple adapted Lq(S)-valued process F , any t ≥ 0 and B ∈ J ,∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))

.p,q max
{
∥F∥Lp(Ω;L2([0,t]×B;Lq(S))), ∥F∥Lp(Ω;Lp([0,t]×B;Lq(S)))

}
.

If 1 < q < 2 and q ≤ p <∞ then∥∥∥∫
[0,t]×B

F dÑ
∥∥∥
Lp(Ω;Lq(S))

.p,q max
{
∥F∥Lp(Ω;Lq([0,t]×B;Lq(S))), ∥F∥Lp(Ω;Lp([0,t]×B;Lq(S)))

}
.

If 1 < p < q ≤ 2 then∥∥∥∫
[0,t]×B

F dÑ
∥∥∥
Lp(Ω;Lq(S))
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.p,q ∥F∥Lp(Ω;Lq([0,t]×B;Lq(S)))+Lp(Ω;Lp([0,t]×B;Lq(S))).

Finally, if 1 < p < 2 and 2 ≤ q <∞ then∥∥∥∫
[0,t]×B

F dÑ
∥∥∥
Lp(Ω;Lq(S))

.p,q ∥F∥Lp(Ω;L2([0,t]×B;Lq(S)))+Lp(Ω;Lp([0,t]×B;Lq(S))).

We now consider the ‘dual’ situation. From Theorem 1.8 it follows that the
dual X∗ of any UMD space X is reflexive and hence has the Radon-Nikodým
property. By (1.7) we obtain(

Lp(Ω;Lp([0, t]× J ;X)) ∩ Lp(Ω;Ls([0, t]× J ;X))
)∗

= Lp
′
(Ω;Lp

′
([0, t]× J ;X∗)) + Lp

′
(Ω;Ls

′
([0, t]× J ;X∗)), (2.9)

where 1 ≤ p, s < ∞ and 1 < p′, s′ ≤ ∞ satisfy 1
p + 1

p′ = 1 and 1
s + 1

s′ = 1.
Using this duality we obtain the following result.

Theorem 2.15. Let X be a UMD Banach space with cotype 2 ≤ s < ∞. If
s ≤ p <∞ we have, for any simple, adapted X-valued process F ,

max
{
∥F∥Lp(Ω;Ls([0,t]×B;X)), ∥F∥Lp(Ω;Lp([0,t]×B;X))

}
.p

∥∥∥∫
[0,t]×B

F dÑ
∥∥∥
Lp(Ω;X)

. (2.10)

On the other hand, if 1 < p < s then

∥F∥Lp(Ω;Ls([0,t]×B;X))+Lp(Ω;Lp([0,t]×B;X)) .p
∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;X)

.

Proof. Let F be the simple adapted process given in (2.5), taking Remark 2.7
into account. We may assume that t = tl+1 and B = J . By Theorem 2.3,∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;X)

≃p
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;X)

=
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
X

) 1
p

,

where yi,j =
∑n
k=1 Fi,kxi,j,k. Suppose that s ≤ p < ∞. Set ξi,j(ω) =

yi,j(ω)Ñi,j . By applying Theorem 1.20 for the sequence (ξi,j(ω)) and using
Lemma 2.2 we obtain for r = p, s,(

EẼ
∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
X

) 1
p &p,s,X

(
E
∣∣∣∑
i,j

Ẽ|Ñi,j |r∥yi,j∥rX
∣∣∣p) 1

p
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≃r
(
E
∣∣∣∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j∥rX
∣∣∣p) 1

p

= ∥F∥Lr(Ω;Lr([0,t]×J;X)).

Taking the maximum over r = p, s gives the result.
We deduce the inequality in the case 1 < p < s by duality from Theo-

rem 2.11. Since X is a UMD space, it is K-convex (c.f. Theorem 1.8). Hence,
by Theorem 1.6 we find that X∗ has type 1 < s′ ≤ 2 and s′ ≤ p′, where
1
s +

1
s′ = 1 and 1

p +
1
p′ = 1.

Let G be an element of the algebraic tensor product L∞(Ω) ⊗ L∞([0, t]) ⊗
L∞(J)⊗X∗. Let A be the sub-σ-algebra of B(R+)×J generated by the sets
(ti, ti+1]×Aj . By Lemma 2.10 E(G|A) is of the form

E(G|A) =
∑
i,j,k

Gi,kχ(ti,ti+1]χAjx
∗
i,j,k,

where Gi,k ∈ L∞(Ω). Let Ei be the conditional expectation with respect to

Fti and let G̃ be the simple adapted process defined by

G̃ =
∑
i,j,k

Ei(Gi,k)χ(ti,ti+1]χAjx
∗
i,j,k.

Let ⟨·, ·⟩ denote the duality bracket for (2.9). By Lemma 1.18 and Theo-
rem 2.11,

⟨F,G⟩
= ⟨F,E(G|A)⟩

=
∑
i,j,k

E(Fi,kGi,k)dt× dν((ti, ti+1]×Aj)⟨xi,j,k, x∗i,j,k⟩

=
∑
i,j,k

E(Fi,kEi(Gi,k))dt× dν((ti, ti+1]×Aj)⟨xi,j,k, x∗i,j,k⟩

=
∑

i,j,k,l,m,n

E(Fi,kEj(Gl,n))Ẽ(Ñi,jÑl,m)⟨xi,j,k, x∗l,m,n⟩

=
∑

i,j,k,l,m,n

EẼ(Fi,kÑi,jEj(Gl,n)Ñl,m⟨xi,j,k, x∗l,m,n⟩)

= EẼ
(⟨∑

i,j,k

Fi,kÑi,jxi,j,k,
∑
l,m,n

El,n(Gl,n)Ñl,mx∗l,m,n
⟩)

≤
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;X)

∥∥∥ ∑
l,m,n

El,n(Gl,n)Ñl,mx∗l,m,n
∥∥∥
Lp′ (Ω×Ω̃;X∗)

.p,s,X
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;X)

max
{
∥G̃∥Lp′ (Ω;Lp′ ([0,t]×J;X∗)), ∥G̃∥Lp′ (Ω;Ls′ ([0,t]×J;X∗))

}
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.p,s
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;X)

max
{
∥E(G|A)∥Lp′ (Ω;Lp′ ([0,t]×J;X∗)), ∥E(G|A)∥Lp′ (Ω;Ls′ ([0,t]×J;X∗))

}
,

.p,s
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;X)

max
{
∥G∥Lp′ (Ω;Lp′ ([0,t]×J;X∗)), ∥G∥Lp′ (Ω;Ls′ ([0,t]×J;X∗))

}
,

where the penultimate inequality follows by Lemma 2.9. Since L∞(Ω) ⊗
L∞([0, t])⊗L∞(J)⊗X∗ is dense in Lp

′
(Ω;Lp

′
([0, t]×J ;X∗))∩Lp′(Ω;Ls

′
([0, t]×

J ;X∗)), we conclude that

∥F∥Lp(Ω;Lp([0,t]×J;Lp;X))+Lp(Ω;Ls([0,t]×J;X))

.p
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;X)

.

�

Remark 2.16. Suppose X has finite cotype. Then, for the first part of Theo-
rem 2.15 to hold it is necessary that X has cotype s. Indeed, suppose (2.10)
holds for some p ≥ s, then in particular∥∥∥(∫

[0,t]×J
∥F∥sXdt× dν

) 1
s
∥∥∥
Lp(Ω)

.p,s,X
∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;X)

holds for any simple, adapted X-valued process F and any t ≥ 0. By taking
F =

∑n
i=0 χ(i,i+1]xi in this inequality we obtain

( n∑
i=1

∥xi∥sX
) 1
s .p,s,X

(
E
∥∥∥ n∑
i=1

ñixi

∥∥∥p
X

) 1
p

,

where (ñi) is a sequence of independent compensated Poisson random vari-
ables with parameter 1. Since X has finite cotype q, we find by [95], Proposi-
tion 9.14 that (

E
∥∥∥ n∑
i=1

ñixi

∥∥∥p
X

) 1
p . ∥ñ1∥r,1

(
E
∥∥∥ n∑
i=1

rixi

∥∥∥p
X

) 1
p

,

where r = max{p, q}. By Kahane’s inequalities we conclude that X has cotype
s.

Specialized to Lq-spaces Theorem 2.15 yields the following.

Corollary 2.17. Let S be a σ-finite measure space. If 2 ≤ q ≤ p <∞ we have
for any simple adapted Lq(S)-valued process F , any t ≥ 0 and any B ∈ J ,
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max
{
∥F∥Lp(Ω;Lq([0,t]×B;Lq(S))), ∥F∥Lp(Ω;Lp([0,t]×B;Lq(S)))

}
.p,q

∥∥∥∫
[0,t]×B

F dÑ
∥∥∥
Lp(Ω;Lq(S))

.

If 1 < q < 2 and 2 ≤ p <∞ then

max
{
∥F∥Lp(Ω;L2([0,t]×B;Lq(S))), ∥F∥Lp(Ω;Lp([0,t]×B;Lq(S)))

}
.p,q

∥∥∥∫
[0,t]×B

F dÑ
∥∥∥
Lp(Ω;Lq(S))

.

If 1 < p, q ≤ 2 then

∥F∥Lp(Ω;L2([0,t]×B;Lq(S)))+Lp(Ω;Lp([0,t]×B;Lq(S)))

.p,q
∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))

.

Finally, if 1 < p < q and 2 ≤ q <∞, then

∥F∥Lp(Ω;Lq([0,t]×B;Lq(S)))+Lp(Ω;Lp([0,t]×B;Lq(S)))

.p,q
∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))

.

In the case where X has both type 2 and cotype 2 we obtain two-sided esti-
mates for the Lp-norm of the stochastic integral with respect to a compensated
Poisson random measure. By Theorem 1.5, such a space is isomorphic to a
Hilbert space.

Corollary 2.18. Let 2 ≤ p < ∞ and let H be a Hilbert space. Let N be a
Poisson random measure. Then for any simple, adapted H-valued process F ,
any B ∈ J and any t ≥ 0 we have∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;H)

≃p max
{
∥F∥Lp(Ω;L2([0,t]×B;H)), ∥F∥Lp(Ω;Lp([0,t]×B;H))

}
. (2.11)

On the other hand, if 1 < p < 2 we have∥∥∥∫
[0,t]×B

F dÑ
∥∥∥
Lp(Ω;H)

≃p inf
{
∥F1∥Lp(Ω;L2([0,t]×B;H)) + ∥F2∥Lp(Ω;Lp([0,t]×B;H))

}
, (2.12)

where the infimum is taken over all F = F1 + F2 with F1 ∈ Lp(Ω;L2([0, t]×
B;H)) and F2 ∈ Lp(Ω;Lp([0, t]×B;H)).
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Remark 2.19. In the special case where H = Rn, the upper estimate in (2.11)
was obtained in [89], p.335, Corollary 2.12, by a completely different argument
based on Itô’s formula. Rather surprisingly, the other estimates in Corol-
lary 2.18 seem to be unknown even in the scalar-valued case.

Motivated by Corollary 2.18, we introduce the notation

SIp,H =

{
Lp(Ω;L2(R+ × J ;H)) ∩ Lp(Ω;Lp(R+ × J ;H)), 2 ≤ p <∞,
Lp(Ω;L2(R+ × J ;H)) + Lp(Ω;Lp(R+ × J ;H)), 1 < p < 2.

We can now extend the class of stochastically integrable processes through
the Itô-type isomorphism found in Corollary 2.18.

Definition 2.20. Let 1 < p < ∞, let H be a Hilbert space and let S be
a σ-finite measure space. Let (J,J , ν) be a σ-finite measure space and let
N be a Poisson random measure on R+ × J with associated compensated
Poisson random measure Ñ . Let t ≥ 0 and B ∈ J . We say that an element
F ∈ SIp,H is Lp-stochastically integrable on [0, t]×B if there exists a sequence
of simple, adapted H-valued processes (Fn) such that Fn → Fχ[0,t]×B in SIp,H
as n→ ∞. In this case we define the Lp-stochastic integral of F on [0, t]×B
with respect to Ñ by∫

[0,t]×B
F dÑ = lim

n→∞

∫
[0,t]×B

Fn dÑ,

where the limit is taken in Lp(Ω;H). We let SIadp,H denote the space of all
Lp-stochastically integrable elements on R+ × J .

Corollary 2.21. If 1 < p < ∞ and H is a Hilbert space, then SIadp,H is a

Banach space. Moreover, if F ∈ SIadp,H and 2 ≤ p <∞, then (2.11) holds. On
the other hand, if 1 < p < 2, then (2.12) holds.

2.3 Itô isomorphisms for Lp-valued stochastic integrals

We now focus on Poisson stochastic integration in the special case where the
integrand takes values in Lq(S), where S is a σ-finite measure space. The main
aim is to improve the results in Corollaries 2.14 and 2.17 and obtain two-sided
estimates for the p-th moments of Poisson stochastic integrals. Throughout,
we let N be a Poisson random measure on (R+ × J,B(R+) × J , dt × ν) and
let Ñ be the associated compensated random measure. We also fix a filtration
(Ft)t≥0 in (Ω,F ,P) such that Assumption 2.5 holds.

Theorem 2.22. Suppose 2 ≤ q ≤ p < ∞. Then for any simple, adapted
Lq(S)-valued process F , any B ∈ J and any t ≥ 0 we have∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))
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≃p,q max
{
∥F∥Lp(Ω;Lq(S;L2([0,t]×B))),

∥F∥Lp(Ω;Lp([0,t]×B;Lq(S))), ∥F∥Lp(Ω;Lq([0,t]×B;Lq(S)))

}
.

Proof. Let F be the simple adapted process given in (2.5), taking Remark 2.7
into account. We may assume that t = tl+1 and B = J . By Theorem 2.3,∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;Lq(S))

≃p
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;Lq(S))

=
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
Lq(S)

) 1
p

,

where yi,j =
∑n
k=1 Fi,kxi,j,k. Fix ω ∈ Ω and set ξi,j(ω) = yi,j(ω)Ñi,j . Then

(ξi,j(ω)) is a sequence of independent, mean zero Lq(S)-valued random vari-
ables for every ω. Hence we may apply Theorem 1.26 pointwise and use
Lemma 2.2 to obtain(

Ẽ
∥∥∥∑
i,j

Ñi,jyi,j(ω)
∥∥∥p
Lq(S)

) 1
p

≃p,q max
{(∑

i,j

Ẽ|Ñi,j |p∥yi,j(ω)∥pLq(S)
) 1
p

,

(∑
i,j

Ẽ|Ñi,j |p∥yi,j(ω)∥qLq(S)
) 1
q

,
∥∥∥(∑

i,j

Ẽ|Ñi,j |2|yi,j(ω)|2
) 1

2
∥∥∥
Lq(S)

}
≃p,q max

{(∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j(ω)∥pLq(S)
) 1
p

,

(∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j(ω)∥qLq(S)
) 1
q

,

∥∥∥(∑
i,j

(ti+1 − ti)ν(Aj)|yi,j(ω)|2
) 1

2
∥∥∥
Lq(S)

}
= max

{
∥F (ω)∥Lq(S;L2([0,t]×J)),

∥F (ω)∥Lp([0,t]×J;Lq(S)), ∥F (ω)∥Lq([0,t]×J;Lq(S))
}
.

The result now follows by taking the Lp(Ω)-norm on both sides. �

We can deduce estimates in the case 1 < p ≤ q ≤ 2 by duality from Theo-
rem 2.22. First we need the following two lemmas.

Lemma 2.23. Let 1 < p, q ≤ 2. Then for any simple, adapted Lq(S)-valued
process F , any B ∈ J and any t ≥ 0 we have
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[0,t]×B

F dÑ
∥∥∥
Lp(Ω;Lq(S))

.p,q ∥F∥Lp(Ω;Lq(S;L2([0,t]×B))).

On the other hand, if 2 ≤ p, q <∞,

∥F∥Lp(Ω;Lq(S;L2([0,t]×B))) .p,q
∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))

.

Proof. Suppose 1 < p, q ≤ 2 and let F be as in (2.5). We may assume t = tl+1

and B = J . Let yi,j =
∑n
k=1 Fi,kxi,j,k. By subsequently applying Theorem 2.3

and Lemma 1.24 we obtain∥∥∥∫
[0,t]×J

F dÑ
∥∥∥
Lp(Ω;Lq(S))

≃p,q
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
Lq(S)

) 1
p

.p,q
(
E
∥∥∥(∑

i,j

Ẽ|Ñi,j |2|yi,j |2
) 1

2
∥∥∥p
Lq(S)

) 1
p

=
(
E
∥∥∥(∑

i,j

(ti+1 − ti)ν(Aj)|yi,j |2
) 1

2
∥∥∥p
Lq(S)

) 1
p

= ∥F∥Lp(Ω;Lq(S;L2([0,t]×J))).

If 2 ≤ p, q <∞ then the inequality .p,q above is reversed. �

Lemma 2.24. Fix 1 ≤ p, q < ∞. Let 0 ≤ t0 < t1 < . . . < tl+1 < ∞, Fi,k ∈
L∞(Ω), xi,j,k ∈ Lq(S), and let A1, . . . Am be disjoint sets in J satisfying
ν(Aj) <∞ for i = 1, . . . , l, j = 1, . . . ,m and k = 1, . . . , n. Define

F =
∑
i,j,k

Fi,kχ(ti,ti+1]χAjxi,j,k

and let F̃ be the associated simple adapted Lq(S)-valued process given by

F̃ =
∑
i,j,k

E(Fi,k|Fti)χ(ti,ti+1]χAjxi,j,k.

Then,

∥F̃∥Lp(Ω;Lq(S;L2([0,t]×J))) .p,q ∥F∥Lp(Ω;Lq(S;L2([0,t]×J))).

Proof. We may assume t = tl+1. Let (ri,j) be a doubly indexed Rademacher
sequence. By Theorem 1.2 we have

∥F̃∥Lp(Ω;Lq(S;L2([0,t]×J)))

=
(
E
∥∥∥(∑

i,j

(ti+1 − ti)ν(Aj)
∣∣∣∑
k

E(Fi,k|Fti)xi,j,k
∣∣∣2) 1

2
∥∥∥p
Lq(S)

) 1
p
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≃p,q
(
ErE

∥∥∥∑
i,j

ri,j(ti+1 − ti)
1
2 ν(Aj)

1
2

∑
k

E(Fi,k|Fti)xi,j,k
∥∥∥p
Lq(S)

) 1
p

≤
(
ErE

∥∥∥∑
i,j

ri,j(ti+1 − ti)
1
2 ν(Aj)

1
2

∑
k

Fi,kxi,j,k

∥∥∥p
Lq(S)

) 1
p

≃p,q ∥F∥Lp(Ω;Lq(S;L2([0,t]×J))),

where we use that E(·|Ftj ) extends to a contraction on Lp(Ω;Lq(S)). �

In the proof of Theorem 2.25 below we will use the fact that the dual space
of

Lp(Ω;Lq(S;L2([0, t]× J)))

+ Lp(Ω;Lp([0, t]× J ;Lq(S))) + Lp(Ω;Lq([0, t]× J ;Lq(S))) (2.13)

is isometrically isomorphic to

Lp
′
(Ω;Lq

′
(S;L2([0, t]× J)))

∩ Lp
′
(Ω;Lp

′
([0, t]× J ;Lq

′
(S))) ∩ Lp

′
(Ω;Lq

′
([0, t]× J ;Lq

′
(S)))

whenever 1 < p, p′, q, q′ < ∞ satisfy 1
p + 1

p′ = 1 and 1
q +

1
q′ = 1. Indeed, the

three spaces in (2.13) have a dense intersection (in fact, L∞(Ω)⊗L∞([0, t])⊗
L∞(J) ⊗ L∞(S) is dense in each of the spaces) and Lp, Lq and L2 are all
reflexive. Hence, the asserted duality follows from the general principles set
out in Section 1.2. Moreover, it is clear from Fubini’s theorem that for F,G in
L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗L∞(S), say, the corresponding duality bracket
is given by

⟨F,G⟩ =
∫∫∫∫

Ω×[0,t]×J×S
F (s)G(s) dPdtdνdµ. (2.14)

Analogous remarks apply for similar spaces considered below, for example the
dual of

Lp(Ω;Lq(S;L2([0, t]× J)))

+ (Lp(Ω;Lp([0, t]× J ;Lq(S))) ∩ Lp(Ω;Lq([0, t]× J ;Lq(S))))

is isometrically isomorphic to

Lp
′
(Ω;Lq

′
(S;L2([0, t]× J)))

∩ (Lp
′
(Ω;Lp

′
([0, t]× J ;Lq

′
(S))) + Lp

′
(Ω;Lq

′
([0, t]× J ;Lq

′
(S))))

and the corresponding duality bracket again satisfies (2.14) for F,G in
L∞(Ω)⊗ L∞([0, t])⊗ L∞(J)⊗ L∞(S).
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Theorem 2.25. Suppose 1 < p ≤ q ≤ 2. Then for any simple, adapted Lq(S)-
valued process F , any B ∈ J and any t ≥ 0 we have∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))

≃p,q inf
{
∥F1∥Lp(Ω;Lq(S;L2([0,t]×B)))

+ ∥F2∥Lp(Ω;Lp([0,t]×B;Lq(S))) + ∥F3∥Lp(Ω;Lq([0,t]×B;Lq(S)))

}
,

where the infimum is taken over all decompositions F = F1 + F2 + F3 with
F1 ∈ Lp(Ω;Lq(S;L2([0, t]×B))), F2 ∈ Lp(Ω;Lp([0, t]×B;Lq(S))) and F3 ∈
Lp(Ω;Lq([0, t]×B;Lq(S))).

Proof. We first show that the infimum on the right hand side dominates the
p-th moment of the stochastic integral. Let F be the simple adapted process
given in (2.5), taking Remark 2.7 into account. We may assume that t = tl+1

and B = J . By Theorem 2.3,∥∥∥∫
[0,t]×J

F dÑ
∥∥∥
Lp(Ω;Lq(S))

≃p
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;Lq(S))

=
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
Lq(S)

) 1
p

, (2.15)

where yi,j =
∑n
k=1 Fi,kxi,j,k. Set ξi,j(ω) = yi,j(ω)Ñi,j . By applying Theo-

rem 1.29 for the sequence (ξi,j(ω)) and using Lemma 2.2 we obtain for r = p, q,(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
Lq(S)

) 1
p .p,q

(
E
∣∣∣∑
i,j

Ẽ|Ñi,j |r∥yi,j∥rLq(S)
∣∣∣p) 1

p

≃r
(
E
∣∣∣∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j∥rLq(S)
∣∣∣p) 1

p

= ∥F∥Lp(Ω;Lr([0,t]×J;Lq(S))).

Similarly, by Theorem 1.29 we obtain(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
Lq(S)

) 1
p .p,q ∥F∥Lp(Ω;Lq(S;L2([0,t]×J))).

Since L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗L∞(S) is dense in Lp(Ω;Lq(S;L2([0, t]×
J))), Lp(Ω;Lp([0, t]×J ;Lq(S))) and Lp(Ω;Lq([0, t]×J ;Lq(S))), we have, for
F in L∞(Ω)⊗ L∞([0, t])⊗ L∞(J)⊗ L∞(S),

∥F∥Lp(Ω;Lq(S;L2([0,t]×J)))+Lp(Ω;Lp([0,t]×J;Lq(S)))+Lp(Ω;Lq([0,t]×J;Lq(S)))

= inf
{
∥F1∥Lp(Ω;Lq(S;L2([0,t]×J)))
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+ ∥F2∥Lp(Ω;Lp([0,t]×J;Lq(S))) + ∥F3∥Lp(Ω;Lq([0,t]×J;Lq(S)))

}
,

where the infimum is taken over all decompositions F = F1 + F2 + F3 in
L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗L∞(S). LetA be the sub-σ-algebra of B(R+)×J
generated by the sets (ti, ti+1]×Aj . By Lemma 2.10 E(Fα|A) is of the form

E(Fα|A) =
∑
i,j,k

Fi,k,αχ(ti,ti+1]χAjxi,j,k,α (α = 1, 2, 3).

For α = 1, 2, 3 we let F̃α be the associated simple, adapted process

F̃α =
∑
i,j,k

E(Fi,k,α|Fti)χ(ti,ti+1]χAjxi,j,k,α,

then F = F̃1 + F̃2 + F̃3. By the triangle inequality and the above,∥∥∥∫
[0,t]×J

F dÑ
∥∥∥
Lp(Ω;Lq(S))

≤
3∑
i=1

∥∥∥∫
[0,t]×J

F̃i dÑ
∥∥∥
Lp(Ω;Lq(S))

.p,q ∥F̃1∥Lp(Ω;Lq(S;L2([0,t]×J))) + ∥F̃2∥Lp([0,t]×J;Lp(Ω;Lq(S)))

+ ∥F̃3∥Lp(Ω;Lq([0,t]×J;Lq(S)))

.p,q ∥E(F1|A)∥Lp(Ω;Lq(S;L2([0,t]×J))) + ∥E(F2|A)∥Lp([0,t]×J;Lp(Ω;Lq(S)))

+ ∥E(F3|A)∥Lp(Ω;Lq([0,t]×J;Lq(S)))

≤ ∥F1∥Lp(Ω;Lq(S;L2([0,t]×J))) + ∥F2∥Lp([0,t]×J;Lp(Ω;Lq(S)))

+ ∥F3∥Lp(Ω;Lq([0,t]×J;Lq(S))),

where the penultimate inequality follows from Lemmas 2.9 and 2.24. By now
taking the infimum over all decompositions F = F1 + F2 + F3 as above we
obtain∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;Lq(S))

.p,q ∥F∥Lp(Ω;Lq(S;L2([0,t]×J)))+Lp(Ω;Lp([0,t]×J;Lq(S)))+Lp(Ω;Lq([0,t]×J;Lq(S))),

as asserted.
We deduce the reverse inequality by duality from Theorem 2.22. Let p′, q′

be the Hölder conjugates of p and q, i.e. 1
p+

1
p′ = 1 and 1

q+
1
q′ = 1. Let G be an

element of the algebraic tensor product L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗L∞(S).
Then by Lemma 2.10 E(G|A) is of the form

E(G|A) =
∑
i,j,k

Gi,kχ(ti,ti+1]χAjx
∗
i,j,k,
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where Gi,k ∈ L∞(Ω). Let Ei be the conditional expectation with respect to

Fti and let G̃ be the simple adapted process defined by

G̃ =
∑
i,j,k

Ei(Gi,k)χ(ti,ti+1]χAjx
∗
i,j,k.

Let ⟨·, ·⟩ be the duality bracket in (2.14). Then, by Lemma 1.18 and Theo-
rem 2.22,

⟨F,G⟩
= ⟨F,E(G|A)⟩

=
∑
i,j,k

E(Fi,kGi,k)dt× dν((ti, ti+1]×Aj)⟨xi,j,k, x∗i,j,k⟩

=
∑
i,j,k

E(Fi,kEi(Gi,k))dt× dν((ti, ti+1]×Aj)⟨xi,j,k, x∗i,j,k⟩

=
∑

i,j,k,l,m,n

E(Fi,kEj(Gl,n))Ẽ(Ñi,jÑl,m)⟨xi,j,k, x∗l,m,n⟩

=
∑

i,j,k,l,m,n

EẼ(Fi,kÑi,jEj(Gl,n)Ñl,m⟨xi,j,k, x∗l,m,n⟩)

= EẼ
(⟨∑

i,j,k

Fi,kÑi,jxi,j,k,
∑
l,m,n

El,n(Gl,n)Ñl,mx∗l,m,n
⟩)

≤
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;Lq(S))∥∥∥ ∑

l,m,n

El,n(Gl,n)Ñl,mx∗l,m,n
∥∥∥
Lp′ (Ω×Ω̃;Lq′ (S))

.p,q
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;Lq(S))

max
{
∥G̃∥Lp′ (Ω;Lq′ (S;L2([0,t]×J))),

∥G̃∥Lp′ (Ω;Lp′ ([0,t]×J;Lq′ (S))), ∥G̃∥Lp′ (Ω;Lq′ ([0,t]×J;Lq′ (S)))

}
.p,q

∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;Lq(S))

max
{
∥E(G|A)∥Lp′ (Ω;Lq′ (S;L2([0,t]×J))),

∥E(G|A)∥Lp′ (Ω;Lp′ ([0,t]×J;Lq′ (S))), ∥E(G|A)∥Lp′ (Ω;Lq′ ([0,t]×J;Lq′ (S)))

}
≤

∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;Lq(S))

max
{
∥G∥Lp′ (Ω;Lq′ (S;L2([0,t]×J))),

∥G∥Lp′ (Ω;Lp′ ([0,t]×J;Lq′ (S))), ∥G∥Lp′ (Ω;Lq′ ([0,t]×J;Lq′ (S)))

}
,

where the penultimate inequality follows by Lemmas 2.9 and 2.24. Since
L∞(Ω)⊗ L∞([0, t])⊗ L∞(J)⊗ L∞(S) is dense in



68 2 Vector-valued Poisson stochastic integration

Lp
′
(Ω;Lq

′
(S;L2([0, t]× J)))

∩ Lp
′
(Ω;Lp

′
([0, t]× J ;Lq

′
(S))) ∩ Lp

′
(Ω;Lq

′
([0, t]× J ;Lq

′
(S))),

we conclude that

∥F∥Lp(Ω;Lq(S;L2([0,t]×J)))+Lp(Ω;Lp([0,t]×J;Lq(S)))+Lp(Ω;Lq([0,t]×J;Lq(S)))

.p,q
∥∥∥∑
i,j,k

Fi,kÑi,jxi,j,k

∥∥∥
Lp(Ω×Ω̃;Lq(S))

.

By (2.15) our proof is complete. �

Theorem 2.26. Suppose 2 ≤ p ≤ q < ∞. Then for any simple, adapted
Lq(S)-valued process F , any B ∈ J and any t ≥ 0 we have∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))

≃p,q max
{
∥F∥Lp(Ω;Lq(S;L2([0,t]×B))),

inf
{
∥F1∥Lp(Ω;Lp([0,t]×B;Lq(S))) + ∥F2∥Lp(Ω;Lq([0,t]×B;Lq(S)))

}}
,

where the infimum is taken over all decompositions F = F1 + F2 with F1 ∈
Lp(Ω;Lp([0, t]×B;Lq(S))) and F2 ∈ Lp(Ω;Lq([0, t]×B;Lq(S))).

Proof. By Corollary 2.17 we have

∥F∥Lp(Ω;Lq([0,t]×B;Lq(S)))+Lp(Ω;Lp([0,t]×B;Lq(S)))

.p,q
∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))

.

On the other hand, by Lemma 2.23,

∥F∥Lp(Ω;Lq(S;L2([0,t]×B))) .p,q
∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))

.

We now prove the reverse inequality. Let F be the simple adapted process
defined in (2.5), taking Remark 2.7 into account. We may assume t = tl+1 and
B = J . Let F = F1+F2 with F1, F2 in L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗L∞(S).
Let A be the sub-σ-algebra of B(R+)×J generated by the sets (ti, ti+1]×Aj .
By Lemma 2.10 E(F1|A),E(F2|A) are of the form

E(Fα|A) =
∑
i,j,k

Fi,k,αχ(ti,ti+1]χAjxi,j,k,α (α = 1, 2).

For α = 1, 2 set yi,j,α =
∑
k Fi,k,αxi,j,k,α. By Theorem 2.3, Lemma 1.25 (with

s = 2) and Lemma 2.2 we obtain
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[0,t]×J

F dÑ
∥∥∥
Lp(Ω;Lq(S))

≃p,q
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
Lq(S)

) 1
p

.p,q max
{(

E
∥∥∥(∑

i,j

Ẽ|Ñi,j |2|yi,j |2
) 1

2
∥∥∥p
Lq(S)

) 1
p

,

(
EẼ

(∑
i,j

∥Ñi,jyi,j∥qLq(S)
) p
q
) 1
p
}

≤ max
{(

E
∥∥∥(∑

i,j

Ẽ|Ñi,j |2|yi,j |2
) 1

2
∥∥∥p
Lq(S)

) 1
p

,

(
EẼ

(∑
i,j

∥Ñi,jyi,j,1∥qLq(S)
) p
q
) 1
p

+
(
EẼ

(∑
i,j

∥Ñi,jyi,j,2∥qLq(S)
) p
q
) 1
p
}

≤ max
{(

E
∥∥∥(∑

i,j

Ẽ|Ñi,j |2|yi,j |2
) 1

2
∥∥∥p
Lq(S)

) 1
p

,

(
E
∑
i,j

Ẽ|Ñi,j |p∥yi,j,1∥pLq(S)
) 1
p

+
(
E
(∑
i,j

Ẽ|Ñi,j |q∥yi,j,2∥qLq(S)
) p
q
) 1
p
}

≃p,q max
{(

E
∥∥∥(∑

i,j

(ti+1 − ti)ν(Aj)|yi,j |2
) 1

2
∥∥∥p
Lq(S)

) 1
p

,

(
E
∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j,1∥pLq(S)
) 1
p

+
(
E
(∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j,2∥qLq(S)
) p
q
) 1
p
}

= max
{
∥F∥Lp(Ω;Lq(S;L2([0,t]×J))), ∥E(F1|A)∥Lp(Ω;Lp([0,t]×J;Lq(S)))+

∥E(F2|A)∥Lp(Ω;Lq([0,t]×J;Lq(S)))

}
.p,q max

{
∥F∥Lp(Ω;Lq(S;L2([0,t]×J))), ∥F1∥Lp(Ω;Lp([0,t]×J;Lq(S)))

+ ∥F2∥Lp(Ω;Lq([0,t]×J;Lq(S)))

}
.

The result now follows by taking the infimum over all decompositions F =
F1 + F2 as above. �
Theorem 2.27. Suppose 1 < q ≤ p ≤ 2. Then there exist constants depending
only on p and q such that for any simple, adapted Lq(S)-valued process F ,
any B ∈ J and any t ≥ 0 we have∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))
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≃p,q inf
{
∥F1∥Lp(Ω;Lq(S;L2([0,t]×B)))

+max
{
∥F2∥Lp(Ω;Lp([0,t]×B;Lq(S))), ∥F2∥Lp(Ω;Lq([0,t]×B;Lq(S)))

}}
.

where the infimum is taken over all decompositions F = F1 + F2 with
F1 ∈ Lp(Ω;Lq(S;L2([0, t] × B))) and F2 ∈ Lp(Ω;Lp([0, t] × B;Lq(S))) ∩
Lp(Ω;Lq([0, t]×B;Lq(S))).

Proof. We first show that the p-th moment of the stochastic integral is domi-
nated by the right hand side. Let F be the simple adapted process defined in
(2.5), taking Remark 2.7 into account. We may assume t = tl+1 and B = J .
Let F = F1 +F2 with F1, F2 in L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗L∞(S). Let A
be the sub-σ-algebra of B(R+) × J generated by the sets (ti, ti+1] × Aj . By
Lemma 2.10 E(F1|A),E(F2|A) are of the form

E(Fα|A) =
∑
i,j,k

Fi,k,αχ(ti,ti+1]χAjxi,j,k,α (α = 1, 2).

For α = 1, 2 set yi,j,α =
∑
k Fi,k,αxi,j,k,α. By Theorem 2.3, Corollary 2.14 and

Lemma 2.23 we have∥∥∥∫
[0,t]×J

F dÑ
∥∥∥
Lp(Ω;Lq(S))

≃p,q
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
X

) 1
p

≤
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j,1

∥∥∥p
Lq(S)

) 1
p

+
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j,2

∥∥∥p
Lq(S)

) 1
p

.p,q ∥E(F |A)∥Lp(Ω;Lq(S;L2([0,t]×J)))

+max
{
∥E(F |A)∥Lp(Ω;Lp([0,t]×J;Lq(S))), ∥F̃2∥Lp(Ω;Lq([0,t]×J;Lq(S)))

}
≤ ∥F1∥Lp(Ω;Lq(S;L2([0,t]×J)))

+max
{
∥F2∥Lp(Ω;Lp([0,t]×J;Lq(S))), ∥F2∥Lp(Ω;Lq([0,t]×J;Lq(S)))

}
.

The asserted inequality now follows by taking the infimum over all decompo-
sitions F = F1 + F2 as above.

The reverse inequality can be deduced by duality from Theorem 2.26. As
the argument is very similar to the proof of Theorem 2.25 we leave the details
to the reader. �

We now formulate the results for the remaining two cases.

Theorem 2.28. Let 1 < q < 2 ≤ p < ∞. Then for any simple, adapted
Lq(S)-valued process F , any B ∈ J and any t ≥ 0 we have∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))
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≃p,q max
{
inf

{
∥F1∥Lp(Ω;Lq(S;L2([0,t]×B))) + ∥F2∥Lp(Ω;Lq([0,t]×B;Lq(S)))

}
,

∥F∥Lp(Ω;Lp([0,t]×B;Lq(S)))

}
,

where the infimum is taken over all decompositions F = F1 + F2 with F1 ∈
Lp(Ω;Lq(S;L2([0, t]×B))) and F2 ∈ Lp(Ω;Lq([0, t]×B;Lq(S))).

Proof. We first show that the Lp-norm of the stochastic integral is dominated
by the maximum on the right hand side. Let F be the simple adapted process
defined in (2.5), taking Remark 2.7 into account. We may assume t = tl+1

and B = J . Let yi,j =
∑
k Fi,kxi,j,k. By Theorem 2.3 and Theorem 1.31 we

have∥∥∥∫
[0,t]×J

F dÑ
∥∥∥
Lp(Ω;Lq(S))

≃p,q
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
Lq(S)

) 1
p

.p max
{(

E
(
Ẽ
∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥q
Lq(S)

) p
q
) 1
p

,
(
EẼmax

i,j
∥Ñi,jyi,j∥pLq(S)

) 1
p
}

≤ max
{(

E
(
Ẽ
∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥q
Lq(S)

) p
q
) 1
p

,
(
E
∑
i,j

Ẽ∥Ñi,jyi,j∥pLq(S)
) 1
p
}
.

By Lemma 2.2 we have(
E
∑
i,j

Ẽ∥Ñi,jyi,j∥pLq(S)
) 1
p ≃p ∥F∥Lp(Ω;Lp([0,t]×J;Lq(S))).

Let F = F1 +F2 with F1, F2 in L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗L∞(S). Let A
be the sub-σ-algebra of B(R+) × J generated by the sets (ti, ti+1] × Aj . By
Lemma 2.10 E(F1|A),E(F2|A) are of the form

E(Fα|A) =
∑
i,j,k

Fi,k,αχ(ti,ti+1]χAjxi,j,k,α (α = 1, 2).

For α = 1, 2 set yi,j,α =
∑
k Fi,k,αxi,j,k,α. By the triangle inequality and

Theorem 1.29 we obtain(
E
(
Ẽ
∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥q
Lq(S)

) p
q
) 1
p

≤
(
E
(
Ẽ
∥∥∥∑
i,j

Ñi,jyi,j,1

∥∥∥q
Lq(S)

) p
q
) 1
p

+
(
E
(
Ẽ
∥∥∥∑
i,j

Ñi,jyi,j,2

∥∥∥q
Lq(S)

) p
q
) 1
p

.p,q
(
E
∥∥∥(∑

i,j

Ẽ|Ñi,jyi,j,1|2
) 1

2
∥∥∥p
Lq(S)

) 1
p

+
(
E
(∑
i,j

Ẽ∥Ñi,jyi,j,2∥qLq(S)
) p
q
) 1
p
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≃q
(
E
∥∥∥(∑

i,j

(ti+1 − ti)ν(Aj)|yi,j,1|2
) 1

2
∥∥∥p
Lq(S)

) 1
p

+
(
E
(∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j,2∥qLq(S)
) p
q
) 1
p

= ∥E(F1|A)∥Lp(Ω;Lq(S;L2([0,t]×J))) + ∥E(F2|A)∥Lp(Ω;Lq([0,t]×J;Lq(S)))

≤ ∥F1∥Lp(Ω;Lq(S;L2([0,t]×J))) + ∥F2∥Lp(Ω;Lq([0,t]×J;Lq(S)))

Taking the infimum over all F1, F2 as above yields the first inequality.
For the reverse inequality, note that∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;Lq(S))

≃p,q
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
Lq(S)

) 1
p

≥
(
E
(
Ẽ
∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥q
Lq(S)

) p
q
) 1
p

&p,q ∥F∥Lp(Ω;Lq(S;L2([0,t]×J)))+Lp(Ω;Lq([0,t]×J;Lq(S))),

where the final inequality follows as in the proof of Theorem 2.25. Moreover,
by Corollary 2.17,∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;Lq(S))

&p,q ∥F∥Lp(Ω;Lp([0,t]×J;Lq(S))).

�

Theorem 2.29. Let 1 < p < 2 ≤ q < ∞. Then for any simple, adapted
Lq(S)-valued process F , any B ∈ J and any t ≥ 0 we have∥∥∥∫

[0,t]×B
F dÑ

∥∥∥
Lp(Ω;Lq(S))

≃p,q inf
{
max

{
∥F1∥Lp(Ω;Lq(S;L2([0,t]×B))), ∥F1∥Lp(Ω;Lq([0,t]×B;Lq(S)))

}
+ ∥F2∥Lp(Ω;Lp([0,t]×B;Lq(S)))

}
,

where the infimum is taken over all decompositions F = F1 + F2 with
F1 ∈ Lp(Ω;Lq(S;L2([0, t] × B))) ∩ Lp(Ω;Lq([0, t] × B;Lq(S))) and F2 ∈
Lp(Ω;Lp([0, t]×B;Lq(S))).

Proof. Let F be the simple adapted process defined in (2.5), taking Re-
mark 2.7 into account. We may assume t = tl+1 and B = J . Let yi,j =∑
k Fi,kxi,j,k. We first show that the Lp-norm of the stochastic integral is dom-

inated by the infimum on the right hand side. Let F = F1+F2 with F1, F2 in
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L∞(Ω)⊗L∞([0, t])⊗L∞(J)⊗L∞(S). LetA be the sub-σ-algebra of B(R+)×J
generated by the sets (ti, ti+1]×Aj . By Lemma 2.10 E(F1|A),E(F2|A) are of
the form

E(Fα|A) =
∑
i,j,k

Fi,k,αχ(ti,ti+1]χAjxi,j,k,α (α = 1, 2).

For α = 1, 2 set yi,j,α =
∑
k Fi,k,αxi,j,k,α. By Theorem 2.3 we have∥∥∥∫

[0,t]×J
F dÑ

∥∥∥
Lp(Ω;Lq(S))

≃p,q
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j

∥∥∥p
Lq(S)

) 1
p

≤
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j,1

∥∥∥p
Lq(S)

) 1
p

+
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j,2

∥∥∥p
Lq(S)

) 1
p

≤
(
E
(
Ẽ
∥∥∥∑
i,j

Ñi,jyi,j,1

∥∥∥q
Lq(S)

) p
q
) 1
p

+
(
EẼ

∥∥∥∑
i,j

Ñi,jyi,j,2

∥∥∥p
Lq(S)

) 1
p

.

By Theorem 1.28 and Lemma 2.2,(
E
(
Ẽ
∥∥∥∑
i,j

Ñi,jyi,j,1

∥∥∥q
Lq(S)

) p
q
) 1
p

.p,q max
{(

E
∥∥∥(∑

i,j

Ẽ|Ñi,jyi,j,1|2
) 1

2
∥∥∥p
Lq(S)

) 1
p

,

(
E
(∑
i,j

Ẽ∥Ñi,jyi,j,1∥qLq(S)
) p
q
) 1
p
}

≃q max
{(

E
∥∥∥(∑

i,j

(ti+1 − ti)ν(Aj)|yi,j,1|2
) 1

2
∥∥∥p
Lq(S)

) 1
p

,

(
E
(∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j,1∥qLq(S)
) p
q
) 1
p
}

= max
{
∥E(F1|A)∥Lp(Ω;Lq(S;L2([0,t]×J))),

∥E(F1|A)∥Lp(Ω;Lq([0,t]×J;Lq(S)))

}
≤ max

{
∥F1∥Lp(Ω;Lq(S;L2([0,t]×J))), ∥F1∥Lp(Ω;Lq([0,t]×J;Lq(S)))

}
On the other hand, by Corollary 1.17 and Lemma 2.2,(

EẼ
∥∥∥∑
i,j

Ñi,jyi,j,2

∥∥∥p
Lq(S)

) 1
p .p,q

(
E
∑
i,j

Ẽ∥Ñi,jyi,j,2∥pLq(S)
) 1
p
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≃p
(
E
∑
i,j

(ti+1 − ti)ν(Aj)∥yi,j,2∥pLq(S)
) 1
p

= ∥E(F2|A)∥Lp(Ω;Lp([0,t]×J;Lq(S)))

≤ ∥F2∥Lp(Ω;Lp([0,t]×J;Lq(S))).

Taking the infimum over all F1, F2 as above we obtain the result.
The reverse inequality follows by duality from Theorem 2.28. �

Remark 2.30. Using the one-sided decoupling inequality stated in Remark 2.4
one can show that the upper estimate given in Theorems 2.25, 2.27, 2.28 and
2.29 for the p-th moment ∥

∫
[0,t]×B F dÑ∥Lp(Ω;Lq(S)) remains valid if either

p = 1 or q = 1 (or both).

We now summarize the main results of this section.

Theorem 2.31. Let 1 < p, q, r <∞. We set

Spq = Lp(Ω;Lq(S;L2(R+ × J)));

Dp
r,q = Lp(Ω;Lr(R+ × J ;Lq(S))).

Then for any B ∈ J , any t ≥ 0 and for any simple, adapted Lq(S)-valued
process F ,(

E sup
0≤s≤t

∥∥∥∫
[0,s]×B

F dÑ
∥∥∥p
Lq(S)

) 1
p ≃p,q ∥Fχ[0,t]×B∥SIp,q , (2.16)

where SIp,q is given by

Spq ∩Dp
q,q ∩Dp

p,q if 2 ≤ q ≤ p <∞;

Spq ∩ (Dp
q,q +Dp

p,q) if 2 ≤ p ≤ q <∞;

(Spq ∩Dp
q,q) +Dp

p,q if 1 < p < 2 ≤ q <∞;

(Spq +Dp
q,q) ∩Dp

p,q if 1 < q < 2 ≤ p <∞;

Spq + (Dp
q,q ∩Dp

p,q) if 1 < q ≤ p ≤ 2;

Spq +Dp
q,q +Dp

p,q if 1 < p ≤ q ≤ 2.

Proof. Observe that the map

s 7→
∥∥∥∫

[0,s]×B
F dÑ

∥∥∥
Lq(S)

defines a positive submartingale in Lp(Ω) and hence by Doob’s inequality (see
e.g. [119], Theorem 1.7) we have for any p > 1,(

E sup
0≤s≤t

∥∥∥∫
[0,s]×B

F dÑ
∥∥∥p
Lq(S)

) 1
p ≤ p′

(
E
∥∥∥∫

[0,t]×B
F dÑ

∥∥∥p
Lq(S)

) 1
p

,

where 1
p+

1
p′ = 1. The result now follows from Theorems 2.22, 2.25, 2.26, 2.27,

2.28 and 2.29. �
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We can now extend the class of stochastically integrable processes through
the Itô-type isomorphism stated in (2.16).

Definition 2.32. Let 1 < p, q <∞ and let S be a σ-finite measure space. Let
(J,J , ν) be a σ-finite measure space and let N be a Poisson random measure
on R+×J with associated compensated Poisson random measure Ñ . Let t ≥ 0
and B ∈ J . We say that an element F ∈ SIp,q is Lp-stochastically integrable
on [0, t]×B if there exists a sequence of simple, adapted Lq(S)-valued processes
(Fn) such that Fn → Fχ[0,t]×B in SIp,q as n→ ∞. In this case we define the

Lp-stochastic integral of F on [0, t]×B with respect to Ñ by∫
[0,t]×B

F dÑ = lim
n→∞

∫
[0,t]×B

Fn dÑ,

where the limit is taken in Lp(Ω;Lq(S)). We let SIadp,q denote the space of
Lp-stochastically integrable elements on R+ × J .

Corollary 2.33. If 1 < p, q < ∞, then SIadp,q is a Banach space. Moreover,

for any F ∈ SIadp,q the inequalities (2.16) hold.

Remark 2.34. The results of this chapter are still valid if we replace the com-
pensated Poisson random measure Ñ associated with N by the symmetrized
Poisson random measure Ns defined in (2.1). Indeed, the following two prop-
erties of Ns, which it shares with Ñ , are needed in the proofs.

(i) If A1, . . . , An in Eµ are disjoint then Ns(A1), . . . , Ns(An) are independent,
mean zero random variables;

(ii) For every 1 ≤ p <∞ there exist constants bp, cp > 0 depending only on p
such that whenever A ∈ Eµ we have

bpµ(A) ≤ E|Ns(A)|p ≤ cpµ(A).

The proof of the second property is similar to the proof of Lemma 2.2.

Remark 2.35. Let us recall the following well-known result for vector-valued
Gaussian stochastic integrals (see [106] for a more general statement). Suppose
that 1 < p, q < ∞ and let S be a σ-finite measure space. If W is a standard
Brownian motion and F is a simple adapted Lq(S)-valued process, then for
any t ≥ 0,(

E
∥∥∥∫

[0,t]

F dW
∥∥∥p
Lq(S)

) 1
p ≃p,q

(
E
∥∥∥(∫

[0,t]

|F |2dt
) 1

2
∥∥∥p
Lq(S)

) 1
p

. (2.17)

If L is a Lévy process without drift, then, under suitable assumptions on the
Lévy measure of L, we can combine the Lévy-Itô decomposition (2.2) of L with
the Itô isomorphisms induced by (2.16) and (2.17) to obtain Itô isomorphisms
for Lq(S)-valued stochastic integrals with respect to L. The details of this
procedure will be explained in future work.





3

Vector-valued Rosenthal inequalities in
noncommutative Lp-spaces

We continue our investigation of Rosenthal-type inequalities for vector valued
random variables. The main purpose of this chapter is to generalize our results
of Section 1.3 to random variables taking values in a noncommutative Lp-
space. Although the spirit of the proof will be the same as in the case of
classical Lp-spaces, different arguments and additional machinery are required
in the noncommutative setting. As a result, the proof will be different from the
one presented in Section 1.3 even for a commutative von Neumann algebra.

The results presented in Section 3.2 can be applied to derive some estimates
for the p-th moments of the operator norm, or equivalently, the largest singular
value, of a sum of independent, mean zero random matrices in terms of the
individual matrices. In particular, for a random matrix with independent,
mean zero entries we find two-sided estimates for the p-th moments of the
largest singular value of the matrix in terms of a suitable norm on its entries.

3.1 Noncommutative Lp-spaces

Throughout this thesis, we will use standard terminology and results from the
theory of von Neumann algebras, which can for example be found in [131, 132]
or [72, 73]. Let M be a von Neumann algebra acting on a complex Hilbert
space H, which is equipped with a normal, semi-finite faithful trace τ . We say
that a closed, densely defined linear operator x on H is affiliated with the von
Neumann algebra M if ux = xu for any unitary element u in the commutant
M′ of M. For such an operator we define its distribution function by

d(v;x) = τ(e|x|(v,∞)) (v ≥ 0),

where e|x| is the spectral measure of |x|. The decreasing rearrangement or
generalized singular value function of x is defined by

µt(x) = inf{v > 0 : d(v;x) ≤ t} (t ≥ 0).
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We call x τ -measurable if d(v;x) < ∞ for some v > 0. We let S(τ) denote
the linear space of all τ -measurable operators. One can show that S(τ) is a
metrizable, complete topological ∗-algebra with respect to the measure topol-
ogy. Moreover, the trace τ extends to a trace (again denoted by τ) on the set
S(τ)+ of positive τ -measurable operators by setting

τ(x) =

∫ ∞

0

µt(x) dt (x ∈ S(τ)+). (3.1)

For 0 < q <∞ we define

∥x∥Lq(M) = (τ(|x|q))
1
q (x ∈ S(τ)). (3.2)

The linear space Lq(M, τ) of all x ∈ S(τ) satisfying ∥x∥Lq(M) < ∞ is called
the noncommutative Lq-space associated with the pair (M, τ). We usually
denote Lq(M, τ) by Lq(M) for brevity. The map ∥ · ∥Lq(M) in (3.2) defines a
norm (or q-norm if 0 < q < 1) on the space Lq(M) under which it becomes
a Banach space (respectively, quasi-Banach space). It can alternatively be
viewed as the completion of M in the (quasi-)norm ∥ · ∥Lq(M). We use the
expression L∞(M) to denote M equipped with its operator norm. By (3.1)
and using that µ(|x|q) = µ(x)q, the noncommutative Lq-(quasi-)norm can
alternatively be computed as

∥x∥Lq(M) =
(∫ ∞

0

µt(x)
q dt

) 1
q

(x ∈ Lq(M)). (3.3)

We recall two familiar examples which are relevant to this chapter.

Example 3.1. (Lebesgue spaces) Let (S,Σ, µ) be a σ-finite measure space.
Identify f ∈ L∞(S) with the multiplication operatorMf on the Hilbert space
L2(S) given by

Mf (h) := fh (h ∈ L2(S)).

One can show that
M := {Mf : f ∈ L∞(S)}

is a von Neumann subalgebra of B(L2(S)). We will identify L∞(S) with M.
The functional

τ(f) :=

∫
S

f dµ (f ∈ L∞(S,Σ, µ)+)

defines a normal, semi-finite faithful trace and the associated noncommutative
Lq-space coincides with the Lebesgue space Lq(S), where the functions in
Lq(S) are identified with, in general unbounded, multiplication operators on
L2(S).

Example 3.2. (Schatten spaces) Let H be a complex Hilbert space and let (eα)
be a maximal orthonormal system in H. The space B(H) of bounded linear
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operators on H is a von Neumann algebra, which can be equipped with the
normal, semi-finite faithful trace

Tr(x) =
∑
α

⟨xeα, eα⟩ (x ∈ B(H)+).

This is called the standard trace on B(H). The associated noncommutative
Lq-spaces, denoted by Sq(H), are called the Schatten spaces.

We shall be interested in the space Mn of n × n matrices with complex
coefficients, which can be identified with the von Neumann algebra B(l2n).
Under this identification Tr coincides with the usual trace on matrices, i.e. if
x = (xij)

n
i,j=1 then

Tr(x) =
n∑
i=1

xii.

The associated noncommutative Lq-space is called the n-th Schatten space
and denoted by Sqn. Let x be an n × n matrix and let µ1 ≥ . . . ≥ µn be
its singular values, repeated according to multiplicity. Then its singular value
function µ(x) is given by

µt(x) =
n∑
i=1

µiχ[i−1,i)(t) (t ≥ 0).

According to (3.3) we have

∥x∥Sqn =
( n∑
i=1

µqi

) 1
q

,

and moreover,
∥x∥ = max

i=1,...,n
µi.

Let us note that if n ≥ 2 and r ≥ log n then for any sequence (xi)
n
i=1 of

complex numbers we have

max
i=1,...,n

|xi| ≤
( n∑
i=1

|xi|r
) 1
r ≤ e max

i=1,...,n
|xi|. (3.4)

In particular, if x ∈ Sqn we obtain by taking r = log n and xi = µi,

∥x∥Sqn ≤ e∥x∥ ≤ e∥x∥Sqn (if q = log n). (3.5)

This fact will be used frequently in Section 3.3 below.

Let us now state some properties that noncommutative Lq-spaces share with
their classical counterparts. These facts can, for example, be found in [115].
First recall that Hölder’s inequality holds: if 0 < q, r, s ≤ ∞ are such that
1
q = 1

r +
1
s and x ∈ Lr(M), y ∈ Ls(M), then xy ∈ Lq(M) and
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∥xy∥Lq(M) ≤ ∥x∥Lr(M)∥y∥Ls(M). (3.6)

For 1 ≤ q <∞ and 1
q +

1
q′ = 1, the familiar duality Lq(M)∗ = Lq

′
(M) holds

isometrically, with the duality bracket given by ⟨x, y⟩ = τ(xy). In particular,
Lq(M) is reflexive if and only if 1 < q < ∞ and L1(M) = M∗ isometrically,
where M∗ is the predual of M.

The noncommutative Lq-spaces form an interpolation scale with respect
to both the real and complex interpolation method. Moreover, we recall that
Lq(M) is K-convex if and only if 1 < q < ∞ and it is a UMD Banach space
if and only if 1 < q <∞. Finally, it is known that noncommutative Lq-spaces
have the same type and cotype as their commutative versions, but the proof
is more involved than in the commutative case (see [52] or [115], Corollary
5.5). We state this result as a theorem for future reference.

Theorem 3.3. If M is a semi-finite von Neumann algebra and 1 ≤ q < ∞,
then Lq(M) has type min{q, 2} and cotype max{q, 2}.

In other respects noncommutative Lq-spaces are radically different from their
commutative counterparts. In particular, the isomorphism theory of these
spaces is much more involved. We refer to the survey [115] and the references
therein for a discussion of the differences and similarities between noncommu-
tative and classical Lq-spaces.

We conclude this section by describing the column and row spaces and their
conditional versions. Let 1 ≤ q < ∞. For a finite sequence (xi) in L

q(M) we
define

∥(xi)∥Lq(M;l2c)
=

∥∥∥(∑
i

x∗i xi

) 1
2
∥∥∥
Lq(M)

;

∥(xi)∥Lq(M;l2r)
=

∥∥∥(∑
i

xix
∗
i

) 1
2
∥∥∥
Lq(M)

.

(3.7)

Given x1, . . . , xn, we let diag(xi), row(xi) and col(xi) denote the n×n matrix
with the xi on its diagonal, first row and first column, respectively, and zeroes
elsewhere. Let Mn(M) be the von Neumann algebra of n × n matrices with
values inM, equipped with the trace Tr⊗τ , which it inherits when we identify
Mn(M) with the von Neumann tensor product B(l2n)⊗M. By noting that∥∥∥( n∑

i=1

x∗i xi

) 1
2
∥∥∥
Lq(M)

= ∥col(xi)∥Lq(Mn(M));

∥∥∥( n∑
i=1

xix
∗
i

) 1
2
∥∥∥
Lq(M)

= ∥row(xi)∥Lq(Mn(M)),

one sees that the expressions in (3.7) define two norms on the linear space of
all finitely nonzero sequences in Lq(M). The completion of this space in these
norms are called the column and row space, respectively.
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We shall need a conditional version of these two spaces. Let us first state
a well-known result on the existence of noncommutative conditional expecta-
tions (see e.g. [136]).

Proposition 3.4. Let M be a von Neumann algebra equipped with a normal,
semi-finite, faithful trace τ and let N be a von Neumann subalgebra of M
such that the restriction of τ to N is again semi-finite. Then there is a unique
linear map E : L1(M) + L∞(M) → L1(N ) + L∞(N ) satisfying the following
properties:

(a) E(x∗) = E(x)∗;
(b) E(x) ≥ 0 if x ≥ 0;
(c) if x ≥ 0 and E(x) = 0 then x = 0;
(d) E(x) = x for any x ∈ L1(N ) + L∞(N );
(e) E(x)∗E(x) ≤ E(x∗x) for x ∈ M;
(f) E is normal, i.e., xα ↑ x implies E(xα) ↑ E(x) for (xα), x ∈ M;
(g) ∥E(x)∥1 ≤ ∥x∥1, for all x ∈ L1(M) and ∥E(x)∥∞ ≤ ∥x∥∞, for all x ∈ M;
(h) E(xy) = xE(y) if x ∈ L1(N ), y ∈ L∞(M) and E(xy) = E(x)y whenever

x ∈ L1(M), y ∈ L∞(N ).

Moreover, for any x ∈ L1(M) + L∞(M), E(x) is the unique element in
L1(N ) + L∞(N ) satisfying

τ(xy) = τ(E(x)y), (3.8)

for all y ∈ L1(N ) ∩ L∞(N ).

The inequality in (e) of Proposition 3.4 is called Kadison’s inequality .
Let 1 ≤ q <∞. Suppose that N is a von Neumann algebra equipped with

a normal, semi-finite faithful trace σ and let K be a von Neumann subalge-
bra such that σ|K is again semi-finite. Let E : N → K be the conditional
expectation with respect to K. For a finite sequence (xi) in N we define

∥(xi)∥Lq(N ;E,l2c) =
∥∥∥(∑

i

E|xi|2
) 1

2
∥∥∥
Lq(N )

;

∥(xi)∥Lq(N ;E,l2r) =
∥∥∥(∑

i

E|x∗i |2
) 1

2
∥∥∥
Lq(N )

.

Using techniques from Hilbert C∗-modules it was shown by M. Junge [68] that

{(xi)ni=1 : xi ∈ N , n ≥ 1, ∥(xi)∥Lq(N ;E,l2c) <∞} and

{(xi)ni=1 : xi ∈ N , n ≥ 1, ∥(xi)∥Lq(N ;E,l2r) <∞}

are normed linear spaces. By taking the completion of these spaces we obtain
the conditional column and row space, respectively. Moreover, we have for
1 < q, q′ <∞ with 1

q +
1
q′ = 1
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(Lq(N ; E , l2c))∗ = Lq
′
(N ; E , l2r)

isometrically, with the duality bracket given by

⟨(xi), (yi)⟩ =
∑
i

τ(xiyi).

We shall use these results in the particular case where Ω is a probability
space, M is a semi-finite von Neumann algebra and N is the tensor product
von Neumann algebra L∞⊗M, equipped with the tensor product trace E⊗τ .
Let us recall that, for any 1 ≤ q <∞, the map defined on simple functions in
the Bochner space Lq(Ω;Lq(M)) by

Iq

(∑
i

χAixi

)
=

∑
i

χAi ⊗ xi

extends to an isometric isomorphism

Lq(Ω;Lq(M)) = Lq(L∞(Ω)⊗M). (3.9)

Let K be the von Neumann subalgebra of N given by K = 1⊗M and let E
be the associated conditional expectation. Under the identification (3.9), the
element E(x) coincides with the Bochner integral E(x), whenever x ∈ Lq(N ).
In particular, for any finite sequence (ξi) in N ,

∥(ξi)∥Lq(N ;E,l2c) =
∥∥∥(∑

i

E|ξi|2
) 1

2
∥∥∥
Lq(M)

.

With some abuse of notation we shall write Lq(M;E, l2c) instead of Lq(N ; E , l2c).

3.2 Main result

We prove our main result, Theorem 3.15 below, in several steps. Throughout,
we let M denote a semi-finite von Neumann algebra. Let us first recall the
noncommutative version of Khintchine’s inequalities [98].

Theorem 3.5. (Noncommutative Khintchine inequalities) If 2 ≤ q < ∞,
then, for any finite sequence (xi) in L

q(M),(
E
∥∥∥∑

i

rixi

∥∥∥q
Lq(M)

) 1
q

≤ Bqmax
{∥∥∥(∑

i

|xi|2
) 1

2
∥∥∥
Lq(M)

,
∥∥∥(∑

i

|x∗i |2
) 1

2
∥∥∥
Lq(M)

}
(3.10)

and
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E
∥∥∥∑

i

rixi

∥∥∥2
Lq(M)

) 1
2 ≥ max

{∥∥∥(∑
i

|xi|2
) 1

2
∥∥∥
Lq(M)

,
∥∥∥(∑

i

|x∗i |2
) 1

2
∥∥∥
Lq(M)

}
,

where Bq ≤ C
√
q, with C ≤ 2−

1
4

√
π
e < 1.

On the other hand, if 1 ≤ q ≤ 2, then(
E
∥∥∥∑

i

rixi

∥∥∥2
Lq(M)

) 1
2 ≤ inf

{∥∥∥(∑
i

|yi|2
) 1

2
∥∥∥
Lq(M)

+
∥∥∥(∑

i

|z∗i |2
) 1

2
∥∥∥
Lq(M)

}
and(
E
∥∥∥∑

i

rixi

∥∥∥q
Lq(M)

) 1
q

≥ cq inf
{∥∥∥(∑

i

|yi|2
) 1

2
∥∥∥
Lq(M)

+
∥∥∥(∑

i

|z∗i |2
) 1

2
∥∥∥
Lq(M)

}
,

where the infimum is taken over all decompositions xi = yi + zi in L
q(M).

Remark 3.6. It was first observed that the optimal constant in (3.10) is of order√
q in [113], p.106 and independently in [67]. It was proved by A. Buchholz

([26], Theorem 5 and the remark following it) that if (γi) is a sequence of
independent standard Gaussian random variables, then(

E
∥∥∥∑

i

γixi

∥∥∥2n
L2n(M)

) 1
2n

≤ (
(2n)!

2nn!
)

1
2n max

{∥∥∥(∑
i

|xi|2
) 1

2
∥∥∥
L2n(M)

,
∥∥∥(∑

i

|x∗i |2
) 1

2
∥∥∥
L2n(M)

}
,

(3.11)

where the given constant is optimal. As remarked in [135], Proposition 10, one

can deduce from (3.11) that the constant Bq in 3.10 is bounded by 2−
1
4

√
π
e

√
q.

In the proof of the next result we will use that if 0 < q ≤ 1 and ξ ∈
L1(Ω;Lq(M)+) then

E∥x∥Lq(M) ≤ ∥Ex∥Lq(M). (3.12)

This follows by approximation by step functions using the inequality

∥x+ y∥Lq(M) ≥ ∥x∥Lq(M) + ∥y∥Lq(M) (x, y ∈ Lq(M)+).

Lemma 3.7. Let (ξi) be a finite sequence of independent, mean zero Lq(M)-
valued random variables. If 1 ≤ p, q < 2, then(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p
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≤ 4 inf
{∥∥∥(∑

i

E|ηi|2
) 1

2
∥∥∥
Lq(M)

+
∥∥∥(∑

i

E|θ∗i |2
) 1

2
∥∥∥
Lq(M)

}
,

where the infimum is taken over all sequences (ηi) ∈ Lq(M;E, l2c) and (θi) ∈
Lq(M;E, l2r) such that ξi = ηi + θi.

On the other hand, if 2 ≤ p, q <∞, then

2
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E
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i
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Lq(M)

}
.

Proof. Suppose 1 ≤ p, q < 2. Let (αi) be a finite sequence in Lq(M;E, l2c) of
independent, mean zero Lq(M)-valued random variables. By Corollary 1.10
and Theorem 3.5,(

E
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EEr
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.

Note that in the final two inequalities we apply Jensen’s inequality and (3.12),
respectively, using that p

2 ,
q
2 < 1. Similarly, if (αi) is a finite sequence in

Lq(M;E, l2r) of independent, mean zero Lq(M)-valued random variables, then(
E
∥∥∥∑

i

αi

∥∥∥p
Lq(M)

) 1
p ≤

∥∥∥(∑
i

E|α∗
i |2

) 1
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∥∥∥
Lq(M)

.

Let (ηi) and (θi) be finite sequences in L
q(M;E, l2c) and Lq(M;E, l2r), respec-

tively, such that ξi = ηi+θi, then ξi = E(ηi|ξi)−E(ηi)+E(θi|ξi)−E(θi). Since
(E(ηi|ξi) − E(ηi)) and (E(θi|ξi) − E(θi)) are sequences of independent, mean
zero random variables, we obtain by the triangle inequality and the above,(

E
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i
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) 1
p
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≤ 2
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.

Therefore, by the triangle inequality in Lq(M;E, l2c) and Lq(M;E, l2r) we find(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p

≤ 2
(∥∥∥(∑

i

E|E(ηi|ξi)|2
) 1

2
∥∥∥
Lq(M)

+
∥∥∥(∑

i

E|E(ηi)|2
) 1

2
∥∥∥
Lq(M)

+
∥∥∥(∑

i

E|E(θ∗i |ξi)|2
) 1

2
∥∥∥
Lq(M)

+
∥∥∥(∑

i

E|E(θ∗i )|2
) 1

2
∥∥∥
Lq(M)

)
≤ 4

(∥∥∥(∑
i

E|ηi|2
) 1

2
∥∥∥
Lq(M)

+
∥∥∥(∑

i

E|θ∗i |2
) 1

2
∥∥∥
Lq(M)

)
.

Note that the final step follows directly from Kadison’s inequality for (non-
commutative) conditional expectations if ηi, θi are, in addition, in L∞⊗M.
For general ηi and θi as above the asserted inequality then follows by a density
argument. This proves the first statement.

Suppose now that 2 ≤ p, q <∞. By Corollary 1.10 and Theorem 3.5,
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EEr
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.

This completes the proof. �

For our discussion in Section 3.3 below, we will keep track of the dependence
of the constants on p and q in the inequalities (3.13) and (3.14) below.
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Theorem 3.8. Suppose 2 ≤ p, q < ∞. If (ξi) is a finite sequence of indepen-
dent, mean zero Lq(M)-valued random variables, then(
E
∥∥∥∑
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) 1
p ≤ Cp,q(1 +
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, (3.13)
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q
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,

where Cp,q = 2BqKp,q < max{2
√
2
√
p− 1, 2

√
q} and Bq and Kp,q are the

constants in (3.10) and (1.3), respectively. Moreover,(
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.

Proof. We first prove (3.14). By Lemma 3.7,
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.

Moreover, since Lq(M) has cotype q (cf. Theorem 3.3), it follows that(
E
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We refer to [52] for a proof that (3.15) holds with constant 1. By successively
applying Kahane’s inequalities and Corollary 1.10 we see that(
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.

We now prove (3.13). By Corollary 1.10 and Theorem 3.5 we have(
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By the triangle inequality in L
p
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We now estimate the first term on the far right hand side. By applying Corol-
lary 1.10 and Theorem 3.5 we obtain(
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where the final inequality is a consequence of the triangle inequality in
L
p
2 (Ω;L

q
2 (M; l2c)). Notice that the second term on the right hand side is

smaller than the first one. Indeed,∥∥∥(∑
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Write x = col(|ξi|) and y = diag(|ξi|). By the noncommutative Hölder in-
equality (3.6),(
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≤ (E| ∥y∥Lq(Mn(M))∥x∥Lq(Mn(M))|
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Collecting our estimates (3.17), (3.18), (3.19) and (3.20), we obtain the
quadratic equation

a2 ≤ (2Cp,q)ab+ c2,

where we set a = (E∥(
∑
i |ξi|2)

1
2 ∥pLq(M))

1
p , b = (E(

∑
i ∥ξi∥

q
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p
q )

1
p and
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∑
i E|ξi|2)

1
2 ∥Lq(M). Solving this quadratic equation we obtain
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that is,(
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Applying this to the sequence (ξ∗i ) we obtain(
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The inequality (3.13) now follows from (3.16).
Let us finally observe that Cp,q = 2BqKp,q < max{2

√
2
√
p− 1, 2

√
q}.

Indeed, if p ≤ q, then it is clear that Cp,q = 2Bq < 2
√
q. If p > q ≥ 2 then

the optimal constant in Kahane’s inequality satisfies Kp,q ≤
√

p−1
q−1 (see e.g.

the proof of [96], Theorem 1.e.13). Hence, in this case we can estimate Cp,q

by 2
√
p− 1

√
q
q−1 ≤ 2

√
2
√
p− 1. �

We are now ready to deduce the Rosenthal-type inequalities in the cases where
p, q ≥ 2.

Theorem 3.9. Suppose 2 ≤ q ≤ p < ∞. Let (ξi) be a finite sequence of
independent, mean zero Lq(M)-valued random variables. Then,(
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Proof. By Lemma 1.14 and Theorem 3.8 we obtain(
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.

The reverse inequality follows from Lemma 3.7 and Theorem 1.20 (as Lq(M)
has cotype q). �

Theorem 3.10. Suppose 2 ≤ p ≤ q < ∞. Let (ξi) be a finite sequence of
independent, mean zero Lq(M)-valued random variables. Then,(
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,

where the infimum is taken over all sequences (ηi) ∈ lp(Lp(Ω;Lq(M))) and
(θi) ∈ lq(Lq(Ω;Lq(M))) such that ξi = ηi + θi.

Proof. By Lemma 1.14 and Theorem 3.8 we obtain(
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,

The reverse inequality follows from Lemma 3.7 and Theorem 1.20 (as Lq(M)
has cotype q). �

We deduce estimates for the cases 1 < p ≤ q ≤ 2 and 1 < q ≤ p ≤ 2 by
duality from Theorems 3.9 and 3.10, respectively.

Theorem 3.11. Suppose 1 < p ≤ q ≤ 2. Let (ξi) be a finite sequence of
independent, mean zero Lq(M)-valued random variables. Then,
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where the infimum is taken over all sequences (ηi,c) ∈ Lq(M;E, l2c), (ηi,r) ∈
Lq(M;E, l2r), (θi) ∈ lp(Lp(Ω;Lq(M))) and (κi) ∈ lq(Lq(Ω;Lq(M))) such
that ξi = ηi,c + ηi,r + θi + κi.

Proof. Let (ηi,c) ∈ Lq(M;E, l2c), (ηi,r) ∈ Lq(M;E, l2r), (θi) ∈ lp(Lp(Ω;Lq(M)))
and (κi) ∈ lq(Lq(Ω;Lq(M))) be such that ξi = ηi,c + ηi,r + θi + κi. Then,

ξi = E(ηi,c|ξi)−E(ηi,c)+E(ηi,r|ξi)−E(ηi,r)+E(θi|ξi)−E(θi)+E(κi|ξi)−E(κi).

By the proof of Lemma 3.7 we have(
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Since Lq(M) has type q we obtain by Theorem 1.15 and contractivity of
vector-valued conditional expectations(
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Similarly,(
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The upper estimate in (3.21) now follows by the triangle inequality.
We deduce the reverse inequality by duality from Theorem 3.9. Let 2 ≤

q′ ≤ p′ < ∞ be such that 1
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The asserted inequality now follows by taking the supremum over all (ηi) as
above. �

Theorem 3.12. Suppose 1 < q ≤ p ≤ 2. Let (ξi) be a finite sequence of
independent, mean zero Lq(M)-valued random variables. Then,(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p

≃p,q inf
{∥∥∥(∑

i

E|ηi,c|2
) 1

2
∥∥∥
Lq(M)

+
∥∥∥(∑

i

E|η∗i,r|2
) 1

2
∥∥∥
Lq(M)

+max
{(∑

i

E∥θi∥pLq(M)

) 1
p

,
(∑

i

E∥θi∥qLq(M)

) 1
q
}}

,

where the infimum is taken over all sequences (ηi,c) ∈ Lq(M;E, l2c), (ηi,r) ∈
Lq(M;E, l2r) and (θi) ∈ lp(Lp(Ω;Lq(M)))∩ lq(Lq(Ω;Lq(M))) such that ξi =
ηi,c + ηi,r + θi.

Proof. The proof is very similar to the one presented for Theorem 3.11. The
upper estimate follows from Lemma 3.7 and the first part of Theorem 1.15.
The lower estimate can be derived by duality from Theorem 3.10. We leave
the details to the reader. �
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Theorem 3.13. Let 1 < q < 2 ≤ p < ∞. Let (ξi) be a finite sequence of
independent, mean zero Lq(M)-valued random variables. Then,(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p

≃p,q max
{
inf

{∥∥∥(∑
i

E|ηi,c|2
) 1

2
∥∥∥
Lq(M)

+
∥∥∥(∑

i

E|η∗i,r|2
) 1

2
∥∥∥
Lq(M)

+
(∑

i

E∥θi∥qLq(M)

) 1
q
}
,
(∑

i

E∥ξi∥pLq(M)

) 1
p
}
,

where the infimum is taken over all sequences (ηi,c) ∈ Lq(M;E, l2c), (ηi,r) ∈
Lq(M;E, l2r) and (θi) ∈ lq(Lq(Ω;Lq(M))) such that ξi = ηi,c + ηi,r + θi.

Proof. By Theorem 1.31 we have(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p .p max

{(
E
∥∥∥∑

i

ξi

∥∥∥q
Lq(M)

) 1
q

,
(
Emax

i
∥ξi∥pLq(M)

) 1
p
}
.

By Theorem 3.11 (with p = q) we have(
E
∥∥∥∑

i

ξi

∥∥∥q
Lq(M)

) 1
q ≃p,q ∥(ξi)∥Lq(M;E,l2c)+Lq(M;E,l2r)+lq(Lq(Ω;Lq(M)))

and obviously (
Emax

i
∥ξi∥pLq(M)

) 1
p ≤

(∑
i

E∥ξi∥pLq(M)

) 1
p

.

For the reverse inequality, note that(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p ≥

(
E
∥∥∥∑

i

ξi

∥∥∥q
Lq(M)

) 1
q

≃p,q ∥(ξi)∥Lq(M;E,l2c)+Lq(M;E,l2r)+lq(Lq(Ω;Lq(M))).

Moreover, as Lq(M) has cotype q we have by Theorem 1.20,(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p &p,q

(∑
i

E∥ξi∥pLq(M)

) 1
p

.

�

Theorem 3.14. Let 1 < p < 2 ≤ q < ∞. Let (ξi) be a finite sequence of
independent, mean zero Lq(M)-valued random variables. Then,(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p
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≃p,q inf
{
max

{∥∥∥(∑
i

E|ηi|2
) 1

2
∥∥∥
Lq(M)

,
∥∥∥(∑

i

E|η∗i |2
) 1

2
∥∥∥
Lq(M)

,

(∑
i

E∥ηi∥qLq(M)

) 1
q
}
+
(∑

i

E∥θi∥pLq(M)

) 1
p
}
,

where the infimum is taken over all sequences (θi) in lp(Lp(Ω;Lq(M))) and
(ηi) in L

q(M;E, l2c)∩Lq(M;E, l2r)∩ lq(Lq(Ω;Lq(M))) such that ξi = ηi+ θi.

Proof. By Theorem 3.10 (with p = q) we have(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p ≤

(
E
∥∥∥∑

i

ξi

∥∥∥q
Lq(M)

) 1
q

.p,q max
{(∑

i

E∥ξi∥qLq(M)

) 1
q

,

∥∥∥(∑
i

E|ξi|2
) 1

2
∥∥∥
Lq(M)

,
∥∥∥(∑

i

E|ξ∗i |2
) 1

2
∥∥∥
Lq(M)

}
.

On the other hand, as Lq(M) has type q we obtain by Theorem 1.15,(
E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p .p,q

(∑
i

E∥ξi∥pLq(M)

) 1
p

.

Let ξi = ηi+θi. Then, ξi = E(ηi|ξi)−E(ηi)+E(θi|ξi)−E(θi). By applying the
above to the sequences of independent, mean zero random variables (E(ηi|ξi)−
E(ηi)) and (E(θi|ξi)− E(θi)) we obtain(

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p

.p,q max
{∥∥∥(∑

i

E|E(ηi|ξi)− E(ηi)|2
) 1

2
∥∥∥
Lq(M)

,

∥∥∥(∑
i

E|E(η∗i |ξi)− E(η∗i )|2
) 1

2
∥∥∥
Lq(M)

,

(∑
i

E∥E(ηi|ξi)− E(ηi)∥qLq(M)

) 1
q
}

+
(∑

i

E∥E(θi|ξi)− E(θi)∥pLq(M)

) 1
p

≤ max
{∥∥∥(∑

i

E|ηi|2
) 1

2
∥∥∥
Lq(M)

,
∥∥∥(∑

i

E|η∗i |2
) 1

2
∥∥∥
Lq(M)

,

(∑
i

E∥ηi∥qLq(M)

) 1
q
}
+
(∑

i

E∥θi∥pLq(M)

) 1
p

.
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The reverse inequality follows by duality from Theorem 3.13. We leave the
details to the reader. �

We now summarize the main results of this section.

Theorem 3.15. Let 1 < p, q <∞. Let (Ω,F ,P) be a probability space and let
M be a semi-finite von Neumann algebra. Let E be the conditional expectation
with respect to the von Neumann subalgebra 1⊗M of L∞⊗M. Set

Sq,c = Lq(L∞(Ω)⊗M; E , l2c);
Sq,r = Lq(L∞(Ω)⊗M; E , l2r);
Dp,q = lp(Lp(Ω;Lq(M))).

If (ξi) is a finite sequence of independent, mean zero Lq(M)-valued random
variables, then (

E
∥∥∥∑

i

ξi

∥∥∥p
Lq(M)

) 1
p ≃p,q ∥(ξi)∥sp,q ,

where sp,q is given by

Sq,c ∩ Sq,r ∩Dq,q ∩Dp,q if 2 ≤ q ≤ p <∞;

Sq,c ∩ Sq,r ∩ (Dq,q +Dp,q) if 2 ≤ p ≤ q <∞;

(Sq,c ∩ Sq,r ∩Dq,q) +Dp,q if 1 < p < 2 ≤ q <∞;

(Sq,c + Sq,r +Dq,q) ∩Dp,q if 1 < q < 2 ≤ p <∞;

Sq,c + Sq,r + (Dq,q ∩Dp,q) if 1 < q ≤ p ≤ 2;

Sq,c + Sq,r +Dq,q +Dp,q if 1 < p ≤ q ≤ 2.

If (S,Σ, µ) is a σ-finite measure space, then we obtain the results of Section 1.3
as a special case of Theorem 3.15 by viewing Lq(S) as a noncommutative Lq-
space (as explained in example 3.1). Indeed, in this case Sq,c and Sq,r coincide
and are equal to Lq(S; l2(L2(Ω))).

3.3 Application to random matrices

The purpose of this section is to derive two-sided estimates for the p-th mo-
ments of the largest singular value of a random matrix with independent,
mean zero columns or entries in terms of a suitable norm on its entries. The
main results are Theorems 3.20, 3.21 and 3.24 below. The principal tool in our
investigation is Theorem 3.8, used together with the estimate (3.5). Through-
out, we let eij (i, j = 1, . . . , n) denote the standard matrix units ofMn, i.e. eij
is the n× n matrix with (i, j)-th entry equal to 1 and zero entries elsewhere.
We restrict our attention to random matrices with real-valued entries.

We shall use the following special case of [91], Proposition 1.1.1, which is
a consequence of the Lévy-Octaviani inequalities.
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Proposition 3.16. Suppose 1 ≤ p < ∞ and let X be a Banach space. If
ξ1, . . . , ξn is a finite sequence of independent, symmetric X-valued random
variables, then (

E max
i=1,...,n

∥ξi∥pX
) 1
p ≤ 2

1
p

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

.

By a randomization argument we obtain the following.

Lemma 3.17. Suppose 1 ≤ p < ∞ and let X be a Banach space. If (ξi) is a
sequence of independent, mean zero X-valued random variables, then(

E max
i=1,...,n

∥ξi∥pX
) 1
p ≤ 21+

1
p

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

.

Proof. Let (ri) be a Rademacher sequence on a probability space (Ωr,Fr,Pr).
Then, by Corollary 1.10 and Proposition 3.16 it follows that(

E max
i=1,...,n

∥ξi∥pX
) 1
p

=
(
EEr max

i=1,...,n
∥riξi∥pX

) 1
p

≤ 2
1
p

(
EEr

∥∥∥∑
i

riξi

∥∥∥p
X

) 1
p ≤ 21+

1
p

(
E
∥∥∥∑

i

ξi

∥∥∥p
X

) 1
p

.

�

Lemma 3.18. Fix n ∈ N and 2 ≤ p < ∞. If (xi) is a finite sequence of
independent, mean zero n× n random matrices, then

max
{∥∥∥(∑

i

E|xi|2
) 1

2
∥∥∥,∥∥∥(∑

i

E|x∗i |2
) 1

2
∥∥∥} ≤ 2

(
E
∥∥∥∑

i

xi

∥∥∥p) 1
p

.

Proof. Observe that∥∥∥(∑
i

E|xi|2
) 1

2
∥∥∥ =

∥∥∥EEr∑
i,j

rirjx
∗
i xj

∥∥∥ 1
2

≤
(
EEr

∥∥∥∑
i,j

rirjx
∗
i xj

∥∥∥) 1
2

=
(
EEr

∥∥∥∑
i

rixi

∥∥∥2) 1
2

≤ 2
(
E
∥∥∥∑

i

xi

∥∥∥p) 1
p

,

where in the final step we apply Corollary 1.10. The result follows by applying
this to the sequence (x∗i ). �
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Lemma 3.19. Let 2 ≤ p < ∞. If (xi)
m
i=1 is a finite sequence of independent,

mean zero n× n random matrices, then

21+
1
p

(
E
∥∥∥ m∑
i=1

xi

∥∥∥p) 1
p ≥ max

{∥∥∥( m∑
i=1

E|xi|2
) 1

2
∥∥∥,∥∥∥( m∑

i=1

E|x∗i |2
) 1

2
∥∥∥,

(
E max
i=1,...m

∥xi∥p
) 1
p
}
, (3.22)

and(
E
∥∥∥ m∑
i=1

xi

∥∥∥p) 1
p ≤ e(1 +

√
2)αp,nmax

{∥∥∥( m∑
i=1

E|xi|2
) 1

2
∥∥∥,∥∥∥( m∑

i=1

E|x∗i |2
) 1

2
∥∥∥,

e
logm
logn −1αp,n

(
E max
i=1,...m

∥xi∥p
) 1
p
}
, (3.23)

with αp,n = Cp,max{logn,2} < max{2
√
log n, 2

√
2
√
p− 1}, where Cp,q is the

constant in Theorem 3.8.

Proof. Observe that (3.22) immediately follows from Lemmas 3.17 and 3.18.
By applying Theorem 3.8 with q = max{log n, 2} we obtain(

E
∥∥∥ m∑
i=1

xi

∥∥∥p) 1
p ≤ (1 +

√
2)Cp,qmax

{
Cp,q

(
E
( m∑
i=1

∥xi∥qSqn
) p
q
) 1
p

,

∥∥∥( m∑
i=1

E|xi|2
) 1

2
∥∥∥
Sqn
,
∥∥∥( m∑

i=1

E|x∗i |2
) 1

2
∥∥∥
Sqn

}
(3.24)

≤ (1 +
√
2)αp,nmax

{
αp,n

(
E
( m∑
i=1

∥xi∥logn
) p

logn
) 1
p

,

e
∥∥∥( m∑

i=1

E|xi|2
) 1

2
∥∥∥, e∥∥∥( m∑

i=1

E|x∗i |2
) 1

2
∥∥∥},

where the final inequality is a consequence of (3.5). The inequality (3.23) now
follows by observing that(

E
( m∑
i=1

∥xi∥logn
) p

logn
) 1
p ≤ m

1
logn

(
E max
i=1,...m

∥xi∥p
) 1
p

= e
logm
logn

(
E max
i=1,...m

∥xi∥p
) 1
p

.

�

Theorem 3.20. Let 2 ≤ p < ∞. Suppose x = (xij)
n
i,j=1 is a random matrix

with independent, mean zero columns and let y = (yik)
n
i,k=1 be the matrix

given by yik = E(
∑n
j=1 xijxkj). Then,
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21+
1
p (E∥x∥p)

1
p ≥ max

{
max

j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

, ∥y∥ 1
2 ,

(
E max
j=1,...n

( n∑
i=1

x2ij

) p
2
) 1
p
}
,

and

(E∥x∥p)
1
p ≤ e(1 +

√
2)αp,nmax

{
max

j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

, ∥y∥ 1
2 ,

αp,n

(
E max
j=1,...n

( n∑
i=1

x2ij

) p
2
) 1
p
}
,

with αp,n < max{2
√
log n, 2

√
2
√
p− 1} as in Lemma 3.19.

Proof. Let xj =
∑
i xij⊗eij , i.e. the n×nmatrix with j-th column equal to the

j-th column of x and zeros elsewhere. Then (xj) is a sequence of independent,
mean zero random matrices and x =

∑
j xj . Notice that

x∗jxj =
∑
i,k

xijxkj ⊗ ejiekj =
∑
i

x2ij ⊗ ejj ,

so ∥∥∥(∑
j

E|xj |2
) 1

2
∥∥∥ =

∥∥∥∑
j

(∑
i

Ex2ij
) 1

2 ⊗ ejj

∥∥∥ = max
j=1,...n

(∑
i

Ex2ij
) 1

2

.

Moreover,

xjx
∗
j =

∑
i,k

xijxkj ⊗ eijejk =
∑
i,k

xijxkj ⊗ eik

and therefore∥∥∥(∑
j

E|x∗j |2
) 1

2
∥∥∥ =

∥∥∥(∑
i,k

E
( n∑
j=1

xijxkj

)
⊗ eik

) 1
2
∥∥∥ = ∥y∥ 1

2 .

Finally,(
E max
j=1,...,n

∥xj∥p
) 1
p

=
(
E max
j=1,...,n

∥ |xj | ∥p
) 1
p

=
(
E max
j=1,...n

( n∑
i=1

x2ij

) p
2
) 1
p

.

The result now follows from Lemma 3.19 (with m = n). �

Theorem 3.21. Let 2 ≤ p < ∞. Suppose xij are independent, mean zero
random variables in Lp(Ω). If x is the n× n random matrix (xij)

n
i,j=1, then
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21+
1
p (E∥x∥p)

1
p ≥ max

{
max

j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

, max
i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

,

(
E max
i,j=1,...,n

|xij |p
) 1
p
}
,

and

(E∥x∥p)
1
p ≤ e(1 +

√
2)αp,nmax

{
max

j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

, max
i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

,

eαp,n

(
E max
i,j=1,...,n

|xij |p
) 1
p
}
, (3.25)

with αp,n < max{2
√
log n, 2

√
2
√
p− 1} as in Lemma 3.19.

Proof. Set yij = xij ⊗ eij , then (yij)
n
i,j=1 is a doubly indexed sequence of

independent, mean zero random matrices and x =
∑n
i,j=1 yij . Notice that

y∗ijyij = x2ij ⊗ ejieij = x2ij ⊗ ejj ,

so ∥∥∥( n∑
i,j=1

E|yij |2
) 1

2
∥∥∥ =

∥∥∥ n∑
j=1

( n∑
i=1

Ex2ij
) 1

2 ⊗ ejj

∥∥∥ = max
j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

.

(3.26)
Moreover,

yijy
∗
ij = x2ij ⊗ eijeji = x2ij ⊗ eii

and therefore∥∥∥( n∑
i,j=1

E|y∗ij |2
) 1

2
∥∥∥ =

∥∥∥ n∑
i=1

( n∑
j=1

Ex2ij
) 1

2 ⊗eii
∥∥∥ = max

i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

. (3.27)

Finally, it is clear that(
E max
i,j=1,...,n

∥yij∥p
) 1
p

=
(
E max
i,j=1,...,n

|xij |p
) 1
p

. (3.28)

The result now follows from Lemma 3.19, applied with m = n2. �

The constant αp,n in (3.25) is of order
√
log n as n→ ∞. We shall now derive a

bound similar to (3.25), in which the constant αp,n is replaced by a constant

of order (logn)
1
4 . We use the following result due to Y. Seginer (see [125],

Theorems 3.1 and 3.2).

Theorem 3.22. [125] If (aij)
n
i,j=1 is a fixed matrix and (rij) is a doubly in-

dexed Rademacher sequence, then there is a universal constant C > 0 such
that
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(E∥(rijaij)∥p)
1
p ≤ C(logn)

1
4

(
max
i=1,...n

( n∑
j=1

x2ij

) 1
2

+ max
j=1,...n

( n∑
i=1

x2ij

) 1
2
)
,

provided p ≤ logn2. Moreover, the order of growth O((log n)
1
4 ) is optimal.

Let us recognize that the result above is actually a special case of the non-
commutative Khintchine inequality (3.10), with a constant of improved order.

Corollary 3.23. Let n ∈ N and set q = log n. If (aij)
n
i,j=1 is an n×n matrix

and (rij) is a doubly indexed Rademacher sequence, then there is a universal
constant C > 0 such that(

E
∥∥∥ n∑
i,j=1

rijaij ⊗ eij

∥∥∥p
Sqn

) 1
p ≤ C(log n)

1
4 max

{∥∥∥( n∑
i,j=1

|aij ⊗ eij |2
) 1

2
∥∥∥
Sqn
,

∥∥∥( n∑
i,j=1

|(aij ⊗ eij)
∗|2

) 1
2
∥∥∥
Sqn

}
, (3.29)

provided p ≤ logn2. Moreover, the order of growth O((log n)
1
4 ) is optimal.

Proof. By (3.5),

max
i=1,...n

( n∑
j=1

a2ij

) 1
2

=
∥∥∥ n∑
i=1

( n∑
j=1

a2ij

) 1
2 ⊗ eii

∥∥∥
≤

∥∥∥( n∑
i,j=1

a2ij ⊗ eii

) 1
2
∥∥∥
Sqn

=
∥∥∥( n∑

i,j=1

|aij ⊗ eji|2
) 1

2
∥∥∥
Sqn

=
∥∥∥( n∑

i,j=1

|(aij ⊗ eij)
∗|2

) 1
2
∥∥∥
Sqn
.

Similarly,

max
j=1,...n

( n∑
i=1

a2ij

) 1
2 ≤

∥∥∥( n∑
i,j=1

|aij ⊗ eij |2
) 1

2
∥∥∥
Sqn
.

�

We can now improve the order of the constant in Theorem 3.21.

Theorem 3.24. Let 2 ≤ p < ∞. Suppose xij are independent, mean zero
random variables in Lp(Ω). If x is the n× n random matrix (xij)

n
i,j=1, then

(E∥x∥p)
1
p ≤ Cp(logn)

1
4 max

{
max

j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

, max
i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

,
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(log n)
1
4

(
E max
i,j=1,...,n

|xij |p
) 1
p
}
, (3.30)

where Cp is of order p
log p as p→ ∞.

Proof. Set yij = xij ⊗ eij , then (yij)
n
i,j=1 is a doubly indexed sequence of

independent, mean zero Sqn-valued random variables, with q = max{log n, 2}
and x =

∑n
i,j=1 yij . To prove (3.30) we first apply Theorem 1.31 to obtain

(E∥x∥p)
1
p . p

log p
max{(E∥x∥2) 1

2 , (E max
i,j=1,...,n

∥yij∥p)
1
p }.

By replacing the use of the noncommutative Khintchine inequality (3.10) by
(3.29) in the proof of Theorem 3.8, we see that

(E∥x∥2) 1
2 . (logn)

1
4 max

{∥∥∥( n∑
i,j=1

E|yij |2
) 1

2
∥∥∥
Sqn
,
∥∥∥( n∑

i,j=1

E|y∗ij |2
) 1

2
∥∥∥
Sqn
,

(logn)
1
4

(
E
( n∑
i,j=1

∥yij∥qSqn
) 2
q
) 1

2
}
.

By (3.5) this implies that

(E∥x∥2) 1
2 . (log n)

1
4 max

{∥∥∥( n∑
i,j=1

E|yij |2
) 1

2
∥∥∥,∥∥∥( n∑

i,j=1

E|y∗ij |2
) 1

2
∥∥∥,

(log n)
1
4

(
E
(

max
i,j=1,...,n

∥yij∥2
)) 1

2
}

≤ (log n)
1
4 max

{
max

j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

, max
i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

,

(log n)
1
4

(
E max
i,j=1,...,n

|xij |p
) 1
p
}
,

where the final step follows from (3.26),(3.27) and (3.28). �

Remark 3.25. If the entries xij in Theorem 3.24 are, in addition, identically
distributed, then we can further improve the bound in (3.30). Indeed, by [125],
Corollary 2.2 there is a constant C > 0 such that for any p ≤ log n2,

E∥x∥p ≤ C
(
E max
i=1,...n

( n∑
j=1

x2ij

) p
2

+ E max
j=1,...n

( n∑
i=1

x2ij

) p
2
)
.

If we use this inequality to replace (3.16) in the proof of Theorem 3.8 and
follow the proof of Theorem 3.24, then we obtain

(E∥x∥p)
1
p ≤ Cpmax

{
max

j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

, max
i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

,
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(log n)
1
4

(
E max
i,j=1,...,n

|xij |p
) 1
p
}
,

with Cp of order p
log p as p → ∞. We leave the verification of the details to

the interested reader.

The results in Theorems 3.21 and 3.24 give upper bounds for the Lp-norm of
the largest singular value of an n×n random matrix with independent, mean
zero entries, for any 2 ≤ p < ∞. However, these bounds are not of optimal
order in terms of the dimensions of the matrix. In fact, using concentration
inequalities for Gaussian random measures R. Latala proved in [93] that there
is a universal constant C > 0 such that

E∥x∥ ≤ C
(

max
i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

+ max
j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

+
( n∑
i,j=1

Ex4ij
) 1

4
)
,

(3.31)
for any random matrix x = (xij)

n
i,j=1 with independent, mean zero entries

in L4(Ω). For comparison, observe that (3.31) implies together with Theo-
rem 1.31 that there is a universal constant C > 0 such that for all 1 ≤ p <∞,

(E∥x∥p)
1
p ≤ C

p

log p

(
max

i=1,...,n

( n∑
j=1

Ex2ij
) 1

2

+ max
j=1,...,n

( n∑
i=1

Ex2ij
) 1

2

+
( n∑
i,j=1

Ex4ij
) 1

4

+
(
E max
i,j=1,...n

|xij |p
) 1
p
)
.

The upper bound in Theorem 3.21 exhibits different growth behaviour in p and
does not contain the factor (

∑n
i,j=1 Ex4ij)

1
4 ). In particular, the bound (3.25) is

applicable to random matrices having entries with infinite fourth moment. On
the other hand, we note that the bound in (3.31) is of order

√
n. Through our

use of the noncommutative Khintchine inequality, we incur an extra factor of
order

√
log n (or at least (log n)

1
4 ). Unfortunately, as the order (logn)

1
4 of the

constant in (3.29) is optimal, this additional factor is an inevitable product
of our method. Further investigation is needed to discover the ‘right’ bounds
for the moments of the largest singular value of a random matrix.
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4

Quasi-Banach function spaces

In this preliminary chapter we introduce symmetric quasi-Banach function
spaces and discuss their most important properties. These spaces play a piv-
otal role in many fields of mathematical analysis, especially probability theory,
interpolation theory and harmonic analysis. Although our main interest is in
symmetric Banach function spaces, we will find it necessary to work with the
more general class of symmetric quasi-Banach function spaces (see in partic-
ular the proof of Theorem 7.4). The results presented in Sections 4.1, 4.2 and
4.3 below are all well known for Banach function spaces, but not easy to find
for quasi-Banach function spaces.

Interpolation theory is a key tool in the analysis of symmetric spaces,
which will be used intensively in the chapters to come. In Section 4.5 we review
the basic definitions and collect several useful facts from this theory. As will
become apparent in later chapters, an important problem is to determine if
a particular symmetric quasi-Banach function space is an interpolation space
for a couple of Lp-spaces. In the final section of this chapter we provide some
sufficient conditions, formulated in terms of the convexity, concavity and Boyd
indices of a symmetric space E, under which E has this property.

4.1 Basic definitions

Let us first recall some definitions and facts from the theory of quasi-Banach
spaces. Let X be a vector space over C (or R). A map ∥ · ∥ : X → [0,∞) is
called a quasi-norm on X if it satisfies the following properties:

(i) ∥x∥ = 0 if and only if x = 0;
(ii) ∥αx∥ = |α| ∥x∥, for all x ∈ X and α ∈ C;
(iii) There is a constant C ≥ 1 such that

∥x+ y∥ ≤ C(∥x∥+ ∥y∥) (x, y ∈ X). (4.1)
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The inequality (4.1) is called the quasi-triangle inequality. If the map ∥ · ∥
satisfies

∥x+ y∥ ≤ (∥x∥p + ∥y∥p)
1
p (x, y ∈ X)

instead of (4.1), then ∥ · ∥ is called a p-norm on X. A basic, but most useful
result is the following theorem due to T. Aoki and S. Rolewicz.

Theorem 4.1. (Aoki-Rolewicz) Let X be a quasi-normed vector space. Then
there is a C > 0 and 0 < p ≤ 1 such that for any x1, . . . , xn ∈ X,∥∥∥ n∑

i=1

xi

∥∥∥ ≤ C
( n∑
i=1

∥xi∥p
) 1
p

.

By the Aoki-Rolewicz theorem, we can always equip a quasi-normed vector
space with an equivalent p-norm, for a certain 0 < p ≤ 1.

If X is a quasi-normed vector space which is complete for the metric

d(x, y) = ∥x− y∥ (x, y ∈ X)

induced by the quasi-norm ∥·∥, then we callX a quasi-Banach space. The stan-
dard results from Banach space theory which depend only on the completeness
of the space, such as the principle of uniform boundedness, the closed graph
theorem and open mapping theorem, continue to be valid for quasi-Banach
spaces. Results which rely on the convexity of the unit ball of a Banach space,
such as the Hahn-Banach theorem, do not hold for quasi-Banach spaces. For
example, if 0 < p < 1, the Lebesgue space Lp(0, 1) is a quasi-Banach space. In
sharp contrast to the Lp-spaces in the range 1 ≤ p ≤ ∞, the space Lp(0, 1) has
a trivial dual space if 0 < p < 1. We refer to [78, 80] for a thorough treatment
of the theory of quasi-Banach spaces. We shall be interested in quasi-Banach
function spaces, which we now describe, and their noncommutative versions
which will be introduced in Chapter 5 below.

Let 0 < α ≤ ∞. For a measurable, a.e. finite function f on (0, α) we define
its distribution function by

d(v; f) = λ(t ∈ (0, α) : |f(t)| > v) (v > 0),

where λ denotes Lebesgue measure. Let S(0, α) denote the space of measur-
able, a.e. finite functions f on (0, α) such that d(v; f) < ∞ for some v > 0.
For f ∈ S(0, α) we denote by µ(f) the decreasing rearrangement of f , defined
by

µt(f) = inf{v > 0 : d(v; f) ≤ t} (t ≥ 0).

For f, g ∈ S(0, α) we say f is submajorized by g, and write f ≺≺ g, if∫ t

0

µs(f)ds ≤
∫ t

0

µs(g)ds, for all t > 0.

Recall the following terminology. A (quasi-)normed linear subspace E of
S(0, α) is called a (quasi-)Banach function space on (0, α) if it is complete
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and if for f ∈ S(0, α) and g ∈ E with |f | ≤ |g| we have f ∈ E and
∥f∥E ≤ ∥g∥E . A (quasi-)Banach function space E on (0, α) is called sym-
metric if for f ∈ S(0, α) and g ∈ E with µ(f) ≤ µ(g) we have f ∈ E and
∥f∥E ≤ ∥g∥E . It is called strongly symmetric if, in addition, for f, g ∈ E
with f ≺≺ g we have ∥f∥E ≤ ∥g∥E . If, moreover, for f ∈ S(0, α) and g ∈ E
with f ≺≺ g it follows that f ∈ E and ∥f∥E ≤ ∥g∥E , then E is called fully
symmetric.

A symmetric (quasi-)Banach function space is said to have a Fatou (quasi-
)norm if for every net (fβ) in E and f ∈ E satisfying 0 ≤ fβ ↑ f we have
∥fβ∥E ↑ ∥f∥E . The space E is said to have the Fatou property if for every
net (fβ) in E and f ∈ S(0, α) satisfying 0 ≤ fβ ↑ and supβ ∥fβ∥E < ∞ the
supremum f = supβ fβ exists in E and ∥fβ∥E ↑ ∥f∥E . We say that E has
order continuous norm if for every net (fβ) in E such that fβ ↓ 0 we have
∥fβ∥E ↓ 0.

For further reference we record two elementary results on symmetric quasi-
Banach function spaces. The first lemma is a consequence of Theorem 4.1 (see
[103], Lemma 6).

Lemma 4.2. Let E be a symmetric quasi-Banach function space. Then, for
every p > 0 there exists a c > 0 and 0 < r ≤ p such that for all fi ∈ E,∥∥∥( ∞∑

i=1

|fi|p
) 1
p
∥∥∥
E
≤ c

( ∞∑
i=1

∥fi∥rE
) 1
r

. (4.2)

The following elementary Hölder-type inequality is well known for Banach
function spaces ([96], Proposition 1.d.2 (i)).

Lemma 4.3. Let E be a quasi-Banach function space and suppose f, g ∈ E.
If 0 < θ < 1, then

∥ |f |θ|g|1−θ∥E ≤ C∥f∥θE∥g∥1−θE ,

where C is the constant in the quasi-triangle inequality.

Proof. We may assume ∥f∥E > 0, otherwise there is nothing to prove. Using
that x 7→ log x is concave on (0,∞), it follows that

sθt1−θ ≤ θs+ (1− θ)t, s, t ∈ R2
+.

Applying this inequality pointwise it follows that for any a > 0 we have

∥ |f |θ|g|1−θ∥E = ∥ |a 1
θ f |θ|a−

1
1−θ g|1−θ∥E ≤ C(a

1
θ θ∥f∥E + (1− θ)a−

1
1−θ ∥g∥E).

By setting a = (∥g∥E/∥f∥E)θ(1−θ) we obtain the desired inequality. �

Let us finally discuss some results specific for symmetric Banach function
spaces. The Köthe dual of a symmetric Banach function space E is the Banach
function space E× given by
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E× =
{
g ∈ S(0, α) : sup

{∫ α

0

|f(t)g(t)| dt : ∥f∥E ≤ 1
}
<∞

}
;

∥g∥E× = sup
{∫ α

0

|f(t)g(t)| dt : ∥f∥E ≤ 1
}
, g ∈ E×.

The space E× is fully symmetric and has the Fatou property. It is isomorphic
to a closed subspace of E∗ via the map

g 7→ Lg, Lg(f) =

∫ α

0

f(t)g(t) dt (f ∈ E).

A symmetric Banach function space on (0, α) has a Fatou norm if and only if
E embeds isometrically into its second Köthe dual E×× = (E×)×. It has the
Fatou property if and only if E = E×× isometrically. It has order continuous
norm if and only if it is separable, which is also equivalent to the statement
E∗ = E×. A symmetric Banach function space which has a Fatou norm is
strongly symmetric. Moreover, a symmetric Banach function space which is
separable or has the Fatou property is automatically fully symmetric. For
proofs of these facts and more details we refer to [18, 85, 96, 142].

4.2 Boyd indices

We now discuss the Boyd indices, which were introduced by D.W. Boyd in
[23]. Fix 0 < α ≤ ∞ and let E be a symmetric quasi-Banach function space
on (0, α). For any 0 < a < ∞ we define the dilation operator Da on S(0, α)
by

(Daf)(s) = f(as)χ(0,α)(as) (s ∈ (0, α)).

The following lemma is well known for symmetric Banach function spaces (cf.
[85]).

Lemma 4.4. Let E be a symmetric quasi-Banach function space on (0, α).
Then, for every 0 < a < ∞, Da defines a bounded linear operator on E.
Moreover, a 7→ ∥Da∥ is a decreasing, submultiplicative function on (0,∞).

Proof. Since µ(f) is decreasing, we have for any a ≤ b,

Dbµ(f)(s) = µbs(f)χ(0,α)(bs) ≤ µas(f)χ(0,α)(as) = Daµ(f)(s).

Hence, if Da is bounded on E, then Db is bounded on E as well and ∥Db∥ ≤
∥Da∥. In particular, ∥Da∥ is bounded on E if a ≥ 1 and ∥Da∥ ≤ 1. Moreover,
it suffices to show that D 1

n
is bounded on E for every n ∈ N.

Suppose first that α = ∞. Fix n ∈ N, let f ∈ E+ and let fi, 1 ≤ i ≤ n, be
mutually disjoint functions having the same distribution function as f . Then
D 1

n
f and

∑n
i=1 fi have the same distribution function. Indeed,

λ(t ∈ (0,∞) : (D 1
n
f)(t) > v) = nλ(t ∈ (0,∞) : f(t) > v)
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=
n∑
i=1

λ(t ∈ (0,∞) : fi(t) > v)

= λ
(
t ∈ (0,∞) :

n∑
i=1

fi(t) > v
)
. (4.3)

Since E is symmetric it follows that D 1
n
f ∈ E. Moreover, by Lemma 4.2,

there exists some c > 0 and 0 < p ≤ 1 such that

∥D 1
n
f∥E =

∥∥∥ n∑
i=1

fi

∥∥∥
E
≤ c

( n∑
i=1

∥fi∥pE
) 1
p

= cn
1
p ∥f∥E . (4.4)

Suppose now that 0 < α < ∞. Observe that if f ∈ E then D 1
n
f and

D 1
n
(χ(0,αn )f) have the same distribution function. Indeed,

λ(t ∈ (0, α) : f(
t

n
) > v) = λ(t ∈ (0, α) : χ(0,αn )(

t

n
)f(

t

n
) > v)

= λ(t ∈ (0, α) : D 1
n
(χ(0,αn )f)(t) > v). (4.5)

Therefore, by the argument given above,

∥D 1
n
f∥E = ∥D 1

n
(fχ(0,αn ))∥E ≤ cn

1
p ∥fχ(0,αn )∥E ≤ cn

1
p ∥f∥E .

We conclude that Da is a bounded linear operator on E, for every 0 < a <∞.
From the above it is clear that a 7→ ∥Da∥ is decreasing and, since Dab =

DaDb if a ≤ b, submultiplicative. �
Define the lower Boyd index pE of E by

pE = sup
{
p > 0 : ∃c > 0 ∀0 < a ≤ 1 ∥Daf∥E ≤ ca−

1
p ∥f∥E

}
and the upper Boyd index qE of E by

qE = inf
{
q > 0 : ∃c > 0 ∀a ≥ 1 ∥Daf∥E ≤ ca−

1
q ∥f∥E

}
.

It will be shown below that 0 < pE ≤ qE ≤ ∞. Moreover, we will see in
Lemma 4.9 that if E is a symmetric Banach function space then 1 ≤ pE ≤
qE ≤ ∞. In this case it is customary to say that E has non-trivial Boyd
indices if 1 < pE ≤ qE <∞. We will now deduce several different expressions
for the Boyd indices.

The following lemma follows from a well-known property of submultiplica-
tive functions, see [85], Theorem II.1.3.

Lemma 4.5. If E is a symmetric quasi-Banach function space on (0, α), then

lim
s→∞

log s

log ∥D 1
s
∥
= sup

s>1

log s

log ∥D 1
s
∥
;

lim
s↓0

log s

log ∥D 1
s
∥
= inf

0<s<1

log s

log ∥D 1
s
∥
.
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Proposition 4.6. If E is a symmetric quasi-Banach function space on (0, α),
then

pE = lim
s→∞

log s

log ∥D 1
s
∥
= sup

s>1

log s

log ∥D 1
s
∥
;

qE = lim
s↓0

log s

log ∥D 1
s
∥
= inf

0<s<1

log s

log ∥D 1
s
∥
.

(4.6)

Proof. Observe first that since a→ ∥Da∥ is decreasing, we have log ∥Da∥ ≥ 0
if 0 < a ≤ 1 and log ∥Da∥ ≤ 0 if 1 < a < ∞. Set p̃E = sups>1

log s
log ∥D 1

s
∥ .

Suppose first that pE , p̃E <∞. For any ε > 0 there exists a cε > 0 such that
for all 0 < a ≤ 1 we have ∥Da∥ ≤ cεa

−1/(pE−ε). Hence,

log ∥Da∥ ≤ −1

pE − ε
log a+ cε

and so

pE − ε ≤ − log a

log ∥Da∥
+ cε

− log a

log ∥Da∥
1

− log a
(pE − ε).

By taking the limit for a ↓ 0 we obtain by Lemma 4.5 that pE− ε ≤ p̃E . Since
ε > 0 was arbitrary, we conclude that pE ≤ p̃E .
On the other hand, for a given ε > 0 we can find 0 < a∗ < 1 such that for all
0 < a < a∗ we have

log a−1

log ∥Da∥
> p̃E − ε.

This implies
log ∥Da∥ < log a−1/(p̃E−ε),

and so ∥Da∥ < a−1/(p̃E−ε) for any 0 < a < a∗. Pick m ∈ N such that
2−m < a∗. Then for any 0 < a < 1 we have

∥Daf∥E = ∥D2mD a
2m
f∥E

≤ ∥D2m∥(
a

2m
)−1/(p̃E−ε)∥f∥E = ∥D2m∥2m/(p̃E−ε)a−1/(p̃E−ε)∥f∥E .

In other words, p̃E − ε ≤ pE . Since this holds for any ε > 0 we get p̃E ≤ pE .
Similarly, one may show that pE = ∞ if and only if p̃E = ∞.

The proof of the equalities for qE are similar and left to the interested
reader. �

Corollary 4.7. Let 0 < p ≤ 1. If E is a symmetric p-normed quasi-Banach
function space on (0, α), then pE ≥ p. As a consequence, every symmetric
quasi-Banach function space satisfies pE > 0.

Proof. It was observed in (4.4) that for every n ≥ 1,

∥D 1
n
f∥E ≤ n

1
p ∥f∥E



4.3 Convexity and concavity 111

and therefore
log ∥D 1

n
∥

logn
≤ 1

p
.

By taking the limit for n → ∞ we see using Proposition 4.6 that pE ≥ p.
Since every symmetric quasi-Banach function space can be equipped with an
equivalent p-norm for some 0 < p ≤ 1 (cf. Theorem 4.1), the second assertion
is an immediate consequence of the first statement. �

Remark 4.8. In many texts, the lower and upper Boyd indices of E are alter-
natively defined as the quantities

αE = sup
0<s<1

log ∥D 1
s
∥

log s
, αE = inf

1<s<∞

log ∥D 1
s
∥

log s
.

It is clear that αE = 1
qE

and αE = 1
pE

.

Finally, we recall the following duality for Boyd indices (see [85], Theorem
II.4.11). If E is a symmetric Banach function space with Fatou norm, then

1

pE
+

1

qE×
= 1,

1

pE×
+

1

qE
= 1. (4.7)

4.3 Convexity and concavity

Let 0 < p, q ≤ ∞. A symmetric quasi-Banach function space E is said to be
p-convex if there exists a constant C > 0 such that for any finite sequence
(fi)

n
i=1 in E we have∥∥∥( n∑

i=1

|fi|p
) 1
p
∥∥∥
E
≤ C

( n∑
i=1

∥fi∥pE
) 1
p

(if 0 < p <∞),

or, ∥∥∥ max
1≤i≤n

|fi|
∥∥∥
E
≤ C max

1≤i≤n
∥fi∥E (if p = ∞).

The least constant M (p) for which this inequality holds is called the p-
convexity constant of E.
A symmetric quasi-Banach function space E is said to be q-concave if there
exists a constant C > 0 such that for any finite sequence (fi)

n
i=1 in E we have

( n∑
i=1

∥fi∥qE
) 1
q ≤ C

∥∥∥( n∑
i=1

|fi|q
) 1
q
∥∥∥
E

(if 0 < q <∞),

or,

max
1≤i≤n

∥fi∥E ≤ C
∥∥∥ max

1≤i≤n
|fi|

∥∥∥
E

(if q = ∞).
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The least constantM(q) for which this inequality holds is called the q-concavity
constant of E. It is clear that every quasi-Banach function space is ∞-concave
with M(∞) = 1 and any Banach function space is 1-convex with M (1) = 1.

For 1 ≤ r < ∞, let the r-concavification and r-convexification of E be
defined by

E(r) := {g ∈ S(0, α) : |g| 1r ∈ E}, ∥g∥E(r)
= ∥ |g| 1r ∥rE ,

E(r) := {g ∈ S(0, α) : |g|r ∈ E}, ∥g∥E(r) = ∥ |g|r∥
1
r

E ,

respectively. As is shown in [96] (p. 53), if E is a Banach function space,
then E(r) is a Banach function space. In general, E(r) is only a quasi-Banach
function space. Using that µ(|f |s) = µ(f)s for any f ∈ S(0, α) and 0 <
s < ∞, one sees that E(r) and E(r) are symmetric if E is symmetric. From
the definitions one easily shows that if E is p-convex and q-concave for 0 <
p ≤ q ≤ ∞, then E(r) is pr-convex and qr-concave and E(r) is p

r -convex and
q
r -concave. It is also follows from the definitions that

pE(r)
=

1

r
pE , qE(r)

=
1

r
qE , pE(r) = rpE , qE(r) = rqE .

The following lemma states a relationship between the convexity and concav-
ity of a space and its Boyd indices. For symmetric Banach function spaces
this result is classical (see e.g. [96]).

Lemma 4.9. Let 0 ≤ p, q ≤ ∞ and suppose E is a symmetric quasi-Banach
function space on (0, α). If E is q-concave, then qE ≤ q. On the other hand,
if E is p-convex, then pE ≥ p.

Proof. Suppose first that E is a q-concave and α = ∞. Fix n ∈ N, let f ∈ E
and let fi, 1 ≤ i ≤ n, be mutually disjoint functions with the same distri-
bution function as f . As observed in (4.3), D 1

n
f and

∑n
i=1 fi have the same

distribution function. Since E is q-concave,

∥D 1
n
f∥E =

∥∥∥ n∑
i=1

|fi|
∥∥∥
E
=

∥∥∥( n∑
i=1

|fi|q
) 1
q
∥∥∥
E

≥ M(q)

( n∑
i=1

∥fi∥qE
) 1
q

=M(q)n
1
q ∥f∥E .

Letting f = Dng and using D 1
n
Dng = g, we obtain

∥Dng∥ ≤M−1
(q)n

− 1
q ∥g∥E .

Since this holds for all g ∈ E we obtain log ∥Dn∥ ≤ −1
q log n−logM(q). Hence,

for any n ∈ N we have

log ∥Dn∥
log n−1

≥ 1

q
−

logM(q)

log n−1
.
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Taking the limit for n → ∞ we obtain by Proposition 4.6 that 1
qE

≥ 1
q or

qE ≤ q.
Suppose now that E is q-concave and α <∞. Notice that the norm of D 1

n
can

be computed using only functions supported on (0, αn ). Indeed, if f ∈ E then
by (4.5) D 1

n
f and D 1

n
(χ(0,αn )f) have the same distribution function. Hence,

∥D 1
n
f∥E

∥f∥E
≤

∥D 1
n
f∥E

∥ |f |χ(0,αn )∥E
=

∥D 1
n
(|f |χ(0,αn ))∥E

∥ |f |χ(0,αn )∥E

and so

∥D 1
n
∥ = sup

supp(f)⊂(0,αn )

∥D 1
n
f∥E

∥f∥E
.

The argument above now yields ∥D 1
n
∥ ≥ Cn

1
q , which completes the proof of

the first assertion.
The proof of the second assertion is similar. �

The following observation was originally made by J.L. Krivine for Banach
lattices [86]. We shall use the following extension for quasi-Banach function
spaces.

Proposition 4.10. Let E be a quasi-Banach function space. If E is p-convex
for some 0 < p ≤ ∞, then E is r-convex for any 0 < r ≤ p and M (r) ≤M (p).
If E is q-concave for some 0 < q <∞, then E is s-concave for any q ≤ s ≤ ∞
and M(s) ≤M(q).

Proof. Notice that for any 0 < p <∞,

M (p) = sup
{∥∥∥( n∑

i=1

|fi|p
) 1
p
∥∥∥
E
; fi ∈ E,

n∑
i=1

∥fi∥p = 1
}

= sup
{∥∥∥( n∑

i=1

ai|gi|p
) 1
p
∥∥∥
E
; gi ∈ E, ∥gi∥E ≤ 1, ai ≥ 0,

n∑
i=1

ai = 1
}
.

Fix g1, . . . , gn ∈ E, ∥gi∥E ≤ 1 and a1, . . . , an ≥ 0 with
∑n
i=1 ai = 1. Let

Ω be the probability space consisting of n atoms, indexed by i = 1, . . . , n,
with weights a1, . . . , an. Let α1, . . . , αn ∈ C and let h : Ω → C be given by
h(i) = αi. If 0 < r ≤ p, then by Hölder’s inequality,

( n∑
i=1

ai|αi|r
) 1
r

= ∥h∥Lr(Ω) ≤ ∥h∥Lp(Ω) =
( n∑
i=1

ai|αi|p
) 1
p

.

Since ∥ · ∥E respects the order on E, we obtain∥∥∥( n∑
i=1

ai|gi|r
) 1
r
∥∥∥
E
≤

∥∥∥( n∑
i=1

ai|gi|p
) 1
p
∥∥∥
E
≤M (p).
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Taking the supremum over all a1, . . . , an and g1, . . . , gn yields the first state-
ment. The modification of the proof for the case p = ∞ is obvious.

For the second statement we note that for any 0 < p <∞,

1

M(p)
= inf

{∥∥∥( n∑
i=1

|fi|p
) 1
p
∥∥∥
E
; fi ∈ E,

n∑
i=1

∥fi∥p = 1
}

= inf
{∥∥∥( n∑

i=1

ai|gi|p
) 1
p
∥∥∥
E
; gi ∈ E, ∥gi∥E ≤ 1, ai ≥ 0,

n∑
i=1

ai = 1
}
.

Let 0 < q ≤ s ≤ ∞. By the above, we have for arbitrary g1, . . . , gn ∈ E with
∥gi∥E ≤ 1 and a1, . . . , an ≥ 0 satisfying

∑n
i=1 ai = 1,

1

M(q)
≤

∥∥∥( n∑
i=1

ai|gi|q
) 1
q
∥∥∥
E
≤

∥∥∥( n∑
i=1

ai|gi|s
) 1
s
∥∥∥
E
.

By taking the infimum we obtain M(s) ≤M(q), as desired. �

Remark 4.11. By using the functional calculus for Banach lattices (see e.g.
[124]) one easily deduces from the proof that Proposition 4.10 holds for any
quasi-Banach lattice.

Lemma 4.12. If E is a symmetric (quasi-)Banach function space which is
q-concave for some q <∞, then E has order continuous (quasi-)norm.

Proof. By [2], Theorems 10.1 and 10.3, it suffices to show that if (fk)
∞
k=1 is a

disjoint sequence in E with 0 ≤ fk ≤ f for some f ∈ E and all k ≥ 1, then
∥fk∥E → 0. Since E is q-concave, we have for any n ≥ 1,

( n∑
k=1

∥fk∥qE
) 1
q ≤M(q)(E)

∥∥∥( n∑
k=1

|fk|q
) 1
q
∥∥∥
E
=

∥∥∥ n∑
k=1

|fk|
∥∥∥
E
≤ ∥f∥E .

Thus, ( ∞∑
k=1

∥fk∥qE
) 1
q ≤ ∥f∥E <∞

and the assertion follows. �

Finally we mention the following duality result due to J.L. Krivine ([86],
théorème 6, see also [96], Proposition 1.d.4), which holds in fact for general
Banach lattices.

Theorem 4.13. Let E be a Banach function space and suppose 1 ≤ p, p′, q, q′ ≤
∞ are such that 1

p + 1
p′ = 1 and 1

q +
1
q′ = 1. If E is p-convex then E∗ is p′-

concave and M(p′)(E
∗) =M (p)(E). On the other hand, if E is q-concave then

E∗ is q′-convex and M (q′)(E∗) =M(q)(E).
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4.4 Examples

Let us now look at some interesting classes of symmetric quasi-Banach func-
tion spaces.

Example 4.14. (Lorentz spaces Lp,q) Let 0 < p, q ≤ ∞. The Lorentz space
Lp,q(0, α) is the subspace of all f in S(0, α) such that

∥f∥Lp,q =

{
(
∫ α
0
t
q
p−1µt(f)

q dt)
1
q (0 < q <∞),

sup0<t<α t
1
pµt(f) (q = ∞),

is finite. If 1 ≤ q ≤ p < ∞ or p = q = ∞, then Lp,q is a fully symmetric
Banach function space. If 1 < p <∞ and p ≤ q then Lp,q can be equivalently
renormed to become a fully symmetric Banach function space ([18], Theorem
4.6). However, in general Lp,q is only a symmetric quasi-Banach function space
[77]. By the monotone convergence theorem, Lp,q has the Fatou property. Its
Boyd indices are determined by the first exponent, pLp,q = qLp,q = p.

The Lorentz space Lp,p coincides with the Lebesgue space Lp. The spaces
Lp,∞ are referred to as weak Lp-spaces. Observe that the weak Lp-spaces

are not q-concave for any q < ∞. Indeed, if we define fn(t) = t−
1
pχ[0, 1n )(t),

then ∥fn∥Lp,∞ = 1 for all n, but fn ↓ 0. Thus the assertion follows from
Lemma 4.12.

Example 4.15. (Lorentz spaces Λp,w) Let 0 < p < ∞ and let w be a positive
decreasing function on (0, α) such that

∫∞
0
w(t) dt = ∞ if α = ∞. The Lorentz

space Λp,w is the subspace of all f in S(0, α) such that

∥f∥Λp,w =
(∫ α

0

µt(f)
pw(t) dt

) 1
p

is finite. Note that if p ≤ q and w(t) = t
p
q−1 we have Λp,w = Lq,p. If 1 ≤ p <∞

then Lp,w is a symmetric Banach function space with the Fatou property. It
is p-convex with convexity constant equal to 1, but is not r-convex for any
r > p. One can characterize the concavity of the space in terms of p and w
(see [82], Theorem 7).

Example 4.16. (Orlicz spaces) Let Φ : [0,∞) → [0,∞] be a Young’s function,
i.e., a convex, continuous and increasing function satisfying Φ(0) = 0 and
limt→∞ Φ(t) = ∞. The Orlicz space LΦ(0, α) is the subspace of all f in S(0, α)
such that for some k > 0, ∫ ∞

0

Φ
( |f(t)|

k

)
dt <∞.

If we equip LΦ with the Luxemburg norm

∥f∥LΦ = inf
{
k > 0 :

∫ ∞

0

Φ
( |f(t)|

k

)
dt ≤ 1

}
,
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then LΦ is a symmetric Banach function space with the Fatou property [18,
96]. If we weaken the convexity condition on Φ then we obtain examples of
symmetric quasi-Banach function spaces [75]. The Boyd indices of LΦ can be
computed in terms of Φ, see e.g. [18], Theorem 8.18. A wealth of information
on Orlicz spaces can be found in the monograph [118].

We refer to [18, 19, 85, 96] for many more concrete examples of quasi-Banach
function spaces.

4.5 Fundamentals of interpolation theory

In this section we gather all the fundamental results we need from interpo-
lation theory. Let (X0, X1) be a compatible couple of (quasi-)Banach spaces
(or, stated more briefly, couple of quasi-Banach spaces), i.e. X0, X1 are con-
tinuously embedded in some Hausdorff topological vector space. Then the
intersection X0 ∩X1 and the sum X0 +X1 are (quasi-)Banach spaces under
the (quasi-)norms

∥f∥X0∩X1 = max{∥f∥X0 , ∥f∥X1}

and

∥f∥X0+X1 = inf{∥f0∥X0 + ∥f1∥X1 : f = f0 + f1, f0 ∈ X0, f1 ∈ X1}.

A quasi-Banach space X is called an intermediate space for the couple
(X0, X1) if

X0 ∩X1 ⊂ X ⊂ X0 +X1,

with continuous inclusions. Let ((X0, X1), (Y0, Y1)) be an ordered pair consist-
ing of two couples of quasi-Banach spaces. A linear map T : X0+X1 → Y0+Y1
is called admissible for the pair ((X0, X1), (Y0, Y1)) if T |Xi is a bounded linear
operator from Xi into Yi for i = 0, 1. An admissible map T is called a con-
traction for the pair ((X0, X1), (Y0, Y1)) if T |Xi is a contraction for i = 0, 1. If
X and Y are intermediate spaces for (X0, X1) and (Y0, Y1), respectively, then
(X,Y ) is called an interpolation pair for the pair ((X0, X1), (Y0, Y1)) if every
admissible operator T maps X into Y . It is then automatically bounded on
X (c.f. the proof of [18], Proposition 1.11) and

∥T∥X→Y ≤ Cmax{∥T∥X0→X1 , ∥T∥Y0→Y1}, (4.8)

for a certain constant C ≥ 1, called the interpolation constant , which depends
only on the spaces involved. The pair (X,Y ) is called an interpolation pair of
exponent 0 ≤ θ ≤ 1 if, moreover,

∥T∥X→Y ≤ C∥T∥θX0→X1
∥T∥1−θY0→Y1

. (4.9)
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If C = 1 in (4.8) (respectively, in (4.9)), then (X,Y ) is called an exact inter-
polation pair (respectively, exact interpolation pair of exponent θ) for the pair
((X0, X1), (Y0, Y1)). In the special case where X = Y , X0 = Y0 and X1 = Y1,
we call X an (exact) interpolation space for the couple (X0, X1) if (4.8) holds
(with C = 1) or an (exact) interpolation space of exponent θ if (4.9) holds
(with C = 1).

The K-functional for a couple (X0, X1) is defined for each t > 0 and
f ∈ X0 +X1 by

K(t, f ;X0, X1) = inf{∥f0∥X0 + t∥f1∥X1 : f = f0 + f1, f0 ∈ X0, f1 ∈ X1}.

We say that an interpolation space X for the couple (X0, X1) is given by a
K-method if there exists a (quasi-)Banach function space Y on (0,∞) such
that f ∈ X if and only if K(t, f ;X0, X1) ∈ Y for all t > 0 and there exist
constants c, C > 0 such that

c∥t 7→ K(t, f ;X0, X1)∥Y ≤ ∥f∥X ≤ C∥t 7→ K(t, f ;X0, X1)∥Y .

The Gagliardo completion X0 of X0 is defined as the space of all f ∈ X0+X1

for which K(t, f ;X0, X1) is bounded, which is a (quasi-)Banach space under
the norm

∥f∥X0
= sup

0<t<∞
K(t, f ;X0, X1) = lim

t→∞
K(t, f ;X0, X1).

The Gagliardo completion X1 is defined analogously as the space of all f ∈
X0+X1 such thatK(t, f ;X1, X0) is bounded, which is a (quasi-)Banach space
under the norm

∥f∥X1
= sup

0<t<∞
K(t, f ;X1, X0) = lim

t→∞
K(t, f ;X1, X0).

Using the identity

t−1K(t, f ;X0, X1) = K(t−1, f ;X1, X0) (t > 0)

we obtain the alternative expression

∥f∥X1
= sup

0<t<∞
t−1K(t, f ;X0, X1) = lim

t↓0
t−1K(t, f ;X0, X1),

where the last equality follows as t 7→ t−1K(t, f ;X0, X1) is decreasing.
A couple (X0, X1) is called a Gagliardo couple (or Gagliardo complete) if

X0 = X0 and X1 = X1. One can show ([18], Theorem V.1.4) that (X0, X1) is
Gagliardo complete precisely when the unit balls of X0 and X1 are closed in
the topology of X0 +X1.

An interpolation space X for a couple of quasi-Banach spaces (X0, X1) is
called K-monotone if there exist a constant C > 0 such that if f ∈ X0 +X1

and g ∈ X satisfy
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K(t, f ;X0, X1) ≤ K(t, g;X0, X1) (t > 0),

then f ∈ X and ∥f∥X ≤ C∥g∥X . A couple (X0, X1) is called a Calderón
couple if every interpolation space for (X0, X1) is K-monotone.

A couple (X0, X1) is said to be divisible if there is a constant c > 0 such
that, whenever f ∈ X0+X1 and ωj , j ≥ 1, are nonnegative concave functions
on (0,∞) satisfying

∑
j≥1 ωj(1) <∞ and

K(t, f ;X0, X1) ≤
∑
j≥1

ωj(t) (t > 0),

there exist elements fj ∈ X0 +X1 for which f =
∑
j≥1 fj in X0 +X1 and

K(t, fj ;X0, X1) ≤ cωj(t) (j ≥ 1, t > 0).

For a proof of the following theorem, due to J. Brudnyi and N. Krugljak we
refer to [18], Theorem 5.3.6. One easily checks that this proof remains valid
for a couple of quasi-Banach spaces.

Theorem 4.17. (Brudnyi-Krugljak) Every Gagliardo couple is divisible.

In the proof of Theorem 4.19 we use the following lemma.

Lemma 4.18. Let 0 < p ≤ 1 and let E be a p-normed quasi-Banach function
space on (0, α). Then the following are equivalent:

(i) E is complete;
(ii) For any sequence (fn) in E+ satisfying

∑∞
n=1 ∥fn∥

p
E < ∞ the element∑∞

n=1 fn exists in E and ∥
∑∞
n=1 fn∥E ≤ (

∑∞
n=1 ∥fn∥

p
E)

1
p .

Proof. (i) ⇒ (ii): If
∑∞
n=1 ∥fn∥

p
E < ∞ then the sequence (

∑m
n=1 fn)m≥1

is Cauchy in E and hence converges in norm to an element f ∈ E. Since
(
∑m
n=1 fn)m≥1 is increasing, we must have f =

∑∞
n=1 fn.

(ii) ⇒ (i): It suffices to show that if (fn) is a sequence in E then
∑∞
n=1 fn

converges in E whenever
∑∞
n=1 ∥fn∥

p
E < ∞. Clearly we may assume fn ≥ 0

for all n. By (ii), gm =
∑∞
n=m fn exists in E for any m ≥ 1. Moreover,

∥∥∥g1 − m−1∑
n=1

fn

∥∥∥
E
= ∥gm∥E ≤

( ∞∑
n=m

∥fn∥p
) 1
p

,

so
∑∞
n=1 fn converges in E. �

A proof of the following result, also due to J. Brudnyi and N. Krugljak, for
Banach spaces may be found in [79], Theorem 6.3. For the convenience of the
reader we provide a detailed proof for a couple of quasi-Banach spaces.

Theorem 4.19. (Brudnyi-Krugljak) If (X0, X1) is a Gagliardo couple, then
every K-monotone interpolation space X for (X0, X1) is given by a K-method.
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Proof. By Lemma 4.2, we may assume X is p-normed for some 0 < p ≤ 1 by
passing to an equivalent norm. For g ∈ S(0,∞), define

∥g∥Y = inf
{(∑

i≥1

∥fi∥pX
) 1
p

: |g(t)| ≤
∑
i≥1

K(t, fi;X0, X1), t > 0
}

and set
Y = {g ∈ S(0,∞) : ∥g∥Y <∞}.

We will show that Y defines a p-normed quasi-Banach function space on
(0,∞). Let g1, g2 ∈ Y . Then, for every ε > 0 there exist sequences (f1i ), (f

2
i )

in X such that for j = 1, 2,

|gj(t)| ≤
∑
i≥1

K(t, f ji ;X0, X1) (t > 0),

and ∥gj∥pY ≤
∑
i≥1 ∥f

j
i ∥
p
X + ε. Since

|g1(t) + g2(t)| ≤
∑
j=1,2

∑
i≥1

K(t, f ji ;X0, X1) (t > 0)

we find that g1 + g2 ∈ Y and

∥g1 + g2∥pY ≤ ∥g1∥pY + ∥g2∥pY + 2ε,

for every ε > 0. Hence Y is p-normed. We will show that Y is complete by
means of Lemma 4.18. Let (gn) be a sequence in Y+ such that

∑∞
n=1 ∥gn∥

p
Y <

∞. Pick sequences (fnj ) in X such that

∞∑
j=1

∥fnj ∥
p
X < ∥gn∥pY +

ε

2n
.

Note that g =
∑∞
n=1 gn exists in S(0,∞) and, moreover,

g(t) =
∞∑
n=1

gn(t) ≤
∞∑
n=1

∞∑
j=1

K(t, fnj )

and also
∞∑
n=1

∞∑
j=1

∥fnj ∥
p
X <

∞∑
n=1

∥gn∥pY + ε.

This implies g ∈ Y and, since ε > 0 was arbitrary,

∥g∥pY ≤
∞∑
n=1

∥gn∥pY .

By Lemma 4.18 we conclude that Y is complete.
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We claim that there are constants c, C > 0 such that

c∥t 7→ K(t, f ;X0, X1)∥Y ≤ ∥f∥X ≤ C∥t 7→ K(t, f ;X0, X1)∥Y .

Clearly, if f ∈ X, then K(·, f) ∈ Y and ∥K(·, f)∥Y ≤ ∥f∥X . Suppose now
that f ∈ X0 +X1 and K(·, f) ∈ Y . Let ε > 0. Then there is a sequence (fj)
in X such that

K(t, f) ≤
∞∑
j=1

K(t, fj) (t > 0)

and
∞∑
j=1

∥fj∥pX ≤ (1 + ε)∥t 7→ K(t, f)∥pY .

Since (X0, X1) is divisible (c.f. Theorem 4.17), we can find a decomposition
f =

∑∞
j=1 hj inX0+X1 such thatK(t, hj) ≤ CK(t, fj), where C is a constant

which does not depend on f . Since X is K-monotone, this implies that hj ∈ X
for all j and ∥hj∥X ≤ CX∥fj∥X , for some constant CX depending only on X.
By completeness this implies f =

∑∞
j=1 hj is in X and

∥f∥pX ≤
∞∑
j=1

∥hj∥pX ≤ CpX

∞∑
j=1

∥fj∥pX ≤ CpX(1 + ε)∥t 7→ K(t, f)∥pY .

Hence ∥f∥X ≤ CX∥K(·, f)∥Y , as asserted. �

4.6 Interpolation spaces for couples of Lp-spaces

The purpose of this section is to give sufficient conditions for a symmetric
quasi-Banach function space E to be an interpolation space for a couple of
Lp-spaces. Throughout, we let 0 < α ≤ ∞.

Let us first recall the celebrated Calderón-Mitjagin Theorem, which gives
an exact description of the interpolation spaces for the couple (L1, L∞). For
a proof see e.g. [85], Theorem II.4.3.

Theorem 4.20. (Calderón-Mitjagin) Let T : L1 + L∞(0, α) → S(0, α) be a
linear operator. Then T is a contraction for the couple (L1, L∞) if and only
if

Tf ≺≺ f (f ∈ L1 + L∞).

Moreover, if f ∈ L1 + L∞(0, α) and g ∈ S(0, α) are such that g ≺≺ f , then
there is a contraction T for the couple (L1, L∞) such that Tf = g.

Consequently, a symmetric quasi-Banach function space E on (0, α) is
an exact interpolation space for the couple (L1, L∞) if and only if E is fully
symmetric.
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In the remainder of this section we provide four different sufficient conditions,
formulated in terms of the convexity, concavity and Boyd indices of E, which
ensure that E is an interpolation space for a couple of Lp-spaces. The main
results are summarized in Theorem 4.31 below. This theorem was announced
in, [79], Theorem 7.3, but a complete proof has not been published. We are
grateful to S. Montgomery-Smith for providing a sketch of the proof [102].

As a first step, we will establish that if a (quasi-)Banach function space is
an interpolation space for a couple of Lp-spaces, then all its concavifications
and convexifications are interpolation spaces for a (different) couple of Lp-
spaces. We shall use the following result, due to G. Sparr [127].

Theorem 4.21. (Sparr) If (S,Σ, µ) is a σ-finite measure space, then the cou-
ple (Lp(S), Lq(S)) is a Calderón couple for any 0 < p, q ≤ ∞.

In fact, the above theorem even holds for a couple of weighted Lp-spaces with
different weights.

Theorems 4.19 and 4.21 together imply the following result.

Corollary 4.22. Let (S,Σ, µ) be a σ-finite measure space and let 0 < p, q ≤
∞. Then every interpolation space for the couple (Lp(S), Lq(S)) is given by a
K-method.

Proof. By Theorems 4.19 and 4.21, it remains to show that (Lp, Lq) is
Gagliardo complete. Let (fn) be a sequence in the unit ball of Lp and suppose
that fn → f in Lp + Lq. Then in particular, fn → f in measure. Since Lp

has the Fatou property, its unit ball is closed for the measure topology and
therefore f ∈ Lp and ∥f∥Lp ≤ 1. By [18], Theorem 5.1.4, we conclude that
(Lp, Lq) is Gagliardo complete. �

We are now ready to prove the announced observation.

Proposition 4.23. (S. Montgomery-Smith) Let 1 ≤ p ≤ q ≤ ∞. Suppose E is
a symmetric quasi-Banach function space on (0, α) which is an interpolation
space for the couple (Lp(0, α), Lq(0, α)). Then, for any 1 ≤ s < ∞, E(s)

(respectively, E(s)) is an interpolation space for the couple (L
p
s (0, α), L

q
s (0, α))

(respectively, (Lps(0, α), Lqs(0, α))).

Proof. By Corollary 4.22, there exists a quasi-Banach function space F such
that

∥f∥E ≃E ∥t 7→ K(t, f ;Lp, Lq)∥F .

Observe that

K(t, f ;Lp, Lq) = inf
f0+f1≥f

(∥f0∥Lp + t∥f1∥Lq ). (4.10)

Indeed, if f0 + f1 ≥ f , then by the Riesz decomposition property (c.f. [3],
Theorem 1.9) there exist g0, g1 such that |g0| ≤ |f0|, |g1| ≤ |f1| and f = g0+g1.
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Using (4.10) and the Riesz decomposition property one also easily sees that
K(t, f ;Lp, Lq) = K(t, |f |;Lp, Lq).

For any a, b ≥ 0 we have αs(a
s + bs) ≤ (a + b)s ≤ βs(a

s + bs), for some
constants αs, βs depending only on s. Let f ∈ E(s) and pick f0 ∈ Lp, f1 ∈ Lq

such that f0 + f1 ≥ |f | 1s . Then βs(|f0|s + |f1|s) ≥ |f | and so

∥f0∥Lp + t∥f1∥Lq = β
− 1
s

s (∥βs|f0|s∥
1
s

L
p
s
+ t∥βs|f1|s∥

1
s

L
q
s
)

≥ α−1
1
s

β
− 1
s

s (∥βs|f0|s∥L ps + ts∥βs|f1|s∥L qs )
1
s

≥ α−1
1
s

β
− 1
s

s inf
g0+g1≥|f |

(∥g0∥L ps + ts∥g1∥L qs )
1
s

= α−1
1
s

β
− 1
s

s K(ts, f ;L
p
s , L

q
s )

1
s .

Hence,

K(t, |f | 1s ;Lp, Lq) ≥ α−1
1
s

β
− 1
s

s K(ts, f ;L
p
s , L

q
s )

1
s

and similarly we find that

K(ts, f ;L
p
s , L

q
s )

1
s &s K(t, |f | 1s ;Lp, Lq).

Hence,

∥f∥E(s)
= ∥ |f | 1s ∥sE
≃E ∥t 7→ K(t, |f | 1s ;Lp, Lq)∥F ≃s ∥t 7→ K(ts, f ;L

p
s , L

q
s )

1
s ∥F .

If T is an admissible linear operator for the couple (L
p
s , L

q
s ), then

K(t, Tf ;L
p
s , L

q
s ) = inf

f0+f1=Tf
(∥f0∥L ps + t∥f1∥L qs )

≤ inf
g0+g1=f

(∥Tg0∥L ps + t∥Tg1∥L qs )

≤ max{∥T∥ p
s
, ∥T∥ q

s
} inf
g0+g1=f

(∥g0∥L ps + t∥g1∥L qs )

= max{∥T∥ p
s
, ∥T∥ q

s
}K(t, f ;L

p
s , L

q
s ).

Therefore,

∥Tf∥E(s)
≃E,s ∥t 7→ K(ts, T f ;L

p
s , L

q
s )

1
s ∥F

. ∥t 7→ K(ts, f ;L
p
s , L

q
s )

1
s ∥F ≃s ∥f∥E(s)

.

�
We now state the first sufficient condition for a space to be an interpolation
space for a couple of Lp-spaces. This result was proved for rearrangement in-
variant symmetric spaces by D.W. Boyd [23] and later extended to symmetric
quasi-Banach function spaces in [103], Theorem 3. We will present a different
proof in Section 5.2 below, which also applies for noncommutative symmetric
spaces.



4.6 Interpolation spaces for couples of Lp-spaces 123

Theorem 4.24. (Boyd’s theorem) Let 0 < p < q ≤ ∞ and let E be a sym-
metric quasi-Banach function space on (0, α) with p < pE ≤ qE < q. Then E
is an interpolation space for the couple (Lp(0, α), Lq(0, α)).

In the proof of Theorem 4.26 we use the following notion.

Lemma 4.25. Let E be a separable Banach function space on (0, α) and let
T : E → E be a bounded linear operator. Then there exists a unique bounded
linear operator T : E× → E× such that for all f ∈ E, g ∈ E×,∫ α

0

f(s)(T×g)(s)ds =

∫ α

0

(Tf)(s)g(s)ds.

We call the operator T× the associated operator to T . The existence and
uniqueness of T× follows from the existence and uniqueness of T ∗ and the
isometric identification E∗ = E×. Note that ∥T×∥ = ∥T ∗∥ = ∥T∥. The fol-
lowing result appears implicitly in the proof of Theorem 1 in [8].

Theorem 4.26. Let 1 ≤ p < q ≤ ∞ and 1
p′ +

1
p = 1, 1

q′ +
1
q = 1. Let E be

a separable Banach function space on (0, α). If E× is an interpolation space
for the couple (Lq

′
(0, α), Lp

′
(0, α)), then E is an interpolation space for the

couple (Lp(0, α), Lq(0, α)).

Proof. Let T be an admissible operator for the couple (Lp, Lq). We claim that
it suffices to show that T |E : E → E×× is bounded. Indeed, let f ∈ E and let
(fn) be a sequence in L

1∩L∞ such that fn → f in E. Then Tfn ∈ Lp∩Lq ⊂ E
and the claim implies that Tfn → Tf in E××. Since E isometrically embeds
into E×× and (Tfn) is Cauchy in E××, we find that (Tfn) is Cauchy in E as
well. This implies that Tf ∈ E and Tfn → Tf in E.

We now prove our claim. Let Tp, Tq be the restrictions of T to Lp and
Lq, respectively, and let T×

p , T
×
q be the corresponding associated operators.

Suppose that f ∈ Lp ∩ Lq and g ∈ Lp
′ ∩ Lq′ . Then,∫ α

0

(Tf)(s)g(s)ds =

∫ α

0

f(s)(T×
p g)(s)ds =

∫ α

0

f(s)(T×
q g)(s)ds.

By density of Lp ∩ Lq in both Lp and Lq, we see that T×
p and T×

q coincide

on Lp
′ ∩ Lq′ . In fact, we can extend both operators by density to a bounded

linear operator T× : Lp
′
+ Lq

′ → Lp
′
+ Lq

′
. Since T× is bounded on Lp

′
and

Lq
′
, we obtain by assumption that T× is also bounded on E×.

By Lemma 4.25 there exist bounded linear operators T××
p′ , T××

q′ associated to

T×
p , T

×
q . For f ∈ Lp ∩ Lq and g ∈ Lp

′ ∩ Lq′ we have∫ α

0

f(s)(T×g)(s)ds =

∫ α

0

(T××
p′ f)(s)g(s)ds =

∫ α

0

(T××
q′ f)(s)g(s)ds.

We find that T××
p′ , T××

q′ coincide on Lp ∩ Lq and hence can be uniquely ex-

tended to a bounded linear operator T×× on Lp + Lq. In fact, if f ∈ Lp ∩ Lq
and g ∈ Lp

′ ∩ Lq′ , then
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0

(T××f)(s)g(s)ds =

∫ α

0

f(s)(T×g)(s)ds =

∫ α

0

(Tf)(s)g(s)ds,

so in fact T×× = T . If h ∈ L1 ∩ L∞, then

∥Th∥E×× = sup
∥g∥E×≤1

∣∣∣ ∫ α

0

(Th)(s)g(s)ds
∣∣∣

= sup
∥g∥E×≤1

∣∣∣ ∫ α

0

h(s)(T×g)(s)ds
∣∣∣ ≤ ∥T×∥E×→E×∥h∥E ,

which proves our claim. �

Theorem 4.27. Let 0 < p < q ≤ ∞ and suppose that E is a symmetric
quasi-Banach function space on (0, α) which is either separable or has the
Fatou property. If E is p-convex with convexity constant equal to 1 and q-
concave, then E is an interpolation space for the couple (Lp(0, α), Lq(0, α)).

Proof. Suppose first that p ≥ 1, q = ∞. In this case E(p) is a symmetric
Banach function space which is either separable or has the Fatou property
and is therefore fully symmetric. By Theorem 4.20 it follows that E(p) is an
exact interpolation space for the couple (L1, L∞). By Proposition 4.23 we
conclude that E is an interpolation space for the couple (Lp, L∞).

Suppose now that p = 1, q <∞. By Lemma 4.12 we see that E is a separa-
ble symmetric Banach function space and hence, by Theorem 4.13, E× = E∗

is q′-convex and ∞-concave. By renorming E× if necessary, we may assume
that the q′-convexity constant of E× is equal to 1. By the above, E× is an
interpolation space for the couple (Lq

′
, L∞). The result now follows by The-

orem 4.26.
Next assume that 1 < p < q < ∞. Then E(p) is a symmetric Banach

function space which is q
p -concave and therefore separable by Lemma 4.12.

Therefore, E(p) is an interpolation space for the couple (L1, L
q
p ). By now

applying Proposition 4.23 we obtain the result.

Finally, if 0 < p < 1 and p < q ≤ ∞, then E( 1
p ) is a symmetric Banach

function space which is either separable or has the Fatou property. Moreover,

E( 1
p ) is q

p -concave. By the above we conclude that E( 1
p ) is an interpolation

space for the couple (L1, L
q
p ). The result now follows by Proposition 4.23. �

Theorem 4.28. Let 0 < p < q ≤ ∞ and suppose that E is a symmetric quasi-
Banach function space on (0, α) which is either separable or has the Fatou
property. If E is p-convex with convexity constant equal to 1 and qE < q, then
E is an interpolation space for the couple (Lp(0, α), Lq(0, α)).

Proof. The case p = 1 is proved in [7], Theorem 1. If p > 1, then E(p) is a
symmetric Banach function space which is either separable or has the Fatou
property. Moreover, qE(p)

< q
p , and therefore E is an interpolation space for the
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couple (L1, L
q
p ). By Proposition 4.23, this implies that E is an interpolation

space for the couple (Lp, Lq). Finally, if 0 < p < 1, then E( 1
p ) is a symmetric

Banach function space which is either separable or has the Fatou property.
Moreover, q

E
( 1
p
) <

q
p , and therefore E is an interpolation space for the couple

(L1, L
q
p ). By Proposition 4.23, this implies that E is an interpolation space

for the couple (Lp, Lq). �

Lemma 4.29. Let 0 < p < ∞. If E is a symmetric quasi-Banach function
space on (0, α) with pE > p, then E is an interpolation space for the couple
(Lp(0, α), L∞(0, α)).

Proof. Suppose first that pE > 1. We claim that E is fully symmetric up to
a constant, i.e. there is a constant cE > 0 depending only on E, such that if
f ∈ S(0, α), g ∈ E and f ≺≺ g, then f ∈ E and ∥f∥E ≤ cE∥g∥E .

Let g∗∗(t) = 1
t

∫ t
0
µs(g)ds be the Hardy-Littlewood maximal function of g.

By [103], Theorem 2i), the map g 7→ g∗∗ is a bounded quasi-linear map on E
and therefore g∗∗ ∈ E and ∥g∗∗∥E ≤ cE∥g∥E . By assumption f∗∗ ≤ g∗∗, so
f∗∗ ∈ E and ∥f∗∗∥E ≤ ∥g∗∗∥E , as E is symmetric. Finally, µ(f) ≤ f∗∗, so
f ∈ E and ∥f∥E = ∥µ(f)∥E ≤ ∥f∗∗∥E . This proves our claim.

Now let T be a contraction for the couple (L1(0, α), L∞(0, α)). Then, by
Theorem 4.20,

Tf ≺≺ f (f ∈ L1 + L∞(0, α)).

By our claim we obtain ∥Tf∥E .E ∥f∥E for all f ∈ E. This proves the case
p = 1.

Suppose now that pE > p. If p > 1 then pE(p)
> 1 and by the above E(p)

is an interpolation space for the couple (L1, L∞). On the other hand, if p < 1

then E( 1
p ) is an interpolation space for the couple (L1, L∞). The result now

follows by Proposition 4.23. �

Theorem 4.30. Let 0 < p < q ≤ ∞ and suppose that E is a symmetric
quasi-Banach function space on (0, α) which is r-convex with convexity con-
stant equal to 1, for some 0 < r < ∞. If E is q-concave with concavity con-
stant equal to 1 and pE > p, then E is an interpolation space for the couple
(Lp(0, α), Lq(0, α)).

Proof. The case where q = ∞ is proved in Lemma 4.29. For the remaining
cases we may assume, by Proposition 4.23, that r = 1. Under this assump-
tion, E is a symmetric Banach function space and hence we can deduce the
result by duality. Since q <∞ it follows by Lemma 4.12 that E is separable.
Moreover, by Theorem 4.13 the Köthe dual E× = E∗ is q′-convex with con-
vexity constant equal to 1 and by (4.7) we have qE× < p′, where 1

p′ +
1
p = 1,

1
q′ +

1
q = 1. By Theorem 4.28 we obtain that E× is an interpolation space for

the couple (Lq
′
, Lp

′
). The result now follows from Theorem 4.26. �

We now summarize the main results of this section.
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Theorem 4.31. [79] Let E be a symmetric quasi-Banach function space on
(0, α) which is either separable or has the Fatou property and let 0 < p <
q ≤ ∞. Then E is an interpolation space for the couple (Lp(0, α), Lq(0, α))
whenever one of the following conditions holds:

(i) p < pE ≤ qE < q;
(ii) E is p-convex with convexity constant equal to 1 and qE < q;
(iii) E is r-convex with convexity constant equal to 1, for some 0 < r <∞, E

is q-concave with concavity constant equal to 1 and pE > p;
(iv) E is p-convex with convexity constant equal to 1 and q-concave.

Note that the conditions on the p-convexity and q-concavity constants in (ii)-
(iv) are redundant if E is a symmetric Banach function space and 1 ≤ p, q <
∞. Indeed, in this case it is well known that one can renorm the space to
obtain a symmetric Banach function space with p-convexity and q-concavity
constant equal to 1.



5

Noncommutative symmetric spaces

Every symmetric quasi-Banach function space on the positive real line sat-
isfying a mild convexity condition induces a noncommutative function space
of operators associated with a von Neumann algebra, called the associated
noncommutative quasi-Banach function space. These noncommutative func-
tion spaces are the principal examples of noncommutative symmetric spaces.
In the first section of this chapter we give a brief introduction to the basic
properties and interpolation theory of these spaces. In the second section we
present a new, direct proof of a noncommutative version of the celebrated
Boyd interpolation theorem. In the third section we give a rigorous treatment
of Hilbert-space valued noncommutative symmetric spaces. The special case
where the Hilbert space is l2 gives rise to the row and column spaces, which
play a prominent role in the noncommutative version of Khintchine’s inequal-
ities. In the final chapter on noncommutative stochastic integration theory we
will naturally encounter L2-valued noncommutative symmetric spaces. The
final section gives a brief treatment of conditional versions of the row and col-
umn spaces. These conditional sequence spaces will appear in our formulation
of Rosenthal-type inequalities in noncommutative symmetric spaces.

5.1 Definition and basic properties

Let us first recall the terminology introduced in Section 3.1. Fix 0 < α ≤ ∞.
Let M be a semi-finite von Neumann algebra acting on a complex Hilbert
space H, which is equipped with a normal, semi-finite, faithful trace τ satisfy-
ing τ(1) = α. The distribution function of a closed, densely defined operator
x on H, which is affiliated with M, is given by

d(v;x) = τ(e|x|(v,∞)) (v ≥ 0),

where e|x| is the spectral measure of |x|. The decreasing rearrangement or
generalized singular value function of x is defined by
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µt(x) = inf{v > 0 : d(v;x) ≤ t} (t ≥ 0).

We say that x is τ -measurable if d(v;x) <∞ for some v > 0. We let S(τ) be
the linear space of all τ -measurable operators, which is a metrizable, complete
topological ∗-algebra with respect to the measure topology. We denote by
S0(τ) the linear subspace of all x ∈ S(τ) such that d(v;x) <∞ for all v > 0.
Moreover, let F(τ) be the linear subspace of all x ∈ M with τ(s(x)) < ∞,
where s(x) is the support projection of x. One can introduce a partial order
on the linear subspace S(τ)h of all self-adjoint operators in S(τ) by setting,
for a self-adjoint operator x,

x ≥ 0 if and only if ⟨xξ, ξ⟩H ≥ 0 for all ξ ∈ D(x),

where D(x) is the domain of x in H. We write x ≤ y for x, y ∈ S(τ)h if and
only if y − x ≥ 0. Under this partial ordering S(τ)h is a partially ordered
vector space. Let S(τ)+ denote the positive cone of all x ∈ S(τ)h satisfying
x ≥ 0. It can be shown that S(τ)+ is closed with respect to the measure
topology ([49], Proposition 1.4).

Throughout our exposition, we will tacitly use many properties of distri-
bution functions and decreasing rearrangements. For the convenience of the
reader we collect these facts in the following two propositions. The first result
is essentially contained in the proof of [107], Theorem 1.

Proposition 5.1. If x, y ∈ S(τ) and p is a projection in M, then:

(a) d(v;x∗) = d(v;x) for all v ≥ 0;
(b) d(v;x) = d(v;µ(x)) for all v ≥ 0;
(c) d(v + w;x+ y) ≤ d(v;x) + d(w; y) for all v, w ≥ 0;
(d) d(v;xp) ≤ τ(p) for all v ≥ 0;
(e) if |x| ≤ |y| then d(v;x) ≤ d(v; y) for all v ≥ 0.

The following properties of decreasing rearrangements can be found in [53].
If p is a projection in M, then we let p⊥ := 1 − p denote its orthogonal
complement.

Proposition 5.2. If x, y ∈ S(τ) and p is a projection in M, then:

(a) µt(λx) = |λ|µt(x) for all λ ∈ C and t ≥ 0;
(b) µt(x

∗) = µt(x) for all t ≥ 0;
(c) µs+t(x+ y) ≤ µs(x) + µt(y) for all s, t ≥ 0;
(d) µt(xp) = 0 for all t ≥ τ(p);
(e) if |x| ≤ |y| then µt(x) ≤ µt(y) for all t ≥ 0;
(f) µt(uxv) ≤ ∥u∥ µt(x) ∥y∥ for all u, v ∈ M and t ≥ 0;
(g) µt(x

∗x) = µt(xx
∗) for all t ≥ 0.

(h) If xα ↑ x in S(τ)+, then µt(xα) ↑ µt(x) for all t ≥ 0.

If e = e|x|(v,∞), then

(i) µt(|x|e) = µt(x)χ[0,τ(e))(t) for all t ≥ 0
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(j) µt(|x|e⊥) = µt+τ(e)(x) for all t ≥ 0, provided τ(e) <∞.

Finally, suppose that ϕ : [0,∞) → [0,∞) is left-continuous on (0,∞) and
satisfies ϕ(0) = 0. If we define ϕ(∞) := limt→∞ ϕ(t), then

(k) µ(ϕ(|x|)) = ϕ(µ(x)) on [0,∞).

For a symmetric (quasi-)Banach function space E on (0, α), we define

E(M, τ) := {x ∈ S(τ) : ∥µ(x)∥E <∞}.

We usually denote E(M, τ) by E(M) for brevity. The following fundamental
result is proved in [81], Theorem 8.11 (see also [49, 141] for earlier proofs of
this result under additional assumptions).

Theorem 5.3. If E is a symmetric (quasi-)Banach function space E on (0, α)
which is p-convex for some 0 < p <∞, then E(M) defines a p-convex (quasi-
)Banach space under the (quasi-)norm ∥x∥E(M) := ∥µ(x)∥E. The space E(M)
is continuously embedded in S(τ) with respect to the measure topology.

We call E(M) the noncommutative (quasi-)Banach function space associated
with E and M. Using the construction above, we obtain noncommutative
versions of many important spaces in analysis, such as Lp-spaces, weak Lp-
spaces, Lorentz spaces and Orlicz spaces. In particular, taking E = Lp yields
the noncommutative Lp-spaces introduced earlier in Chapter 3.

It is possible to define noncommutative symmetric spaces of measurable
operators by analogy with the classical definition presented in Chapter 4. We
refer to [49] for a detailed exposition of this approach. Although we shall
restrict ourselves to the special class of noncommutative symmetric spaces
which are induced by a classical symmetric space, we implicitly use some
results from the general framework. Most importantly, we frequently use the
following fact, which is established in [49], Theorem 5.6 and p. 745.

Theorem 5.4. If E is a symmetric Banach function space E with order con-
tinuous norm, then E(M)∗ = E×(M). The associated duality bracket is given
by

⟨x, y⟩ = τ(xy) (x ∈ E(M), y ∈ E×(M)).

From this result it is possible to deduce that F(τ) is norm dense in E(M) if
E has order continuous norm.

A natural question to ask is whether the interpolation results presented
for symmetric quasi-Banach function spaces in Chapter 4 also hold for their
noncommutative counterparts. The following theorem states that for fully
symmetric Banach function spaces, one can always ‘lift’ interpolation results
for commutative function spaces to their noncommutative versions. For the
proof see [48], Theorem 3.4.

Theorem 5.5. Let M,N be von Neumann algebras equipped with normal,
semi-finite faithful traces τ and σ, respectively, satisfying τ(1) = σ(1) = α.
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Suppose that E0, E1, F0, F1 are fully symmetric Banach function spaces and
that E,F are symmetric quasi-Banach function spaces on (0, α) which are p-
convex for some 0 < p <∞. If (E,F ) is an (exact) interpolation pair for the
pair ((E0, E1), (F0, F1)), then (E(M), F (N )) is an (exact) interpolation pair
for the pair

((E0(M), E1(M)), (F0(N ), F1(N ))).

Moreover, if (E,F ) is an (exact) interpolation pair of exponent 0 ≤ θ ≤ 1,
then (E(M), F (N )) is an (exact) interpolation pair of exponent θ.

Usually we will only need the following special case.

Theorem 5.6. Fix 1 ≤ p < q ≤ ∞. Suppose E is a symmetric quasi-Banach
function space on (0, α) which is r-convex for some 0 < r < ∞. Let M
be a semi-finite von Neumann algebra equipped with a normal, semi-finite,
faithful trace τ satisfying τ(1) = α. If E is an interpolation space for the
couple (Lp(0, α), Lq(0, α)), then E(M) is an interpolation space for the couple
(Lp(M), Lq(M)).

For more details on measurable operators we refer to [50, 53, 107] and for the
theory of noncommutative symmetric spaces to [32, 47, 48, 49, 50, 81, 129].

5.2 Noncommutative Boyd interpolation theorem

From the classical Boyd interpolation theorem and Theorem 5.6 one can de-
duce the following noncommutative version of the Boyd interpolation theorem.

Theorem 5.7. Fix 1 ≤ p < q ≤ ∞. Suppose E is a symmetric quasi-Banach
function space on (0, α) which is r-convex for some 0 < r <∞. Assume that
E has either the Fatou property or has order continuous quasi-norm. Let M
be a semi-finite von Neumann algebra equipped with a normal, semi-finite,
faithful trace τ satisfying τ(1) = α. If p < pE ≤ qE < q, then E(M) is an
interpolation space for the couple (Lp(M), Lq(M)).

In this section we give an alternative, direct proof of the noncommutative
Boyd interpolation theorem, which avoids the use of Theorem 5.6. In fact,
apart from the use of the basic properties of distribution functions of operators
given in Proposition 5.1, our proof is completely elementary. Our new proof
yields three improvements of Theorem 5.7. Firstly, we show that the result
holds for any 0 < p < q ≤ ∞ and any symmetric quasi-Banach function
space E on (0,∞) which is r-convex for some 0 < r < ∞. Secondly, we can
interpolate (midpoint) convex and subconvex operators which are only defined
on the positive cone of a couple of noncommutative Lp-spaces. Finally, in
contrast to the classical version of Boyd’s theorem, a noncommutative version
of Lemma 4.29 is part of our result in a natural way. Our main results are
stated in Theorems 5.19 and 5.21 below.
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Our first observation is part of the argument in [96], Proposition 2.d.1.
Since we deal with quasi-Banach function spaces, we give a full proof for the
reader’s convenience.

Lemma 5.8. Fix 0 < α ≤ ∞. Let E be a symmetric quasi-Banach function

space on (0, α). For any 0 < q <∞ define ϕq : (0, 1) → (0,∞) by ϕq(t) = t−
1
q .

If qE < q, then there is a constant cq,E > 0 such that

∥f ⊗ ϕq∥E((0,α)×(0,1)) ≤ cq,E∥f∥E(0,α), (5.1)

for all f ∈ E.
Conversely, if (5.1) holds for every f ∈ E then qE ≤ q.

Proof. Suppose that qE < q and let f ∈ E+. Notice first that

∥f ⊗ ϕq∥E((0,α)×(0,1)) = ∥f(s)t−
1
q ∥E((0,α)×(0,1))

≤
∥∥∥f(s) ∞∑

n=0

2
n+1
q χ(2−n−1,2−n](t)

∥∥∥
E((0,α)×(0,1))

≤ c
( ∞∑
n=0

2
r(n+1)
q ∥f(s)χ(2−n−1,2−n](t)∥rE((0,α)×(0,1))

) 1
r

,

where c > 0 and 0 < r ≤ 1 are as in (4.2).
Fix q > q0 > qE , then by definition of qE there exists a constant Cq0 > 0

such that
∥Du∥ ≤ Cq0u

− 1
q0 ,

for any 1 ≤ u <∞. Observe that f(s)χ(2−n−1,2−n](t) has the same distribution
on (0, α)× (0, 1) as D2n+1f on (0, α).
Hence, as E is symmetric, we finally obtain

∥f ⊗ ϕq∥E((0,α)×(0,1)) ≤ c
( ∞∑
n=0

2
r(n+1)
q ∥D2n+1f(t)∥rE(0,α)

) 1
r

≤ cCq0

( ∞∑
n=0

2
r(n+1)
q 2−

r(n+1)
q0

) 1
r ∥f∥E(0,α)

.q,E ∥f∥E(0,α),

as q > q0.
To prove the second assertion, notice first that since µ(Ds(f)) ≤ Dsµ(f)

for all s ∈ (0,∞) and f ∈ E, it suffices to show that there is a constant

c > 0 such that for all s > 1 and f ∈ E+ we have ∥Dsf∥E ≤ cs−
1
q ∥f∥E . Fix

a ∈ (0, 1] and observe that

∥f ⊗ ϕq∥E((0,α)×(0,1)) = ∥f(s)t−
1
q ∥E((0,α)×(0,1))

≥ ∥f(s)a−
1
q χ( a2 ,a]

(t)∥E((0,α)×(0,1)) = a−
1
q ∥D 2

a
f∥E(0,α),
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where in the final step we use that f(s)χ( a2 ,a]
(t) has the same distribution on

(0, α)× (0, 1) as D 2
a
f(t) on (0, α).

Hence,

∥D 2
a
f∥E ≤ a

1
q ∥f ⊗ ϕq∥E ≤ cq,E(

2
a )

− 1
q 2

1
q ∥f∥E .

In other words, for any s ≥ 2 we obtain

∥Dsf∥E ≤ cq,E2
1
q s−

1
q ∥f∥E .

Clearly this implies that qE ≤ q. �

The corresponding result for the lower Boyd index reads as follows.

Lemma 5.9. Let E be a symmetric quasi-Banach function space on (0,∞).

For any 0 < p < ∞ define ψp : (0,∞) → (0,∞) by ψp(t) = t−
1
pχ(1,∞)(t). If

p < pE, then there is a constant cp,E > 0 such that

∥f ⊗ ψp∥E((0,∞)2) ≤ cp,E∥f∥E(0,∞), (5.2)

for all f ∈ E.
Conversely, if (5.2) holds for every f ∈ E then p ≤ pE.

Proof. Fix p < p0 < pE . It clearly suffices to prove (5.2) for f ∈ E+. Observe
that fχ(2n,2n+1] has the same distribution on (0,∞)2 as D2−nf on (0,∞).
Hence,

∥f(s)t−
1
p ∥E((0,∞)2) ≤

∥∥∥f(s) ∞∑
n=0

2−
n
p χ(2n,2n+1](t)

∥∥∥
E((0,∞)2)

≤ c
( ∞∑
n=0

2−
nr
p ∥f(s)χ(2n,2n+1](t)∥rE((0,∞)2)

) 1
r

= c
( ∞∑
n=0

2−
nr
p ∥D2−nf∥rE(0,∞)

) 1
r

,

where c and 0 < r ≤ 1 are as in (4.2). By the definition of pE , there is some
constant Cp0 > 0 such that

∥Du∥ ≤ Cp0u
− 1
p0 (0 < u ≤ 1).

Hence,

∥f(s)t−
1
p ∥E((0,∞)2) ≤ cCp0

( ∞∑
n=0

2−
nr
p 2

nr
p0 ∥f∥E(0,∞)

) 1
r

.p,E ∥f∥E(0,∞),

as 1
p0

− 1
p < 0.
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For the second assertion, notice first that µ(Ds(f)) = Dsµ(f) for all 0 <
s <∞ and f ∈ E. Therefore, it suffices to show that there is a constant c > 0

such that for all 0 < s ≤ 1 and f ∈ E+ we have ∥Dsf∥E ≤ cs−
1
p ∥f∥E . If

1 ≤ a <∞, then

∥f(s)t−
1
p ∥E((0,∞)2) ≥ ∥f(s)t−

1
pχ(a,2a](t)∥E((0,∞)2)

≥ ∥f(s)(2a)−
1
pχ(a,2a](t)∥E((0,∞)2)

= 2−
1
p a−

1
p ∥Da−1f∥E(0,∞),

where we use that f(s)χ(a,2a](t) has the same distribution on (0,∞)2 asDa−1f
on (0,∞). By (5.2) we arrive at

∥Da−1f∥E ≤ 2
1
p a

1
p ∥f ⊗ ψp∥E .p,E a

1
p ∥f∥E .

Since this holds for any 1 ≤ a <∞, we conclude that p ≤ pE . �

Combining Lemmas 5.8 and 5.9 yields the following.

Corollary 5.10. Let 0 < p < q <∞ and let E be a symmetric quasi-Banach
function space on (0,∞). Let θp,q : (0,∞) → (0,∞) be defined by θp,q =
ϕq +ψp. If p < pE ≤ qE < q, then there is a constant cp,q,E > 0 such that for
any f ∈ E we have

∥f ⊗ θp,q∥E((0,∞)2) ≤ cp,q,E∥f∥E(0,∞). (5.3)

Conversely, if (5.3) holds for all f ∈ E, then p ≤ pE ≤ qE ≤ q.

We now compute the distribution function of f ⊗ ϕq, f ⊗ ψp and f ⊗ θp,q.

Lemma 5.11. Let 0 < α ≤ ∞. For 0 < q < ∞ let ϕq : (0, 1) → (0,∞) be

given by ϕq(t) = t−
1
q . If f : (0, α) → [0,∞] is measurable and a.e. finite, then

for every v > 0,

d(v; f ⊗ ϕq) =

∫
{f≤v}

(f(s)
v

)q
ds+ d(v; f).

Proof. By a change of variable,

λ
{
(s, t) ∈ (0, α)× (0, 1) : f(s)ϕq(t) > v

}
=

∫ 1

0

λ
(
s ∈ (0, α) : f(s)t−

1
q > v

)
dt

=

∫ 1

0

λ
(
s ∈ (0, α) : f(s) > vu

)
quq−1du

=

∫ ∞

0

λ
(
s ∈ (0, α) : min

(f(s)
v

, 1
)
> u

)
quq−1du
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=
∥∥∥min

(f
v
, 1
)∥∥∥q

Lq(0,α)

=

∫
{f≤v}

(f(s)
v

)q
ds+ λ(s ∈ (0, α) : f(s) > v).

�

Lemma 5.12. Let ψp : (0,∞) → (0,∞) be defined by ψp(t) = t−
1
pχ(1,∞)(t).

If f ∈ S0(0,∞), then for any v > 0,

d(v; f ⊗ ψp) =

∫
{f>v}

(f(s)
v

)p
ds− d(v; f).

Proof. By assumption we have d(v; f) < ∞ for all v > 0. Using a change of
variable,

λ
{
(s, t) ∈ (0,∞)2 : f(s)ψp(t) > v

}
=

∫ ∞

1

λ
(
s ∈ (0,∞) : f(s)t−

1
p > v

)
dt

=

∫ ∞

1

λ
(
s ∈ (0,∞) : f(s) > t

1
p v

)
dt

=

∫ ∞

1

λ
(
s ∈ (0,∞) : f(s) > uv

)
pup−1du

=

∫ ∞

1

λ
(
s ∈ (0,∞) :

f(s)

v
> u

)
pup−1du

=
∥∥∥f
v

∥∥∥p
Lp(0,∞)

−
∫ 1

0

λ
(
s ∈ (0,∞) :

f(s)

v
> u

)
pup−1du

=
∥∥∥f
v

∥∥∥p
Lp(0,∞)

−
∫
{f≤v}

(f(s)
v

)p
ds− d(v; f)

=

∫
{f>v}

(f(s)
v

)p
ds− d(v; f),

where in the penultimate step we apply Lemma 5.11. �

Corollary 5.13. Let θp,q : (0,∞) → (0,∞) be defined by

θp,q(t) = t−
1
qχ(0,1](t) + t−

1
pχ(1,∞)(t).

If f ∈ S0(0,∞), then for any v > 0,

d(v; f ⊗ θp,q) =

∫
{f>v}

(f(s)
v

)p
ds+

∫
{f≤v}

(f(s)
v

)q
ds.

Proof. Since f ∈ S0(0,∞) we have df (v) < ∞ for all v > 0. Since df⊗ϕq and
df⊗ψp have disjoint supports we have df⊗ϕq + df⊗ψp = df⊗θp,q . The result
now follows from Lemmas 5.11 and 5.12. �
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Lemma 5.14. Let 0 < p < q ≤ ∞ and let E be a symmetric quasi-Banach
function space (0,∞) which is r-convex for some 0 < r < ∞. If E(M) ⊂
Lp(M) + Lq(M), then

∥x∥E(M) .p,q,E ∥x∥Lp(M)+Lq(M), for allx ∈ X.

Proof. By Theorem 4.1, there exists an equivalent s-norm on E(M) for some
0 < s ≤ 1. Suppose the assertion is not true. Then there exist xn ∈ E(M)+
such that ∥xn∥E(M) ≤ 1, but ∥xn∥Lp(M)+Lq(M) > n2/s+1 for all n ≥ 1. By

completeness it follows that
∑
n≥1 n

−2/sxn converges in E(M) to some x ∈
E(M)+ and since E(M) ⊂ Lp(M)+Lq(M) we have x ∈ (Lp(M)+Lq(M))+.
But n−2/sxn ≤ x and so n < n−2/s∥xn∥Lp(M)+Lq(M) ≤ ∥x∥Lp(M)+Lq(M), a
contradiction. �

Lemma 5.15. Let 0 < p < q ≤ ∞ and let E be a symmetric quasi-Banach
function space (0,∞) which is r-convex for some 0 < r < ∞. If 0 < p < pE
and either qE < q < ∞ or q = ∞, then for every semi-finite von Neumann
algebra M we have

Lp(M) ∩ Lq(M) ⊂ E(M) ⊂ Lp(M) + Lq(M),

with continuous inclusions.

Proof. Suppose first that qE < q < ∞. Observe that E(M) ⊂ S0(τ). Indeed,
otherwise we would have 1 ∈ E(M) and hence qE = ∞. If x ∈ E(M), then
by Corollary 5.10 we have µ(x) ⊗ θp,q ∈ E and hence d(v;µ(x) ⊗ θp,q) < ∞
for all v > 0. If ev = e|x|[0, v], then by Corollary 5.13

v−q∥xev∥qq + v−p∥xe⊥v ∥pp = v−q
∫
{µ(x)≤v}

µt(x)
qdt+ v−p

∫
{µ(x)>v}

µt(x)
pdt

= d(v;µ(x)⊗ θp,q) <∞.

Hence x ∈ Lp(M)+Lq(M). By Lemma 5.14 this implies that E(M) embeds
continuously into Lp(M) + Lq(M).

Suppose now that q = ∞. Pick v > 0 such that d(v;µ(x)⊗ψp), d(v;µ(x)) <
∞. Then xev ∈ M and xe⊥v ∈ Lp(M) since by Lemma 5.12,

v−p∥xe⊥v ∥
p
Lp(N ) = v−p

∫
{µ(x)>v}

µt(x)
pdt ≤ d(v;µ(x)⊗ ψp) + d(v;µ(x)).

By Lemma 5.14 we conclude that E(M) embeds continuously into Lp(M) +
M.

For the first inclusion we observe that, by the proof of [96], Proposition
2.b.3., there exists a constant cp,q,E such that for any nonnegative simple
function f in Lp∩Lq we have ∥f∥E ≤ cp,q,E∥f∥Lp∩Lq . Let f be a nonnegative
function in Lp ∩Lq. Then there is a sequence of nonnegative simple functions
fn ↑ f . Hence (fn) is Cauchy in Lp∩Lq and therefore also in E. Hence fn → g
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in E for some g ∈ E. Since this implies that fn → g in measure, we must have
f = g and ∥f∥E ≤ cp,q,E∥f∥Lp∩Lq . Hence Lp(M)∩Lq(M) = (Lp∩Lq)(M) ⊂
E(M) continuously. �

Remark 5.16. It is readily verified that Lp(M) + Lq(M) ⊂ (Lp + Lq)(M)
for any 0 < p, q ≤ ∞. Therefore, it follows from Lemmas 5.14 and 5.15 that
Lp(M) + Lq(M) = (Lp + Lq)(M) isomorphically.

To formulate our main results the following definition is convenient.

Definition 5.17. Let M and N be von Neumann algebras equipped with nor-
mal, semi-finite, faithful traces τ and σ, respectively. Let D be a convex subset
of S(τ). A map T : D → S(σ)h is called midpoint convex if

T ( 12x+ 1
2y) ≤

1
2T (x) +

1
2T (y)

for all x, y ∈ D. A map U : D → S(σ) is called midpoint subconvex if for
every x, y ∈ D there exist partial isometries u, v ∈ N such that

|U( 12x+ 1
2y)| ≤

1
2u

∗|Ux|u+ 1
2v

∗|Uy|v.

It is a well-known fact (see e.g. [53], Lemma 4.3) that for any x, y ∈ S(σ)
there are partial isometries u, v ∈ N such that

|x+ y| ≤ u∗|x|u+ v∗|y|v.

Therefore, any linear map is (midpoint) subconvex.
For further reference we state Chebyshev’s inequality and include a short

proof for the reader’s convenience.

Lemma 5.18. (Chebyshev’s inequality) Let 0 < q < ∞. If x ∈ Lq(M), then
for any v > 0,

d(v;x) ≤
∥x∥qLq(M)

vq
.

Proof. Let v > 0. Then,

vqd(v;x) = vqλ(t ∈ (0,∞) : µt(x) > v) =

∫
{µ(x)>v}

vq dt

≤
∫
{µ(x)>v}

µt(x)
q dt ≤

∫ ∞

0

µt(x)
q dt = ∥x∥qLq(M).

�

Observe that for any 0 < r <∞,

∥x∥Lr,∞(M) = sup
t>0

t
1
r µt(x) = sup

v>0
v d(v;x)

1
r , (5.4)

so Chebyshev’s inequality implies that Lr(M) ⊂ Lr,∞(M) contractively.
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Theorem 5.19. Let E be a symmetric quasi-Banach function space on (0,∞)
which is s-convex for some 0 < s < ∞. Let M,N be von Neumann algebras
equipped with normal, semi-finite, faithful traces τ and σ, respectively. Suppose
that 0 < p < q ≤ ∞ and let T : Lp(M)+ + Lq(M)+ → S(σ) be a midpoint
subconvex map such that for some constants Cp, Cq > 0 depending only on p
and q, respectively,

∥Tx∥Lr,∞(N ) ≤ Cr∥x∥Lr(M) (x ∈ Lr(M)+, r = p, q). (5.5)

If 0 < p < pE and either qE < q < ∞ or q = ∞, then there is a constant
cp,q,E depending only on p, q and E such that

∥Tx∥E(N ) ≤ cp,q,E max{Cp, Cq} ∥x∥E(M) (x ∈ E(M)+).

The same result holds if T : Lp(M)++Lq(M)+ → S(σ)h is a midpoint convex
map satisfying (5.5).

Proof. We may assume that max{Cp, Cq} ≤ 1. By Lemma 5.15 T is well-
defined on E(M)+. Let x ∈ E(M)+ and let ev = ex[0, v]. By midpoint
subconvexity, there exist partial isometries u1, u2 ∈ N such that |Tx| ≤
1
2u

∗
1|T (2xev)|u1 + 1

2u
∗
2|T (2xe⊥v )|u2. It follows that

d(2v;Tx) ≤ d(v; 1
2u

∗
1|T (2xev)|u1) + d(v; 1

2u
∗
2|T (2xe⊥v )|u2)

≤ d(2v;T (2xev)) + d(2v;T (2xe⊥v )). (5.6)

Suppose first that qE < q <∞. By (5.4) and (5.5) we have

d(v;Ty) ≤ v−r∥y∥rLr(M) (v > 0, y ∈ Lr(M)+, r = p, q).

Therefore,

d(2v;Tx) ≤ max{Cqq , Cpp}
(
(2v)−q∥2xev∥qLq(N ) + (2v)−p∥2xe⊥v ∥

p
Lp(N )

)
and from the Proposition 5.2 it follows that

∥xev∥qLq(N ) =

∫
{µ(x)≤v}

µt(x)
qdt, ∥xe⊥v ∥

p
Lp(N ) =

∫
{µ(x)>v}

µt(x)
pdt.

Therefore, by Corollary 5.13,

d(2v;Tx) ≤ v−q
∫
{µ(x)≤v}

µt(x)
qdt+ v−p

∫
{µ(x)>v}

µt(x)
pdt

= d(v;µ(x)⊗ θp,q).

Hence,
µt(Tx) ≤ 2µt(µ(x)⊗ θp,q) (t ≥ 0).

As E is symmetric, it follows that Tx ∈ E(N ) and moreover,
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∥Tx∥E(N ) ≤ 2∥µ(x)⊗ θp,q∥E((0,∞)2) .p,q,E ∥x∥E(M),

where the final inequality follows from Corollary 5.10.
Suppose now that q = ∞. Then

∥ 1
2u

∗
1T (2xev)u1∥L∞(N ) ≤ C∞∥xev∥L∞(M) ≤ v,

so d(v; 1
2u

∗
1T (xev)u1) = 0. By (5.4) and (5.5) we have

d(v;Ty) ≤ v−p∥y∥pLp(M) (v > 0, y ∈ Lp(M)+),

and therefore (5.6) implies that

d(2v;Tx) ≤ Cpp (2v)
−p∥2xe⊥v ∥

p
Lp(N )

≤ v−p
∫
{µ(x)>v}

µt(x)
pdt

Observe that

v−p
∫
{µ(x)>v}

µt(x)
pdt ≤ d(v;µ(x)⊗ ψp) + d(v;µ(x)).

Indeed, if d(v;µ(x)) <∞ then this holds (even with equality) by Lemma 5.12
and if d(v;µ(x)) = ∞ then the inequality holds trivially. Since µ(x) and
µ(x) ⊗ χ(0,1) are identically distributed, we conclude using Proposition 5.1
that

d(2v;Tx) ≤ 2d(v;µ(x)⊗ ψp + µ(x)⊗ χ(0,1)).

Thus, Tx ∈ E(N ) and by Lemma 5.9,

∥Tx∥E(N ) ≤ 2∥D 1
2
µ(µ(x)⊗ ψp + µ(x)⊗ χ(0,1))∥E .p,E ∥x∥E(M),

as asserted. �
The same proof gives the following result for midpoint convex and subconvex
maps defined on self-adjoint elements.

Corollary 5.20. Let E be a symmetric quasi-Banach function space on (0,∞)
which is s-convex for some 0 < s < ∞. Let M,N be von Neumann algebras
equipped with normal, semi-finite, faithful traces τ and σ, respectively. Suppose
that 0 < p < q ≤ ∞ and let T : Lp(M)h + Lq(M)h → S(σ) be a midpoint
subconvex map such that for some constants Cp, Cq > 0 depending only on p
and q, respectively,

∥Tx∥Lr,∞(N ) ≤ Cr∥x∥Lr(M) (x ∈ Lr(M)h, r = p, q). (5.7)

If 0 < p < pE and either qE < q < ∞ or q = ∞, then there is a constant
cp,q,E depending only on p, q and E such that

∥Tx∥E(N ) ≤ cp,q,E max{Cp, Cq} ∥x∥E(M) (x ∈ E(M)h).

The same result holds if T : Lp(M)h+L
q(M)h → S(σ)h is a midpoint convex

map satisfying (5.7).
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Finally, we obtain the following noncommutative version of the Boyd interpo-
lation theorem, which generalizes Theorem 5.7. Observe that Theorem 5.21
incorporates a noncommutative version of Lemma 4.29.

Theorem 5.21. Let E be a symmetric quasi-Banach function space on (0,∞)
which is s-convex for some 0 < s < ∞. Suppose 0 < p < q ≤ ∞ and
let M,N be semi-finite von Neumann algebras. If 0 < p < pE and either
qE < q < ∞ or q = ∞, then (E(M), E(N )) is an interpolation pair for
the pair ((Lp(M), Lq(M)), (Lp,∞(N ), Lq,∞(N ))), with interpolation constant
depending only on p, q and E.

Proof. Let T be an admissible linear operator for the pair of Banach couples
(Lp(M), Lq(M)), (Lp,∞(N ), Lq,∞(N )). Fix x ∈ E(M) and let Re(x), Im(x) ∈
E(M)h be its real and imaginary part. By Corollary 5.20,

∥Tx∥E(M) .E ∥T (Re(x))∥E(M) + ∥T (Im(x))∥E(M)

.p,q,E ∥Re(x)∥E(M) + ∥Im(x)∥E(M) ≤ 2∥x∥E(M).

�

To illustrate the usefulness of the method used to prove the noncommutative
Boyd interpolation theorem, we modify it to prove the dual version of Doob’s
maximal inequality in noncommutative symmetric spaces, see Theorem 5.24
below. Let us first recall the original result for noncommutative Lp-spaces,
due to M. Junge.

Theorem 5.22. [68] Let M be a finite von Neumann algebra and let (Ei)i≥1

be an increasing sequence of conditional expectations in M. If 1 ≤ p < ∞,
then for any sequence (xi)i≥1 in Lp(M)+,∥∥∥∑

i

Ei(xi)
∥∥∥
Lp(M)

.p
∥∥∥∑

i

xi

∥∥∥
Lp(M)

.

We shall need the following observation.

Lemma 5.23. Let x ∈ S(τ)+. If e is a projection in M, then

x ≤ 2(exe+ e⊥xe⊥).

Proof. By writing

x = exe+ e⊥xe+ exe⊥ + e⊥xe⊥,

we see that the asserted inequality is equivalent to

exe− e⊥xe− exe⊥ + e⊥xe⊥ ≥ 0.

But x ≥ 0, so

exe− e⊥xe− exe⊥ + e⊥xe⊥ = (x
1
2 e− x

1
2 e⊥)∗(x

1
2 e− x

1
2 e⊥) ≥ 0

and the result follows. �
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Theorem 5.24. Let E be a symmetric quasi-Banach function space on (0,∞)
which is s-convex for some 0 < s < ∞ and let M be a finite von Neumann
algebra. Let (Ei)i≥1 be an increasing sequence of conditional expectations in
M. If 1 < pE ≤ qE <∞, then for any sequence (xi)i≥1 in E(M)+,∥∥∥∑

i≥1

Ei(xi)
∥∥∥
E(M)

.E
∥∥∥∑
i≥1

xi

∥∥∥
E(M)

, (5.8)

where the sums converge in norm.

Proof. By completeness it suffices to prove (5.8) for a finite sequence (xi) in
E(M)+. Set x =

∑
i xi. For any v ≥ 0, let ev = ex[0, v]. By Lemma 5.23 and

positivity of Ei,∑
i

Ei(xi) ≤ 2
(∑

i

Ei(evxiev) +
∑
i

Ei(e⊥v xie⊥v )
)
.

Therefore,

d
(
4v;

∑
i

Ei(xi)
)
≤ d

(
v;
∑
i

Ei(evxiev)
)
+ d

(
v;
∑
i

Ei(e⊥v xie⊥v )
)
.

By Chebyshev’s inequality and Theorem 5.22,

d
(
4v;

∑
i

Ei(xi)
)

≤ v−q
∥∥∥∑

i

Ei(evxiev)
∥∥∥q
Lq(M)

+ v−p
∥∥∥∑

i

Ei(e⊥v xie⊥v )
∥∥∥p
Lp(M)

.p,q v−q
∥∥∥∑

i

evxiev

∥∥∥q
Lq(M)

+ v−p
∥∥∥∑

i

e⊥v xie
⊥
v

∥∥∥p
Lp(M)

= v−q
∫
{µ(x)≤v}

µt(x)
qdt+ v−p

∫
{µ(x)>v}

µt(x)
pdt

= d(v;µ(x)⊗ θp,q),

where the final equality follows from Corollary 5.13. Since E is symmetric, we
conclude that

∑
i Ei(xi) ∈ E(M)+ and by Corollary 5.10,∥∥∥∑

i

Ei(xi)
∥∥∥
E(M)

.p,q ∥µ(x)⊗ θp,q∥E .p,q,E
∥∥∥∑

i

xi

∥∥∥
E(M)

.

�

5.3 Hilbert space-valued symmetric spaces

In this section we construct noncommutative Hilbert space valued symmetric
spaces associated with a symmetric Banach function space E on (0,∞) and
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a semi-finite von Neumann algebra M. These spaces were first defined for
E = Lp (1 ≤ p ≤ ∞) in [69]. For our purposes in Chapter 8, the main
point of this endeavour is to make rigorous sense of the spaces of all functions
f : [0, T ] → E(M) such that the ‘square function norms’∥∥∥(∫ T

0

f(t)∗f(t)dt
) 1

2
∥∥∥
E(M)

and
∥∥∥(∫ T

0

f(t)f(t)∗dt
) 1

2
∥∥∥
E(M)

are finite. These spaces will later on be denoted by E(M;L2(0, T )c) and
E(M;L2(0, T )r), respectively. Throughout, we will assume that E is sepa-
rable. Recall that this implies that F(τ) is dense in E(M) and E(M)∗ =
E×(M). We closely follow the exposition of [69].

Let H be a complex Hilbert space and let H denote its conjugate Hilbert
space (i.e., its dual space). Let M⊗B(H) be the von Neumann tensor product
equipped with the product trace τ ⊗ tr. For any vectors ξ, η ∈ H we let ξ ⊗ η
denote the rank one projection (ξ ⊗ η)ζ = ⟨ζ, η⟩ξ in H. Similarly, we let
ξ ⊗ η denote the rank one projection (ξ ⊗ η)ζ = ⟨ζ, η⟩−ξ in H, where ⟨·, ·⟩−
denotes the inner product in H (i.e. the conjugate inner product). Let e be
a unit vector in H, let pe be the rank one projection in H onto span{e} (i.e.
pe = e ⊗ e) and let pe be the rank one projection in H onto span{e} (i.e.
pe = e ⊗ e. Then the column and row spaces associated with E and H are
defined as

E(M;Hc) = E(M⊗B(H)) (1M ⊗ pe)

and
E(M;Hr) = (1M ⊗ pe) E(M⊗B(H)).

Our first goal will be to show that these definitions are essentially independent
of the choice of the unit vector e.

By identifying x ∈ E(M) with x⊗ pe and x⊗ pe, we obtain an isometric
embedding of E(M) into E(M;Hc) and E(M, Hr), respectively. For the col-
umn space this is seen as follows (the row case is analogous). Notice first that
for any v > 0, e|x|⊗pe(v,∞) = e|x|(v,∞)⊗ pe. This implies that

τ ⊗ Tr(e|x|⊗pe(v,∞)) = τ ⊗ Tr(e|x|(v,∞)⊗ pe) = τ(e|x|(v,∞)) (v > 0).

Hence, µ(t;x⊗pe) = µ(t;x) for every t ≥ 0 and therefore ∥x⊗pe∥E(M⊗B(H)) =
∥x∥E(M).

Lemma 5.25. The algebraic tensor product E(M)⊗F(B(H)) is norm dense
in E(M⊗B(H)).

Proof. If (pα) is the net of all finite rank projections in B(H), then 1M ⊗ pα
converges to 1M⊗1B(H) with respect to the ultra-strong operator topology. In
particular, for any x ∈ L∞∩L1(M⊗B(H)) we have (1M⊗pα)x(1M⊗pα) → x
in the ultra-strong operator topology and hence in the ultra-weak operator
topology. Hence, if ϕ ∈ E∗(M⊗B(H)) = E×(M⊗B(H)) is zero on
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(1M ⊗ pα)L
∞ ∩ L1(M⊗B(H))(1M ⊗ pα),

for all α, then it is identically zero, as L∞ ∩ L1(M⊗B(H)) is norm dense in
E(M⊗B(H)). By the Hahn-Banach theorem,∪

α

(1M ⊗ pα)L
∞ ∩ L1(M⊗B(H))(1M ⊗ pα)

is norm dense in E(M⊗B(H)) (c.f. [33], Corollary III.6.14). Since, for all α,

(1M ⊗ pα)L
∞ ∩ L1(M⊗B(H))(1M ⊗ pα) ⊂ E(M)⊗F(B(H)),

the assertion follows. �

Let us observe that

E(M) = (1M ⊗ pe)E(M⊗B(H))(1M ⊗ pe), (5.9)

where we identify x ∈ E(M) with x⊗ pe as above. Indeed, it is clear that the
inclusion ‘⊂’ holds. On the other hand, if a ∈ B(H), then peape = ⟨ae, e⟩pe.
Thus, for finite sequences (xi) and (ai) in E(M) and E(B(H)), respectively,
(1M ⊗ pe)

∑
i xi ⊗ ai(1M ⊗ pe) is in E(M). Since x 7→ (1M ⊗ pe)x(1M ⊗ pe)

is a contractive projection on E(M⊗B(H)), it follows by Lemma 5.25 that
(1M ⊗ pe)E(M⊗B(H))(1M ⊗ pe) ⊂ E(M).

If u ∈ E(M;Hc), then by (5.9),

u∗u ∈ (1M ⊗ pe)E(2)(M⊗B(H))(1M ⊗ pe) = E(2)(M)

and so |u| ∈ E(M). Similarly we have E(M) = (1M⊗pe)E(M⊗B(H))(1M⊗
pe), where we identify x ∈ E(M) with x⊗ pe, and so |u∗| ∈ E(M) whenever
u ∈ E(M;Hr).

For u ∈ E(M)⊗H given by u =
∑
i xi ⊗ ξi, we define the element ũ by

ũ =
∑
i

xi ⊗ (ξi ⊗ e) = (
∑
i

xi ⊗ (ξi ⊗ e))(1M ⊗ pe).

Identifying u and ũ gives a set inclusion E(M) ⊗H ⊂ E(M;Hc). Similarly,
we can identify u with

û =
∑
i

xi ⊗ (e⊗ ξi) = (1M ⊗ pe)
∑
i

xi ⊗ (e⊗ ξi)

to obtain an inclusion of E(M)⊗H into E(M;Hr). Under these identifications
we have the following.

Lemma 5.26. The algebraic tensor product E(M)⊗H is norm dense in both
E(M;Hc) and E(M;Hr).
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Proof. We only prove this for E(M;Hc). If (pα) is the net of all finite rank
projections in B(H), then, by the proof of Lemma 5.25, we have for any
x ∈ E(M⊗B(H)),

lim
α

∥(1M ⊗ pα)x(1M ⊗ pe)(1M ⊗ pα)− x(1M ⊗ pe)∥E(M⊗B(H)) = 0.

Using that peape = ⟨ae, e⟩pe for a ∈ F(B(H)) it is straightforward to calculate
that

(1M ⊗ pα)x(1M ⊗ pe)(1M ⊗ pα) ∈ E(M)⊗H,

whenever pα ≥ pe. �

By calculating the norm of |ũ| and |û∗| in E(M⊗B(H)) we obtain∥∥∥ n∑
k=1

xk ⊗ ξk

∥∥∥
E(M;Hc)

=
∥∥∥( n∑

i,j=1

⟨ξj , ξi⟩ x∗i xj
) 1

2
∥∥∥
E(M)

(5.10)

and ∥∥∥ n∑
k=1

xk ⊗ ξk

∥∥∥
E(M;Hr)

=
∥∥∥( n∑

i,j=1

⟨ξi, ξj⟩ xix∗j
) 1

2
∥∥∥
E(M)

, (5.11)

respectively. By Lemma 5.26, we conclude that the definitions of E(M;Hc)
and E(M;Hr) are essentially independent of the choice of the unit vector e,
since we always obtain the completion of E(M)⊗H in the respective norms
given above. If e1, . . . , en is an orthonormal system in H, then∥∥∥ n∑

k=1

xk ⊗ ek

∥∥∥
E(M;Hc)

=
∥∥∥( n∑

k=1

x∗kxk

) 1
2
∥∥∥
E(M)

;

∥∥∥ n∑
k=1

xk ⊗ ek

∥∥∥
E(M;Hr)

=
∥∥∥( n∑

k=1

xkx
∗
k

) 1
2
∥∥∥
E(M)

. (5.12)

Observe that the column and row spaces are complemented subspaces of
E(M⊗B(H)) and E(M⊗B(H)), respectively. Therefore, by Theorem 5.6
we find that if E is an (exact) interpolation space for the couple (Lp, Lq),
1 ≤ p ≤ q ≤ ∞, then E(M;Hc) and E(M;Hr) are (exact) interpolation
space for the couples (Lp(M;Hc), L

q(M;Hc)) and (Lp(M;Hr), L
q(M;Hr)),

respectively.
We have the following useful duality for column and row spaces.

Lemma 5.27. If E is a separable symmetric space on (0,∞), then

E(M;Hc)
∗ = E×(M;Hr)

isometrically.
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Proof. Let ϕ ∈ E(M;Hc)
∗. Then ϕ induces a continuous linear functional ϕ̃

on E(M⊗B(H)) given by

ϕ̃(a) = ϕ(a(1M ⊗ pe)) (a ∈ E(M⊗B(H))),

which, as E(M⊗B(H))∗ = E×(M⊗B(H)) by Theorem 5.4, is in turn given
by

ϕ̃(a) = τ ⊗ Tr(ab),

for some b ∈ E×(M⊗B(H)). If a ∈ E(M;Hc), then

ϕ(a) = ϕ̃(a(1M ⊗ pe)) = τ ⊗ Tr(a(1M ⊗ pe)b) = τ ⊗ Tr(ab̃),

where b̃ := (1M ⊗ pe)b ∈ E×(M;Hr). Now,

∥b̃∥E×(M;Hr)
= ∥(1M ⊗ pe)b∥E(M⊗B(H))×

= sup
∥a∥E(M⊗B(H))≤1

|τ ⊗ Tr(a(1M ⊗ pe)b)|

= sup
∥a∥E(M⊗B(H))≤1

|ϕ̃(a(1M ⊗ pe))|

= sup
a∈E(M⊗B(H))

1

∥a∥E(M⊗B(H))

|ϕ̃(a(1M ⊗ pe))| = ∥ϕ∥

This proves the desired isometric identity. �

Lemma 5.28. If E is a separable symmetric space on (0,∞), then E(M;Hc)
and E(M;Hr) can be contractively embedded in the injective tensor product
E(M)⊗λH. In particular, (E(M;Hc), E(M;Hr)) is an interpolation couple
of Banach spaces.

Proof. Let (xk) ⊂ E(M) and (ξk) ⊂ H be finite sequences. By (5.10),

∥x1 ⊗ ξ1∥E(M;Hc) = ∥ξ1∥H∥x1∥E(M),

so the norm ∥ · ∥E(M;Hc) is a cross-norm on the algebraic tensor product
E(M)⊗H. Similarly, by (5.11) we see that ∥ · ∥E(M;Hr) defines a cross-norm

on E(M)⊗H. Recall that E(M)∗ = E×(M) and H∗ = H. Define the map
∥ · ∥∗ on E(M)∗ ⊗H∗ = E×(M)⊗H by∥∥∥∑

k

yk ⊗ ηk

∥∥∥
∗
= sup

{∣∣∣⟨u,∑
k

yk ⊗ ηk

⟩∣∣∣ : u ∈ E(M)⊗H, ∥u∥E(M;Hc) ≤ 1
}
.

Since E(M) ⊗ H is dense in E(M;Hc) and by the duality E(M;Hc)
∗ =

E×(M;Hr) we obtain ∥ · ∥∗ = ∥ · ∥E×(M;Hr)
, which is a cross-norm on

E×(M) ⊗ H. In other words, ∥ · ∥E(M;Hc) is a reasonable cross-norm on
E(M) ⊗ H in the terminology of [131], Section IV.2. For x =

∑
k xk ⊗ ξk

let
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∥x∥λ = sup
{∣∣∣∑

k

⟨xk, y⟩⟨ξk, η⟩
∣∣∣ : y ∈ E×(M)1, η ∈ H1

}
be the injective cross norm on E(M)⊗H. Then

∥x∥λ ≤ sup{∥x∥E(M;Hc)∥y ⊗ η∥∗ : y ∈ E×(M)1, η ∈ H1} ≤ ∥x∥E(M;Hc),

since ∥ · ∥∗ is a cross-norm. We conclude that the identity map on E(M)⊗H
extends to a contractive linear map ι : E(M;Hc) → E(M)⊗λH. To see that
this map is injective, let ι∗ : (E(M)⊗λH)∗ → E×(M;Hr) denote the adjoint
of ι. If y ∈ E×(M)1 and η ∈ H1, then y ⊗ η satisfies

|⟨x, y ⊗ η⟩| ≤ ∥x∥λ (x ∈ E(M)⊗H)

and therefore uniquely extends to an element of (E(M) ⊗λ H)∗1. Moreover,
y ⊗ η ∈ E×(M;Hr) and it is easily seen that ι∗y ⊗ η = y ⊗ η. Indeed, this
holds on E(M) ⊗H, which is dense in E(M;Hc). Suppose now that ιx = 0
for some x ∈ E(M;Hc). Then for y ∈ E×(M)1 and η ∈ H1

⟨x, y ⊗ η⟩ = ⟨x, ι∗y ⊗ η⟩ = ⟨ιx, y ⊗ η⟩ = 0.

Thus, for any y1, . . . , yn ∈ E×(M) and η1, . . . , ηn ∈ H we have⟨
x,

∑
k

yk ⊗ ηk

⟩
= 0

and by density of E×(M) ⊗ H in E×(M;Hr) we obtain x = 0. Hence ι is
injective and our proof is complete. �

From now on, we identify E(M;Hc) and E(M;Hr) with their images in
E(M)⊗λ H.

By Lemma 5.26, the space E(M;Hc) ∩ E(M;Hr), with the intersection
taken in E(M)⊗λH, is dense in E(M;Hc) and E(M;Hr) and therefore (see
e.g. [85], Theorem I.3.1),

(E(M;Hc) ∩ E(M;Hr))
∗ = E(M;Hc)

∗ + E(M;Hr)
∗

= E×(M;Hc) + E×(M;Hr),

and

(E(M;Hc) + E(M;Hr))
∗ = E(M;Hc)

∗ ∩ E(M;Hr)
∗

= E×(M;Hc) ∩E×(M;Hr), (5.13)

if E is separable.
By taking the standard orthonormal basis for l2 in (5.12) and using the

density of E(M)⊗ l2 in both E(M; l2c) and E(M; l2r), we can alternatively de-
scribe these spaces as the completions of the linear space of all finite sequences
(xk)

n
k=1 in E(M) in the norms
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∥(xk)nk=1∥E(M;l2c)
=

∥∥∥( n∑
k=1

x∗kxk

) 1
2
∥∥∥
E(M)

= ∥col(xk)∥E(Mn(M));

∥(xk)nk=1∥E(M;l2r)
=

∥∥∥( n∑
k=1

xkx
∗
k

) 1
2
∥∥∥
E(M)

= ∥row(xk)∥E(Mn(M)).

(5.14)

Observe that these expressions define two norms even if E is not separable.
The spaces E(M; l2c) and E(M; l2r) will be main characters in Chapter 6.

5.4 Conditional sequence spaces

For our discussion in Chapter 7 we introduce conditional versions of the norms
in (5.14). Let M be a von Neumann algebra equipped with a normal, semi-
finite, faithful trace τ and let (Mk)k≥1 be an increasing sequence of von
Neumann subalgebras of M such that the restriction of τ to Mk is again
semi-finite, for all k ≥ 1. Let Ek denote the conditional expectation with
respect to Mk. In this section we give an elementary proof of the fact that
the expressions

∥(xk)∥E(M,(Ek);l2c) =
∥∥∥(∑

k

Ek|xk|2
) 1

2
∥∥∥
E(M)

(5.15)

and

∥(xk)∥E(M,(Ek);l2r) =
∥∥∥(∑

k

Ek|x∗k|2
) 1

2
∥∥∥
E(M)

(5.16)

define norms on the space of all finite sequences in E(M), whenever E is a
symmetric Banach function space on (0,∞) which is 2-convex with convexity
constant equal to 1 and E(2) is fully symmetric. For E = Lp this result was
obtained in [68] using a different method.

Proposition 5.29. Let M be a semi-finite von Neumann algebra equipped
with a normal, semi-finite, faithful trace τ and let (Mk)k≥1 be an increasing
sequence of von Neumann subalgebras of M such that the restriction of τ to
Mk is again semi-finite, for all k ≥ 1. Let Ek denote the conditional expecta-
tion with respect to Mk. Suppose E is a 2-convex symmetric Banach function
space on (0,∞) with 2-convexity constant equal to 1 and suppose E(2) is fully
symmetric. Then (5.15) and (5.16) define norms on the linear space of all
finitely nonzero sequences in E(M).

Proof. It suffices to prove the assertion for (5.15). It is clear that ∥·∥E(M,(Ek);l2c)
is positive definite and homogeneous. It remains to show the triangle inequal-
ity. Let (xk) and (yk) be finite sequences in E(M) and fix α > 0. Using that
|αxk − α−1yk|2 ≥ 0, it follows that for all k ≥ 1,

|xk + yk|2 ≤ (1 + α2)|xk|2 + (1 + α−2)|yk|2.
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As Ek is positive for k ≥ 1, this implies that∑
k

Ek|xk + yk|2 ≤ (1 + α2)
∑
k

Ek|xk|2 + (1 + α−2)
∑
k

Ek|yk|2.

Since E is 2-convex with 2-convexity constant equal to 1,∥∥∥∑
k

Ek|xk + yk|2
∥∥∥
E(2)(M)

≤ (1 + α2)
∥∥∥∑

k

Ek|xk|2
∥∥∥
E(2)(M)

+ (1 + α−2)
∥∥∥∑

k

Ek|yk|2
∥∥∥
E(2)(M)

.

Taking the infimum over all α > 0 gives∥∥∥∑
k

Ek|xk + yk|2
∥∥∥
E(2)

≤
(∥∥∥∑

k

Ek|xk|2
∥∥∥ 1

2

E(2)

+
∥∥∥∑

k

Ek|yk|2
∥∥∥ 1

2

E(2)

)2

,

which yields the result. �

The conditional column space E(M, (Ek); l2c) and the conditional row space
E(M, (Ek); l2r) are defined as the completion in the norms given in (5.15)
and (5.16), respectively, of the linear space of all finitely nonzero sequences
in E(M). If Mj = Mk for all j, k ≥ 1, then we set E := Ek (k ≥ 1)
and simply write E(M, E ; l2c) and E(M, E ; l2r) instead of E(M, (Ek); l2c) and
E(M, (Ek); l2r), respectively.
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Noncommutative Khintchine inequalities

In this chapter we study noncommutative Khintchine inequalities, which pro-
vide estimates for a randomized sum of elements of a noncommutative quasi-
Banach function space in terms of a noncommutative ‘square function norm’
of the elements in question. In the first two sections of this chapter we prove
two different types of noncommutative Khintchine inequalities for randomized
sums involving Rademacher random variables. The main results, Theorems 6.1
and 6.7, state that these inequalities hold for symmetric spaces with finite up-
per Boyd index and finite concavity, respectively. As will be seen in the third
section, the latter two conditions are necessary. In the fourth section we fo-
cus on Khintchine inequalities for randomized sums with operator coefficients
and apply these inequalities to derive some new results in the interpolation
theory for row and column spaces. In the final section we use Khintchine-type
inequalities to derive new Burkholder-Gundy inequalities for noncommutative
martingale differences sequences in a noncommutative Banach function space.

6.1 Spaces with finite upper Boyd index

Recall the notation

∥(xi)∥E(M;l2c)
=

∥∥∥(∑
i

x∗i xi

) 1
2
∥∥∥
E(M)

; ∥(xi)∥E(M;l2r)
=

∥∥∥(∑
i

xix
∗
i

) 1
2
∥∥∥
E(M)

.

At the end of Section 5.3 we observed that, if E is a symmetric (quasi-)Banach
function space on (0,∞) and M is a semi-finite von Neumann algebra, then
these expression define two (quasi-)norms on the linear space of all finite
sequences in E(M).

Throughout, we let (ri) be a Rademacher sequence defined on a probability
space (Ω,F ,P).

We first focus on the proof of the following noncommutative Khintchine
inequality.
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Theorem 6.1. Let 0 < α ≤ ∞ and let M be a von Neumann algebra equipped
with a normal, semi-finite, faithful trace τ satisfying τ(1) = α. Suppose E is a
symmetric quasi-Banach function space on (0, α) which is p-convex for some
0 < p <∞ and satisfies qE <∞. Then∥∥∥∑

i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

.E max
{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
, (6.1)

for any finite sequence (xi) in E(M).

For a fully symmetric Banach function spaces with 1 < pE ≤ qE <∞, which
is separable or the dual of a separable space, this result was obtained in [94],
Theorem 1.1. The case where 1 ≤ pE ≤ qE <∞ was left as an open question
there. Our approach is completely different from the one in [94].

The main idea of our proof of Theorem 6.1 is to deduce (6.1) by a trun-
cation argument from the case E = Lq, 1 ≤ q < ∞, which is stated in
Theorem 3.5. We build on the work of ([96], Proposition 2.d.1), who used this
strategy to prove Theorem 6.1 for (commutative) symmetric Banach function
spaces.

Two key observations for our proof are Lemmas 5.8 and 5.11. Moreover,
we use Chebyshev’s inequality (Lemma 5.18) and the following result, which
allows us to reduce the proof of Theorem 6.1 to the case of self-adjoint ele-
ments.

Lemma 6.2. Let M be a semi-finite von Neumann algebra with a normal,
semi-finite, faithful trace τ satisfying τ(1) = α. Suppose that E is a symmetric
quasi-Banach function space on (0, α) which is p-convex for some 0 < p <∞
and that for any finite sequence (xk) of self-adjoint elements in E(M) we
have ∥∥∥∑

k

rk ⊗ xk

∥∥∥
E(L∞⊗M)

.E
∥∥∥(∑

k

x2k

) 1
2
∥∥∥
E(M)

.

Then, for any finite sequence (xk) in E(M),∥∥∥∑
k

rk ⊗ xk

∥∥∥
E(L∞⊗M)

.E max
{
∥(xk)∥E(M;l2c)

, ∥(xk)∥E(M;l2r)

}
.

Furthermore, if

E
∥∥∥∑

k

rkxk

∥∥∥
E(M)

.E
∥∥∥(∑

k

x2k

) 1
2
∥∥∥
E(M)

for any finite sequence (xk) of self-adjoint elements in E(M), then for any
finite sequence (xk) in E(M),

E
∥∥∥∑

k

rkxk

∥∥∥
E(M)

.E max
{
∥(xk)∥E(M;l2c)

, ∥(xk)∥E(M;l2r)

}
.
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Proof. Given a finite sequence (xk)
n
k=1 in E(M), set

xk = yk + izk, y∗k = yk, z∗k = zk, 1 ≤ k ≤ n,

and notice that

0 ≤ y2k, z
2
k ≤ y2k + z2k = 1

2 (x
∗
kxk + xkx

∗
k), 1 ≤ k ≤ n.

Hence, using that the square root is operator monotone,(∑
k

y2k

) 1
2

,
(∑

k

z2k

) 1
2 ≤

(∑
k

1
2 (|xk|

2 + |x∗k|2)
) 1

2

= 1√
2

(∑
k

(|xk|2 + |x∗k|2)
) 1

2

.

By our assumption,∥∥∥∑
k

rk ⊗ xk

∥∥∥
E
.E

(∥∥∥∑
k

rk ⊗ yk

∥∥∥
E
+
∥∥∥∑

k

rk ⊗ zk

∥∥∥
E

)
.E

(∥∥∥(∑
k

y2k

) 1
2
∥∥∥
E
+

∥∥∥(∑
k

z2k

) 1
2
∥∥∥
E

)
.

∥∥∥(∑
k

|xk|2 + |x∗k|2
) 1

2
∥∥∥
E

=
∥∥∥∑

k

|xk|2 + |x∗k|2
∥∥∥ 1

2

E(2)

.
(∥∥∥∑

k

|xk|2
∥∥∥
E(2)

+
∥∥∥∑

k

|x∗k|2
∥∥∥
E(2)

) 1
2

=
(∥∥∥(∑

k

|xk|2
) 1

2
∥∥∥2
E
+
∥∥∥(∑

k

|x∗k|2
) 1

2
∥∥∥2
E

) 1
2

≤ 2max
{∥∥∥(∑

k

|xk|2
) 1

2
∥∥∥
E
,
∥∥∥(∑

k

|x∗k|2
) 1

2
∥∥∥
E

}
.

�

We are now ready to prove the first main result of this section.

Proof. (of Theorem 6.1) By Lemma 6.2, it suffices to consider the case where
x1, . . . , xn are self-adjoint. Let Bq be the constant in (3.10). We begin by
showing that for any q ∈ [1,∞) and v > 0

d
(
Bqv;

∑
i

ri ⊗ xi

)
≤ 3d(v; f ⊗ ϕq), (6.2)

where f : (0, α) → [0,∞] and ϕq : (0, 1) → (0,∞) are defined by f(s) =

µs((
∑
i x

2
i )

1
2 ) and ϕq(t) = t−

1
q .
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Fix v > 0. Define êv = 1⊗ ev, where ev = e(
∑
i x

2
i )

1
2 [0, v], then ê⊥v = 1⊗ e⊥v =

1⊗e(
∑
i x

2
i )

1
2 (v,∞). Since d(v+w; a+b) ≤ d(v; a)+d(w; b) for any a, b ∈ S(τ)

and v, w ≥ 0, we have

d
(
Bqv;

∑
i

ri ⊗ xi

)
≤ d

(
Bqv; êv

∑
i

ri ⊗ xiêv

)
+ d

(
0; êv

∑
i

ri ⊗ xiê
⊥
v

)
+d

(
0; ê⊥v

∑
i

ri ⊗ xiêv

)
+ d

(
0; ê⊥v

∑
i

ri ⊗ xiê
⊥
v

)
.

Recall that if y ∈ S(τ) and e is a finite trace projection in M, then d(v; ye) =
d(v; ey) ≤ τ(e). Hence,

d
(
0; ê⊥v

∑
i

ri ⊗ xiêv

)
≤ E⊗ τ(ê⊥v ) = τ(e⊥v ) = d

(
v;
(∑

i

|xi|2
) 1

2
)
= d(v; f),

and analogously,

d
(
0; êv

∑
i

ri ⊗ xiê
⊥
v

)
, d
(
0; ê⊥v

∑
i

ri ⊗ xiê
⊥
v

)
≤ d

(
v;
(∑

i

|xi|2
) 1

2
)
= d(v; f).

We estimate the remaining term using the noncommutative Khintchine in-
equality in Lq(M) (Theorem 3.5) and Chebyshev’s inequality (Lemma 5.18).

d
(
Bqv; êv

(∑
ri ⊗ xi

)
êv

)
≤ (Bqv)

−q
∥∥∥∑

i

ri ⊗ evxiev

∥∥∥q
Lq(M)

≤ v−q
∥∥∥(∑

i

|evxiev|2
) 1

2
∥∥∥q
Lq(M)

,

Observe that E(M) ⊂ S0(τ). Indeed, otherwise we would have 1 ∈ E(M)
and hence qE = ∞. Thus we have τ(e⊥v ) <∞ for all v > 0 and so

µt

((∑
i

x2i

) 1
2

ev

)
= µt+τ(e⊥v )

((∑
i

x2i

) 1
2
)

(t ≥ 0).

Moreover,
∑
i |evxiev|2 ≤ |(

∑
i x

2
i )

1
2 ev|2, and hence we obtain∥∥∥(∑

i

|evxiev|2
) 1

2
∥∥∥
Lq(M)

≤
∥∥∥(∑

i

x2i

) 1
2

ev

∥∥∥q
Lq(M)

=

∫
µ((

∑
i x

2
i )

1
2 )≤v

µs

((∑
i

x2i

) 1
2
)q
ds. (6.3)

Collecting our estimates we obtain, using Lemma 5.11, for any v > 0 and
q ∈ [1,∞)



6.1 Spaces with finite upper Boyd index 153

d
(
Bqv;

∑
i

ri ⊗ xi

)
≤

(∫
{f≤v}

(f(s)
v

)q
ds+ 3d(v; f)

)
≤ 3d(v; f ⊗ ϕq),

which proves (6.2). It follows that

µt

(∑
i

ri ⊗ xi

)
≤ Bqµ t

3
(f ⊗ ϕq) (t ≥ 0).

Since E is symmetric and D 1
3
is bounded on E, we have∥∥∥∑

i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

=
∥∥∥µ(∑

i

ri ⊗ xi

)∥∥∥
E(0,α)

≤ Bq∥D 1
3
∥E→E∥f ⊗ ϕq∥E((0,α)×(0,1)).

In particular this holds for any q > qE and hence, by Lemma 5.8, our proof
is complete. �

By an argument similar to the one in Theorem 6.1 we obtain the following
result for spaces with qE < 2. We provide the full details for the reader’s
convenience.

Theorem 6.3. Let M be a von Neumann algebra equipped with a normal,
faithful trace τ satisfying τ(1) = α, E is a symmetric quasi-Banach function
space on (0, α) which is p-convex for some 0 < p < ∞ and suppose qE < 2.
Then for any finite sequence (xi) in E(M) we have,∥∥∥∑

i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

≤ cE inf
{
∥(yi)∥E(M;l2c)

+ ∥(zi)∥E(M;l2r)

}
, (6.4)

where the infimum is taken over all decompositions xi = yi + zi in E(M).
If E is a symmetric Banach function space on (0,∞) which is separable or
the dual of a separable space and satisfies qE < 2 then∥∥∥∑

i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

≃E inf
{
∥(yi)∥E(M;l2c)

+ ∥(zi)∥E(M;l2r)

}
Proof. Fix yi, zi in E(M) such that xi = yi + zi for 1 ≤ i ≤ n. Fix v > 0

and qE < q < 2. Define y = (
∑

|yi|2)
1
2 , z = (

∑
|z∗i |2)

1
2 and set êyv = 1 ⊗ eyv,

êzv = 1 ⊗ ezv. Set fy(s) = µs(y), fz(s) = µs(z) and f(s) = µs(y + z). We first
note that

d
(
v;
∑
i

ri ⊗ xi

)
≤ d

( v

16
; êyv ê

z
v

(∑
i

ri ⊗ xi

)
êyv ê

z
v

)
+ d

( v

16
; êyv ê

z
v

(∑
i

ri ⊗ xi

)
êyv(ê

z
v)

⊥
)

+ d
(v
8
; êyv ê

z
v

(∑
i

ri ⊗ xi

)
(êyv)

⊥
)
+ d

(v
4
; êyv(ê

z
v)

⊥
(∑

i

ri ⊗ xi

))
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+ d
(v
2
; (êyv)

⊥
(∑

i

ri ⊗ xi

))
. (6.5)

Reasoning as in the proof of Theorem 6.1 we obtain by Chebyshev’s inequality
and the noncommutative Khintchine inequality for Lq(M),

d
(
v; êyv ê

z
v

(∑
i

ri ⊗ xi

)
êyv ê

z
v

)
.q d(v; fy ⊗ ϕq) + d(v; fz ⊗ ϕq) ≤ 2d(v; f ⊗ ϕq).

Moreover,

d
( v

16
; êyv ê

z
v

(∑
i

ri ⊗ xi

)
êyv(ê

z
v)

⊥
)

≤ E⊗ τ((êzv)
⊥) = d(v; z) ≤ d(v; fz ⊗ ϕq) ≤ d(v; f ⊗ ϕq),

and analogously it follows that that the remaining terms in (6.5) are bounded
by d(v; f ⊗ ϕq). We conclude that there is a constant Cq depending only on q
such that for all v > 0,

d
(
v;
∑
i

ri ⊗ xi

)
≤ Cqd(v; f ⊗ ϕq).

Since the dilation DC−1
q

is bounded on E, we obtain by Lemma 5.8∥∥∥∑
i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

.q,E ∥f ⊗ ϕq∥E((0,α)×(0,1)) .q,E ∥f∥E(0,α)

.
∥∥∥(∑

i

|yi|2
) 1

2
∥∥∥
E(M)

+
∥∥∥(∑

i

|z∗i |2
) 1

2
∥∥∥
E(M)

.

By taking the infimum over all possible decompositions xi = yi+ zi in E(M)
we obtain (6.4).

The final statement follows from [94], Theorem 1.1 (1), which states that
the reverse of the inequality in (6.4) holds if E is separable or the dual of a
separable space and qE <∞. �

By a duality argument we obtain the following.

Corollary 6.4. Let M be a semi-finite von Neumann algebra. If E is a sepa-
rable symmetric Banach function space on (0,∞) with pE > 1, then, for any
finite sequence (xi) in E(M),

inf
{
∥(yi)∥E(M;l2c)

+ ∥(zi)∥E(M;l2r)

}
.E

∥∥∥∑
i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

, (6.6)

where the infimum is taken over all decompositions xi = yi + zi in E(M). If
pE > 2, then

max
{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
.E

∥∥∥∑
i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

.



6.1 Spaces with finite upper Boyd index 155

Proof. Since E is separable, we have by (5.13) the isometric identification

(E(M; l2c) + E(M; l2r))
∗ = E×(M; l2c) ∩ E×(M; l2r).

If (yi) is a finite sequence in E×(M), then

n∑
i=1

τ(xiyi) =
n∑

i,j=1

E(rirj)τ(xiyj)

= E⊗ τ
(( n∑

i=1

ri ⊗ xi

)( n∑
j=1

rj ⊗ yj

))
≤

∥∥∥ n∑
i=1

ri ⊗ xi

∥∥∥
E(L∞⊗M)

∥∥∥ n∑
j=1

rj ⊗ yj

∥∥∥
E×(L∞⊗M)

.E
∥∥∥ n∑
i=1

ri ⊗ xi

∥∥∥
E(L∞⊗M)

∥(yj)∥E×(M;l2c)∩E×(M;l2r)
,

where the final inequality follows by Theorem 6.1. The first statement now
follows by taking the supremum over all finite sequences (yi) in E

×(M).
The second statement follows similarly from Theorem 6.3. �

In the proof of Theorems 6.1 and 6.3 we can use the noncommutative Khint-
chine inequalities in [71], Remark 3.5, to obtain the following version where the
Rademacher sequence is replaced by a sequence of independent noncommu-
tative random variables (for the definition of independence see Definition 7.1
below).

Corollary 6.5. Let M,N be von Neumann algebras equipped with normal,
faithful, finite traces τ and σ, respectively, satisfying τ(1) = α and σ(1) = β.
Suppose E is a p-convex (0 < p <∞) symmetric quasi-Banach function space
on (0, αβ) with qE < ∞. Let q > max{2, qE} and (αi)i≥1 be a sequence in
Lq(N ) which is independent with respect to σ, satisfies σ(αi) = 0 and is such
that dq = supi≥1 ∥αi∥q <∞. Then∥∥∥∑

i

αi ⊗ xi

∥∥∥
E(N⊗M)

.E,dq max
{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
,

for any finite sequence (xi) in E(M). If qE < 2, then∥∥∥∑
i

αi ⊗ xi

∥∥∥
E(N⊗M)

.E,dq inf
{
∥(yi)∥E(M;l2c)

+ ∥(zi)∥E(M;l2r)

}
,

where the infimum is taken over all decompositions xi = yi + zi in E(M).

The dual version of this result reads as follows.
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Corollary 6.6. Let M,N be von Neumann algebras equipped with a normal,
faithful, finite trace. Suppose E is a separable symmetric Banach function
space on (0,∞) with pE > 1. Let q > max{2, qE×} and (αi)i≥1 be a sequence
in Lq(N ) which is independent with respect to σ, satisfies σ(αi) = 0 and is
such that dq = supi≥1 ∥αi∥q <∞. Then

inf
{
∥(yi)∥E(M;l2c)

, ∥(zi)∥E(M;l2r)

}
.E,dq

∥∥∥∑
i

αi ⊗ xi

∥∥∥
E(N⊗M)

, (6.7)

where the infimum is taken over all decompositions xi = yi + zi in E(M).

Proof. Since E is separable we have the isometric identification

(E(M; l2c) + E(M; l2r))
∗ = E×(M; l2c) ∩ E×(M; l2r).

If (yi) is a finite sequence in E×(M), then

n∑
i=1

τ(xiyi) =
n∑

i,j=1

σ(αiαj)τ(xiyj)

= σ ⊗ τ
(( n∑

i=1

αi ⊗ xi

)( n∑
j=1

αj ⊗ yj

))
≤

∥∥∥ n∑
i=1

αi ⊗ xi

∥∥∥
E(N⊗M)

∥∥∥ n∑
j=1

αj ⊗ yj

∥∥∥
E×(N⊗M)

.E
∥∥∥ n∑
i=1

αi ⊗ xi

∥∥∥
E(N⊗M)

∥(yj)∥E×(M;l2c)∩E×(M;l2r)
,

where the final inequality follows by Corollary 6.5. The result now follows by
taking the supremum over all finite sequences (yi) in E

×(M). �

6.2 Spaces with finite concavity

We now turn our attention to the following, different type of Khintchine in-
equality. Our proof proceeds along the same lines as in Theorem 6.1.

Theorem 6.7. Let M be a von Neumann algebra equipped with a normal,
semi-finite, faithful trace τ satisfying τ(1) = α. Suppose E is a symmetric
quasi-Banach function space on (0, α) which is p-convex for some 0 < p <∞
and r-concave for some r <∞. Then

E
∥∥∥∑

i

rixi

∥∥∥
E(M)

.E max
{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
, (6.8)

for any finite sequence (xi) in E(M).
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Proof. By Lemma 6.2, it suffices to consider the case where x1, . . . , xn are
self-adjoint. Fix q ≥ 1 such that q > r and define f : (0, α) → [0,∞] by

f(s) = µs((
∑
i x

2
i )

1
2 ) and ϕq : (0, 1) → (0,∞) by ϕq(t) = t−

1
q . Since, by

Proposition 4.10, E is q-concave for any q ≥ r,

E
∥∥∥∑

i

rixi

∥∥∥
E(M)

≤
(
E
∥∥∥µ(∑

i

rixi

)∥∥∥q
E(M)

) 1
q

≤ M(q)(E)
∥∥∥(E∣∣∣µ(∑

i

rixi

)∣∣∣q) 1
q
∥∥∥
E
,

where M(q)(E) is the q-concavity constant of E. To see the last inequality,
note that(

E
∥∥∥µ(∑

i

rixi

)∥∥∥q
E

) 1
q

=
( ∑

(εi)∈{−1,1}n

1

2n

∥∥∥µ(∑
i

εixi

)∥∥∥q
E

) 1
q

≤ M(q)(E)2−
n
q

∥∥∥( ∑
(εi)∈{−1,1}n

∣∣∣µ(∑
i

εixi

)∣∣∣q) 1
q
∥∥∥
E

= M(q)(E)
∥∥∥(E∣∣∣µ(∑

i

rixi

)∣∣∣q) 1
q
∥∥∥
E
.

For any v > 0 we set ev = e(
∑
i |xi|

2)
1
2 [0, v]. Recall that µs+t(a+ b) ≤ µs(a) +

µt(b) and d(v+w; a+b) ≤ d(v; a)+d(w; b) for all a, b ∈ S(τ) and s, t, v, w ≥ 0.
Let Bq be the constant in (3.10). By the triangle inequality in Lq(Ω), we have
for any v > 0

d
(
4Bqv;

(
E
∣∣∣µ(∑

i

rixi

)∣∣∣q) 1
q
)

(6.9)

≤ d
(
4Bqv;

(
E
∣∣∣D 1

4
µ
(
ev

∑
i

rixiev

)∣∣∣q) 1
q
)

+ d
(
0;
(
E
∣∣∣D 1

4
µ
(
e⊥v

∑
i

rixiev

)∣∣∣q) 1
q
)

+ d
(
0;
(
E
∣∣∣D 1

4
µ
(
ev

∑
i

rixie
⊥
v

)∣∣∣q) 1
q
)

+ d
(
0;
(
E
∣∣∣D 1

4
µ
(
e⊥v

∑
i

rixie
⊥
v

)∣∣∣q) 1
q
)
.

Recall that if e is a finite trace projection we have µt(ye) = µt(ey) = 0 for all
t ≥ τ(e). Therefore,

d
(
0;
(
E
∣∣∣D 1

4
µ
(
e⊥v

∑
i

rixiev

)∣∣∣q) 1
q
)
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≤ 4τ(e⊥v ) = 4d
(
v;
(∑

i

|xi|2
) 1

2
)
= 4d(v; f),

and analogously,

d
(
0;
(
E
∣∣∣D 1

4
µ
(
ev

∑
i

rixie
⊥
v

)∣∣∣q) 1
q
)
, d
(
0;
(
E
∣∣∣D 1

4
µ
(
e⊥v

∑
i

rixie
⊥
v

)∣∣∣q) 1
q
)
.

are bounded by d(v; f). We estimate the remaining term in (6.9) using Cheby-
shev’s inequality (Lemma 5.18) and the noncommutative Khintchine inequal-
ity in Lq(M) (Theorem 3.5). We obtain

d
(
4Bqv;

(
E
(
D 1

4
µ
(∑

i

rievxiev

)q)) 1
q
)

≤ (4Bqv)
−q

∫ ∞

0

E
(
µ t

4

(∑
i

rievxiev

)q)
dt

= (4Bqv)
−qE

∥∥∥D 1
4
µ
(∑

i

rievxiev

)∥∥∥q
Lq(0,∞)

= (Bqv)
−qE

∥∥∥∑
i

rievxiev

∥∥∥q
Lq(M)

≤ v−q
∥∥∥(∑

i

|evxiev|2
) 1

2
∥∥∥q
Lq(M)

≤ v−q
∫
{f≤v}

f(s)qds,

where the last inequality follows by (6.3).
By Lemma 5.11 we have

v−q
∫
{f≤v}

f(s)qds+ d(v; f) = d(v; f ⊗ ϕq)

for all v > 0 and so,

d
(
4Bqv;

(
E
∣∣∣µt(∑

i

rixi

)∣∣∣q) 1
q
)
≤ v−q

∫
{f≤v}

f(s)qds+ 12d(v; f)

≤ 12d(v; f ⊗ ϕq).

Since the dilation operator D 1
12

is bounded on E we obtain∥∥∥(E∣∣∣µt(∑
i

rixi

)∣∣∣q) 1
q
∥∥∥
E
.q,E ∥f ⊗ ϕq∥E .

By Lemma 4.9 the r-concavity of E implies that qE ≤ r < q < ∞ and hence
the result follows from Lemma 5.8. �
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By a duality argument we obtain the following.

Corollary 6.8. Let M be a semi-finite von Neumann algebra. Suppose E is
a separable symmetric Banach function space on (0,∞) which is p-convex for
some p > 1. Then, for any finite sequence (xi) in E(M),

inf
{
∥(yi)∥E(M;l2c)

+ ∥(zi)∥E(M;l2r)

}
.E E

∥∥∥∑
i

rixi

∥∥∥
E(M)

, (6.10)

where the infimum is taken over all decompositions xi = yi + zi in E(M).

Proof. Since E is p-convex for p > 1, its Köthe dual E× = E∗ is q-concave,
where 1

p +
1
q = 1 (cf. Theorem 4.13). Moreover, as E is separable we have the

isometric identification

(E(M; l2c) + E(M; l2r))
∗ = E×(M; l2c) ∩ E×(M; l2r).

If (yi) is a finite sequence in E×(M), then

n∑
i=1

τ(xiyi) =
n∑

i,j=1

E(rirj)τ(xiyj)

= E
(
τ
(( n∑

i=1

rixi

)( n∑
j=1

rjyj

)))
≤ E

(∥∥∥ n∑
i=1

rixi

∥∥∥
E(M)

∥∥∥ n∑
j=1

rjyj

∥∥∥
E×(M)

)
≤

(
E
∥∥∥ n∑
i=1

rixi

∥∥∥2
E(M)

) 1
2
(
E
∥∥∥ n∑
j=1

rjyj

∥∥∥2
E×(M)

) 1
2

.E
(
E
∥∥∥ n∑
i=1

rixi

∥∥∥2
E(M)

) 1
2 ∥(yj)∥E×(M;l2c)∩E×(M;l2r)

. E
∥∥∥ n∑
i=1

rixi

∥∥∥
E(M)

∥(yj)∥E×(M;l2c)∩E×(M;l2r)
,

where in the last two steps we used Theorem 6.7 and Kahane’s inequalities.
The result now follows by taking the supremum over all finite sequences (yi)
in E×(M). �

Finally, we obtain a new proof of the following known result (see [99], Theorem
1.3(ii) for the first equivalence in (6.12) and [94], Corollary 4.3 for the second).
In the proof we use the following facts on Rademacher subspaces. Let (ri) be
a Rademacher sequence defined on (Ω,F ,P). Since Lp(M) is K-convex for
1 < p <∞ (see e.g. [39]), it follows from the isometric identification

Lp(Ω;Lp(M)) = Lp(L∞(Ω)⊗M)
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that the n-th Rademacher projection

Rn(x) =
n∑
i=1

ri ⊗ EC1⊗M((ri ⊗ 1)x) (6.11)

is bounded on Lp(L∞(Ω)⊗M) for any 1 < p < ∞. Moreover, for all n ≥ 1
we have ∥Rn∥ ≤ Cp, for some constant Cp depending only on p. If E is a
symmetric quasi-Banach function space on (0, α) with 1 < pE ≤ qE <∞, we
find by Theorem 5.21 that Rn defines a bounded projection in E(L∞(Ω)⊗M)
and ∥Rn∥ ≤ CE for all n ≥ 1, where CE is a constant depending only on E. We
let Radn(E) denote the image of Rn, i.e. the closed subspace of E(L∞⊗M)
spanned by the elements

∑n
i=1 ri ⊗ xi, where x1, . . . , xn ∈ E(M).

Corollary 6.9. Let E be a symmetric Banach function space on (0, α) and
suppose E is 2-convex and q-concave for some q < ∞. Then, for any semi-
finite von Neumann algebra equipped with a normal, semi-finite, faithful trace
τ satisfying τ(1) = α and any finite sequence (xi) in E(M) we have

E
∥∥∥∑

i

rixi

∥∥∥
E(M)

≃E ∥(xi)∥E(M;l2c)∩E(M;l2r)
≃E

∥∥∥∑
i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

.

(6.12)

Proof. Since E is q-concave, it has order continuous norm and qE ≤ q < ∞
by Lemmas 4.12 and 4.9, respectively. Hence, by Theorems 6.1 and 6.7, it
remains to show that

∥(xi)∥E(M;l2c)∩E(M;l2r)
.E E

∥∥∥∑
i

rixi

∥∥∥
E(M)

; (6.13)

∥(xi)∥E(M;l2c)∩E(M;l2r)
.E

∥∥∥∑
i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

. (6.14)

To prove (6.13), recall the fact that E(M) is 2-convex whenever E has Fatou
norm and E is 2-convex (see e.g. [50] for a proof of this fact). This implies
that∥∥∥(∑

i

|xi|2
) 1

2
∥∥∥
E(M)

=
∥∥∥(∑

i

|rixi|2
) 1

2
∥∥∥
E(M)

=
∥∥∥(E∣∣∣∑

i

rixi

∣∣∣2) 1
2
∥∥∥
E(M)

.
(
E
∥∥∥∑

i

rixi

∥∥∥2
E(M)

) 1
2 . E

∥∥∥∑
i

rixi

∥∥∥
E(M)

,

where in the final inequality we apply Kahane’s inequality. By applying this
to (x∗i ) we see that (6.13) holds.

Since Lp(Ω;Lp(M)) = Lp(L∞(Ω)⊗M) isometrically for 2 ≤ p < ∞, the
above shows that for any finite sequence (xi)

n
i=1 in Lp(M),

∥(xi)∥Lp(M;l2c)
.

∥∥∥∑
i

ri ⊗ xi

∥∥∥
Lp(L∞⊗M)

. (6.15)
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Since E is 2-convex and q-concave, E is an interpolation space for the couple
(L2, Lq) by Theorem 4.31. Hence Radn(E) is a complemented subspace of
E(L∞⊗M) and by Theorem 5.5, we obtain

∥(xi)∥E(M;l2c)
.E

∥∥∥∑
i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

by interpolation from (6.15). By applying this to (x∗i ) we see that (6.14) holds.
�

6.3 Optimality of the results

We shall now demonstrate that the results in Theorems 6.1 and 6.7 are, in a
sense, the best possible.

The following result is shown in [96], Propositions 1.f.12 and 2.b.7, for
symmetric Banach function spaces which are separable or have the Fatou
property. The proof of these propositions goes through verbatim for symmetric
quasi-Banach function spaces.

Lemma 6.10. Let E be a symmetric quasi-Banach function space on (0, α).
Then the following hold:

(i) E is not q-concave for any q < ∞ if and only if for every ε > 0 and any
n ∈ N there exists a sequence (xi)

∞
i=1 of mutually disjoint elements in E

such that ∥xi∥ = 1 for all i ≥ 1 and

1 ≤
∥∥∥ n∑
i=1

xi

∥∥∥
E(0,α)

< 1 + ε.

(ii) qE = ∞ if and only if for every ε > 0 and any n ∈ N there exists a
sequence (xi)

∞
i=1 of mutually disjoint and identically distributed elements

in E such that ∥xi∥ = 1 for all i ≥ 1 and

1 ≤
∥∥∥ n∑
i=1

xi

∥∥∥
E(0,α)

< 1 + ε.

The following observation is stated, without proof, in [100]. Let sign denote
the sign function, with sign(0) := 0.

Lemma 6.11. Let ε1, . . . , εn ∈ {−1, 1}n. Then, for some 1 ≤ k < 2n, we
have

εj = εnsign
(
sin

( kπ

2n−j

))
,

for all j = 1, . . . , n.
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Proof. We prove the statement by induction. Note first that if n = 1 we can
simply take k = 1. Suppose now that the statement holds for n = m. Let
ε1, . . . , εm+1 be a sequence of signs. By applying the induction hypothesis to
ε2, . . . , εm+1, we can find some 1 ≤ l < 2m such that

εj+1 = εm+1sign
(
sin

( lπ

2m−j

))
, j = 1, . . . ,m+ 1.

Case I: ε1 = εm+1. In this case we may take k = l. Indeed, then by our choice
of l we clearly have

εj = εm+1sign
(
sin

( kπ

2m+1−j

))
, j = 2, . . . ,m+ 1,

and also,

εm+1sign
(
sin

( kπ
2m

))
= εm+1 = ε1.

Case I: ε1 = −εm+1. In this case we may take k = l + 2m. Indeed, then

εm+1sign
(
sin

( kπ

2m+1−j

))
= εm+1sign

(
sin

( lπ

2m+1−j + 2j−1π
))

=

{
−εm+1 = ε1 if j = 1,

εm+1sign(sin(
lπ

2m+1−j )) = εj if j = 2, . . . ,m+ 1.

This completes the proof.

We obtain the following two implications. The proof of the first statement is
due to B. Maurey ([100], Corollaire 1). We refer to [6], Theorem 7.1, for a
different proof of the second statement if E has the Fatou property.

Proposition 6.12. Let E be a symmetric quasi-Banach function space on
(0, α). If E satisfies the Khintchine inequality

E
∥∥∥∑

i

rixi

∥∥∥
E(0,α)

.E
∥∥∥( n∑

i=1

|xi|2
) 1

2
∥∥∥
E(0,α)

, (6.16)

then E is q-concave for some q < ∞. On the other hand, if E satisfies the
Khintchine inequality∥∥∥∑

i

ri ⊗ xi

∥∥∥
E((0,1)×(0,α))

.E
∥∥∥( n∑

i=1

|xi|2
) 1

2
∥∥∥
E(0,α)

, (6.17)

then qE <∞.
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Proof. To prove the first statement, suppose E is not q-concave for any q <∞.
We will show that (6.16) cannot hold. By Lemma 6.10 we can find, for any

n ≥ 1, disjoint elements x1, . . . , x2n in E with ∥xi∥ = 1 and ∥
∑2n

i=1 xi∥ ≤ 2.
Define

ε
(j)
k = sign

(
sin

( kπ

2n−j

))
(k = 1, . . . , 2n, j = 1, . . . , n)

and set

yj =
2n∑
k=1

ε
(j)
k xk (j = 1, . . . , n).

As the xi are disjoint, we have |yj | = |
∑2n

i=1 xi| and so

∥∥∥( n∑
j=1

|yj |2
) 1

2
∥∥∥
E
= n

1
2

∥∥∥ 2n∑
i=1

xi

∥∥∥
E
≤ 2n

1
2 .

Let ε1, . . . , εn be any sequence of signs. By Lemma 6.11, there is some 1 ≤
k < 2n such that

εj = εnε
(j)
k , j = 1, . . . , n.

Hence, ∣∣∣ n∑
j=1

εjyj

∣∣∣ = ∣∣∣ n∑
j=1

ε
(j)
k yj

∣∣∣ = ∣∣∣ n∑
j=1

ε
(j)
k

2n∑
i=1

ε
(j)
i xi

∣∣∣
=

∣∣∣ 2n∑
i=1

n∑
j=1

ε
(j)
k ε

(j)
i xi

∣∣∣
= |nxk|+

∣∣∣∑
i ̸=k

n∑
j=1

ε
(j)
k ε

(j)
i xi

∣∣∣
≥ n|xk|.

It is now clear that for any Rademacher sequence (rj)j≥1,

E
∥∥∥ n∑
j=1

rjyj

∥∥∥
E
> n,

which shows that (6.16) cannot hold.
Suppose now that qE = ∞. We will show that (6.17) cannot hold. By

Lemma 6.10 we can find, for any n ≥ 1, disjoint, identically distributed ele-

ments x1, . . . , x2n in E with ∥xi∥ = 1 and ∥
∑2n

i=1 xi∥ ≤ 2. Defining y1, . . . , yn
as above, we have ∥(

∑n
j=1 |yj |2)

1
2 ∥E ≤ 2n

1
2 and, for any ε1, . . . , εn ∈ {−1, 1},

we can find a 1 ≤ k < 2n such that∣∣∣ n∑
j=1

εjyj

∣∣∣ ≥ n|xk|.
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Since the xi are identically distributed this shows that

d
(
v;

n∑
j=1

εjyj

)
≥ d(v;n|x1|) (v ≥ 0).

Let (ri)
∞
j=1 be any Rademacher sequence. Then, for any v ≥ 0,

d
(
v;

n∑
j=1

rjyj

)
= E

(
d
(
v;

n∑
j=1

rjyj

))
≥ E(d(v;n|x1|)) = d(v;n|x1|).

As E is symmetric, it follows that∥∥∥ n∑
j=1

rj ⊗ yj

∥∥∥
E((0,1)×(0,α))

≥ n∥x1∥E(0,α) = n.

Since n ≥ 1 was arbitrary, we conclude that (6.17) cannot hold. �

We have obtained the following two characterizations.

Theorem 6.13. Suppose that E is a symmetric quasi-Banach function on
(0,∞) which is p-convex for some 0 < p <∞. Then the following are equiva-
lent.

(i) The inequality (6.1) holds for any semi-finite von Neumann algebra M;
(ii) qE <∞.

Moreover, if this is the case and if E is either a separable symmetric Banach
function space or the dual of a separable symmetric space, then

∥(xk)∥E(M;l2c)+E(M;l2r)
.E

∥∥∥∑
k

rk⊗xk
∥∥∥
E(L∞⊗M)

.E ∥(xk)∥E(M;l2c)∩E(M;l2r)
.

Note that the final assertion follows by [94], Theorem 1.1. (1).

Theorem 6.14. Suppose that E is a symmetric quasi-Banach function space
on (0,∞) which is p-convex for some 0 < p < ∞. Then the following are
equivalent.

(a) The inequality (6.8) holds for any semi-finite von Neumann algebra M;
(b) E is q-concave for some q <∞.

Moreover, if this is the case and if E is a separable symmetric Banach function
space and p > 1, then

∥(xi)∥E(M;l2c)+E(M;l2r)
.E E

∥∥∥∑
i

rixi

∥∥∥
E(M)

.E ∥(xi)∥E(M;l2c)∩E(M;l2r)
,

for any finite sequence (xi) in E(M).
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6.4 Khintchine inequalities with operator coefficients

In this section we obtain some Khintchine-type inequalities for random sums
with operator coefficients. These inequalities are utilized to give an alternative
proof of a special case of Theorem 6.1. Even though this method does not cover
the full result, it yields a better estimate on the constant in (6.1). At the end
of the section we formulate a general interpolation result for intersections of
row and column spaces. Throughout, we letM denote a von Neumann algebra
equipped with a normal, semi-finite faithful trace τ .

Theorem 6.15. Let N be a von Neumann algebra equipped with a normal,
faithful trace σ such that σ(1) = 1. Suppose (ci) is a sequence in N and C a
universal constant such that for any finite sequence (xi) in M,∥∥∥∑

i

ci ⊗ xi

∥∥∥ ≤ Cmax
{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
. (6.18)

If E is a symmetric quasi-Banach function space on (0, τ(1)) which is p-convex
for some 0 < p <∞, then, for any finite sequence (xi) in E(M) we have∥∥∥∑

i

ci ⊗ xi

∥∥∥
E(N⊗M)

≤ CE max
{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
, (6.19)

where CE ≤ C∥D 1
2
∥E→E(2DE)

3
2 , with DE the constant in the quasi-triangle

inequality for E. In particular, if E is a symmetric Banach function space,
then CE ≤ 4

√
2C.

Proof. At the cost of a factor (2DE)
3
2 , we may assume that the xi are self-

adjoint (c.f. the proof of Lemma 6.2). Moreover, it suffices to prove that

d
(
Cv;

∑
i

ci ⊗ xi

)
≤ 2d

(
v;
(∑

i

x2i

) 1
2
)

(v > 0). (6.20)

Indeed, then by taking the right continuous inverse on both sides we obtain

µt

(∑
i

ci ⊗ xi

)
≤ Cµ t

2

((∑
i

x2i

) 1
2
)

(t > 0). (6.21)

Since E is symmetric it follows that∥∥∥∑
i

ci ⊗ xi

∥∥∥
E(L∞(F∞)⊗M)

≤ C
∥∥∥D 1

2
µ
((∑

i

x2i

) 1
2
)∥∥∥

E

≤ C∥D 1
2
∥E→E

∥∥∥(∑
i

x2i

) 1
2
∥∥∥
E(M)

.

To prove (6.20), fix v > 0 and let ev = e(
∑
i |xi|

2)
1
2 [0, v]. We make the decom-

position
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d
(
Cv;

∑
i

ci ⊗ xi

)
≤ d

(
0;
∑
i

ci ⊗ (e⊥v xie
⊥
v + evxie

⊥
v )

)
+ d

(
0;
∑
i

ci ⊗ e⊥v xiev

)
+ d

(
Cv;

∑
i

ci ⊗ evxiev

)
.

It is clear that

d
(
0;
∑
i

ci ⊗ (e⊥v xie
⊥
v + evxie

⊥
v )

)
, d

(
0;
∑
i

ci ⊗ e⊥v xiev

)
≤ τ(e⊥v ) = d

(
v;
(∑

i

x2i

) 1
2
)
.

Moreover, from (6.18) it follows that for any t ≥ 0,

µt

(∑
i

ci ⊗ evxiev

)
≤

∥∥∥∑
i

ci ⊗ evxiev

∥∥∥ ≤ C
∥∥∥(∑

i

|evxiev|2
) 1

2
∥∥∥ ≤ C

∥∥∥(∑
i

x2i

) 1
2
∥∥∥ ≤ Cv.

Hence,

d
(
Cv;

∑
i

ci ⊗ evxiev

)
= λ

(
t ∈ (0, τ(1)) : µt

(∑
i

ci ⊗ evxiev

)
> Cv

)
= 0.

This completes the proof. �

Example 6.16. (Free group unitaries) Let G be a discrete group and let CG
be the associated group ring defined by

CG =
{∑
g∈G

agg : ag ∈ C,finitely many ag nonzero
}
.

The multiplication on CG is defined by(∑
g

agg
)(∑

h

bhh
)
:=

∑
k

( ∑
gh=k

agbh

)
k

We can define an involution on CG by setting(∑
g

agg
)∗

:=
∑
g

agg
−1.

Consider the Hilbert space l2(G) with its canonical basis {δg : g ∈ G}. The left
regular representation of G is the linear ∗-homomorphism λ : CG→ B(l2(G))
which is defined by

λ(g)δh := δgh (g, h ∈ G)
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and extended by linearity. Its image, im(λ), is a ∗-subalgebra. The von Neu-
mann algebra

L(G) = im(λ)′′ ⊂ B(l2(G))

is called the group von Neumann algebra associated with G. Let e be the
identity in G. If we define

τG(x) := ⟨xδe, δe⟩ (x ∈ L(G)),

then τG is a normal, faithful trace on L(G) satisfying τG(1) = 1.
If F∞ is the free group with countably many generators (gi), then L(F∞)

is called the free group von Neumann algebra. In this case we use τ∞ to denote
the trace on L(F∞). The elements λ(gi) are called free group unitaries. It is
shown in [57], Proposition 1.1, that (6.18) holds with C = 2 if the ci are equal
to λ(gi) or λ(g

−1
i ).

Remark 6.17. It is furthermore known that (6.18) holds if the ci are elements
of the semi-circular system, the circular system ([57], Proposition 4.8) or if
the ci are q-Gaussians, for some −1 ≤ q < 1 ([24], Theorem 4.1).

From now on, we focus on the case where the ci are the free group unitaries
λ(gi). By a duality argument analogous to the one in the proof of Corollary 6.4
we obtain the following consequence of Theorem 6.15.

Corollary 6.18. If E is a separable symmetric Banach function space on
(0,∞), then for any finite sequence (xi) in E(M) we have

∥(xi)∥E(M;l2c)+E(M;l2r)
≤ C

∥∥∥∑
i

λ(gi)⊗ xi

∥∥∥
E(L(F∞)⊗M)

,

with C ≤ 8
√
2.

We will use the following inequality, which is the reverse of (6.18).

Lemma 6.19. Suppose E is a 2-convex symmetric Banach function space on
(0, τ(1)) such that E(2) is fully symmetric. Then,

max
{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
≤

∥∥∥∑
i

λ(gi)⊗ xi

∥∥∥
E(L(F∞)⊗M)

.

Proof. Let E denote the conditional expectation onto the von Neumann sub-
algebra C1⊗M. Then,∥∥∥(∑

i

|xi|2
) 1

2
∥∥∥
E(M)

=
∥∥∥∑

i

|xi|2
∥∥∥ 1

2

E(2)(M)

=
∥∥∥∑

i

E|λ(gi)⊗ xi|2
∥∥∥ 1

2

E(2)(L(F∞)⊗M)
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=
∥∥∥E∣∣∣∑

i

λ(gi)⊗ xi

∣∣∣2∥∥∥ 1
2

E(2)(L(F∞)⊗M)

≤
∥∥∥∑

i

λ(gi)⊗ xi

∥∥∥
E(L(F∞)⊗M)

.

Similarly, ∥∥∥(∑
i

|x∗i |2
) 1

2
∥∥∥
E(M)

≤
∥∥∥∑

i

λ(gi)⊗ xi

∥∥∥
E(L(F∞)⊗M)

.

�

By combining Theorem 6.15 and Lemma 6.19 we obtain the following gener-
alization of the result for Lp-spaces given in [113], Theorem 8.4.10.

Theorem 6.20. Suppose E is a 2-convex symmetric Banach function space
on (0, τ(1)) such that E(2) is fully symmetric. Then, for any finite sequence
(xi) in E(M),∥∥∥∑

i

λ(gi)⊗ xi

∥∥∥
E(L(F∞)⊗M)

≃ max
{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
.

We shall use two results from [94], see Lemmas 6.21 and 6.22 below. To make
our exposition self-contained, we reproduce the proofs of these results here.

Let a ∈ L(F∞) and let ϕa : L1(L(F∞)) → C be the linear functional given
by

ϕa(x) = τ∞(xa) (x ∈ L1(L(F∞))).

Since L1(L(F∞)) ⊗ M is dense in L1(L(F∞)⊗M), the map ϕa ⊗ 1L(M)

uniquely extends to a bounded linear operator T 1
a : L1(L(F∞)⊗M) → L1(M)

with ∥T∥ ≤ ∥a∥. On the other hand, L(F∞) ⊗ M is dense in L(F∞)⊗M
with respect to the ultra-weak operator topology. Since ϕa|M ⊗ 1M is a nor-
mal map, it uniquely extends to a normal operator T∞

a : L(F∞)⊗M → M
with ∥T∥ ≤ ∥a∥L1(F∞). The maps T 1

a and T∞
a coincide on the intersection of

L1(L(F∞)⊗M) and L(F∞)⊗M and hence there is a bounded linear map

Ta : L1(L(F∞)⊗M) + L(F∞)⊗M → L1(M) +M

which extends both these maps. For brevity, we write ⟨x, a⟩ = Ta(x).
For any n ≥ 1 we define a projection

Pn : L1(L(F∞)⊗M) + L(F∞)⊗M → L1(L(F∞)⊗M) + L(F∞)⊗M

by

Pn(x) =

n∑
i=1

λ(gi)⊗ ⟨x, λ(gi)∗⟩.

The following result is proved in [94], Lemma 5.4.
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Lemma 6.21. If E is a fully symmetric quasi-Banach function space on
(0, τ(1)), then Pn is a bounded projection on E(F∞⊗M) with ∥Pn∥ ≤ 2.

Proof. Let P∞
n and P 1

n denote the restriction of Pn to L(F∞)⊗M and
L1(L(F∞)⊗M), respectively. Let x1 ∈ L(F∞), x2 ∈ M, y1 ∈ L1(L(F∞))
and y2 ∈ L1(M) and set x = x1 ⊗ x2, y = y1 ⊗ y2. It is not difficult to
calculate that

τ∞ ⊗ τ(Pn(x)y) = τ∞ ⊗ τ(x(Pn(y
∗))∗).

By density it follows that P∞
n is the adjoint of the map x 7→ (P 1

n(x
∗))∗ and

hence ∥P∞
n ∥ = ∥P 1

n∥. Let S = span{λ(g) : g ∈ F∞}. By [57], Proposition
1.3, the restriction of Pn to S ⊗ M is bounded and has norm at most 2.
Since S ⊗ M is ultra-weakly dense in L(F∞)⊗M, it follows from Kaplan-
sky’s theorem that the unit ball of S ⊗M is ultra-weakly dense in the unit
ball of L(F∞)⊗M. Since P∞

n is ultra-weakly continuous, we conclude that
∥P∞

n ∥ ≤ 2. Since E(L(F∞)⊗M) is an exact interpolation space for the cou-
ple (L1(L(F∞)⊗M), L(F∞)⊗M), the result follows. �

The following result is essentially proved in [94], Lemma 5.5.

Lemma 6.22. Let 1 ≤ p0 ≤ p1 < ∞. Suppose E is a fully symmetric quasi-
Banach function space on (0, τ(1)). If E is a κ-interpolation space for the
couple (Lp0 , Lp1), then for any finite sequence (xi) in E(M),∥∥∥∑

i

ri ⊗ xi

∥∥∥
L∞⊗M

≤ 2κmax{Bp0 , Bp1}
∥∥∥∑

i

λ(gi)⊗ xi

∥∥∥
E(L(F∞)⊗M)

,

and if E is a κ-interpolation space of exponent θ, for some 0 ≤ θ ≤ 1, then∥∥∥∑
i

ri ⊗ xi

∥∥∥
L∞⊗M

≤ 2κBθp0B
1−θ
p1

∥∥∥∑
i

λ(gi)⊗ xi

∥∥∥
E(L(F∞)⊗M)

,

where Bq is the constant in (3.10).

Proof. We only prove the first statement, the proof of the second statement
is similar. For n ≥ 1 we define

Qn : L1(L(F∞)⊗M) + L(F∞)⊗M → L1(L∞(Ω)⊗M) + L∞(Ω)⊗M

by

Qn(x) =

n∑
i=1

ri ⊗ ⟨x, λ(gi)∗⟩

If 1 ≤ p ≤ 2, then it follows from the noncommutative Khintchine inequalities
and Corollary 6.18 that∥∥∥∑

i

ri ⊗ xi

∥∥∥
Lp(L∞⊗M)

≤ Bp∥(xk)∥Lp(M;l2c)+L
p(M;l2r)
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≤ CBp

∥∥∥∑
i

λ(gi)⊗ xi

∥∥∥
Lp(L(F∞)⊗M)

,

and if 2 ≤ p <∞ we obtain using Lemma 6.19,∥∥∥∑
i

ri ⊗ xi

∥∥∥
Lp(L∞⊗M)

≤ Bp∥(xk)∥Lp(M;l2c)∩Lp(M;l2r)

≤ Bp

∥∥∥∑
i

λ(gi)⊗ xi

∥∥∥
Lp(L(F∞)⊗M)

.

Together with Lemma 6.21 these estimates imply that

∥Qn : Lp(L(F∞)⊗M) → Lp(L∞(Ω)⊗M)∥ ≤ 2Bp.

By interpolation we obtain

∥Qn : E(L(F∞)⊗M) → E(L∞(Ω)⊗M)∥ ≤ 2max{Bp0 , Bp1}

and since

Qn

( n∑
i=1

λ(gi)⊗ xi

)
=

n∑
i=1

ri ⊗ xi

for any x1, . . . , xn ∈ E(M), the conclusion follows. �

We obtain the following extension of Theorem 6.13.

Corollary 6.23. Let E be a rearrangement invariant Banach function space
on (0,∞). Then the following are equivalent.

(i) The inequality∥∥∥∑
i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

.E
∥∥∥∑

i

λ(gi)⊗ xi

∥∥∥
E(L(F∞)⊗M)

holds for any semi-finite von Neumann algebra M;
(ii) The inequality (6.1) holds for any semi-finite von Neumann algebra M;
(iii) qE <∞.

Proof. The equivalence of (ii) and (iii) was observed in Theorem 6.13. If (i)
holds then, by Theorem 6.15, we find that (6.1) holds for any semi-finite von
Neumann algebra. On the other hand, if qE < ∞, then by Theorem 4.31 we
find that E is an interpolation space for the couple (L1, Lq) for any q > qE .
By Lemma 6.22 we conclude that (i) holds. �

Lemma 6.22 and Theorem 6.15 together yield the following special case of
Theorem 6.1. Recall that the constant Bq in (3.10) is (strictly) less than

√
q.
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Theorem 6.24. Let 1 ≤ p0 ≤ p1 <∞. Suppose E is a fully symmetric quasi-
Banach function space on (0, α) and let CE be the constant in (6.19). If E is
a κ-interpolation space for the couple (Lp0 , Lp1), then∥∥∥∑

i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

≤ 2CEκ
√
p1 max

{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
,

and if E is a κ-interpolation space of exponent θ, for some 0 ≤ θ ≤ 1, then∥∥∥∑
i

ri ⊗ xi

∥∥∥
E(L∞⊗M)

≤ 2CEκ(p0)
θ
2 (p1)

1−θ
2 max

{
∥(xi)∥E(M;l2c)

, ∥(xi)∥E(M;l2r)

}
,

for any finite sequence (xi) in E(M).

We conclude this section by proving the following interpolation result for
intersections of column and row spaces.

Theorem 6.25. Let M,N be semi-finite von Neumann algebras and let
E,E0, E1, F, F0, F1 be fully symmetric Banach function spaces on (0,∞). Sup-
pose (E,F ) is an (exact) interpolation pair for the pair ((E0, E1), (F0, F1)).
If E0, E1 are 2-convex and (E0)(2), (E1)(2) are fully symmetric, then

(E(M; l2c) ∩ E(M; l2r), F (N ))

is a (C-)interpolation pair for the pair

((E0(M; l2c) ∩ E0(M; l2r), E1(M; l2c) ∩ E1(M; l2r)), (F0(N ), F1(N ))),

where C is an absolute constant. Moreover, if (E,F ) is an (exact) interpo-
lation pair of exponent 0 ≤ θ ≤ 1, then (E(M; l2c) ∩ E(M; l2r), F (N )) is a
(C-)interpolation pair of exponent θ.

Proof. Suppose (E,F ) is an exact interpolation pair. For n ≥ 1 let

In : (L1 + L∞)(L(F∞)⊗M) → (L1 + L∞)(M; l2c) ∩ (L1 + L∞)(M; l2r)

be given by
In(x) = (⟨x, λ(gi)∗⟩)ni=1.

By Lemma 6.19,

∥In|Ran(Pn) : Ei(L(F∞)⊗M) → Ei(M; l2c) ∩ Ei(M; l2r)∥ ≤ 1, i = 0, 1.

Let T be a contraction for the pair

((E0(M; l2c) ∩ E0(M; l2r), E1(M; l2c) ∩ E1(M; l2r)), (F0(N ), F1(N ))).

Then, for i = 0, 1, the linear operator TInPn is a bounded linear operator
from Ei(L(F∞)⊗M) into Fi(N ). By Theorem 5.5, we obtain



172 6 Noncommutative Khintchine inequalities

∥TInPnx∥F (N ) ≤ max
i=0,1

∥TInPn : Ei(L(F∞)⊗M) → Fi(N )∥ ∥x∥E(L(F∞)⊗M)

≤ 2∥x∥E(L(F∞)⊗M),

where we use that ∥Pn : Ei(L(F∞)⊗M) → Ei(L(F∞)⊗M)∥ ≤ 2 for i = 0, 1
by Lemma 6.21. Taking x =

∑n
i=1 λ(gi)⊗ xi, with x1, . . . , xn ∈ E(M) yields

∥T ((xi)ni=1)∥F (N ) ≤ 2
∥∥∥ n∑
i=1

λ(gi)⊗ xi

∥∥∥
E(L(F∞)⊗M)

≤ 2CE max{∥(xi)ni=1∥E(M;l2c)
, ∥(xi)ni=1∥E(M;l2c)

},

where CE is the constant in (6.19). Since the finite sequences (xi)
n
i=1 in E(M),

n ≥ 1, are dense in E(M; l2c) ∩ E(M; l2r), the result follows. �

6.5 Burkholder-Gundy inequalities

We apply the noncommutative Khintchine inequalities in Theorems 6.1 and
6.7 to prove Burkholder-Gundy inequalities for martingale difference se-
quences in certain noncommutative symmetric spaces. These inequalities will
be utilized in the proof of the noncommutative Burkholder-Rosenthal theorem
below (Theorem 7.6). The additional ingredient needed for the proof is the
following randomization trick, explained in Lemma 6.27.

First recall the following definitions. Let E be a symmetric quasi-Banach
function space on (0, α) which is p-convex for some 0 < p < ∞ and let
M be a von Neumann algebra with a normal, semi-finite, faithful trace τ
satisfying τ(1) = α. Suppose that (Mk)

∞
k=1 is a (discrete-time) filtration,

i.e. an increasing sequence of von Neumann subalgebras such that τ |Mk
is

semi-finite, and let Ek be the conditional expectation with respect to Mk.
Then a sequence (xk) in E(M) is called a martingale with respect to (Mk) if
Ek(xk+1) = xk for all k ≥ 1. A sequence (yk) in E(M) is called a martingale
difference sequence if yk = xk − xk−1 for some martingale (xk), with the
convention x0 = 0 and M0 = C1. It is called finite if there is some N > 0
such that yk = 0 for all k ≥ N .

The next proposition follows by interpolation, i.e. using Theorem 5.21,
from the boundedness of martingale transforms in noncommutative Lp-spaces
with 1 < p <∞ (c.f. [114], p. 668).

Proposition 6.26. Let E be a symmetric quasi-Banach function space on
(0, α) satisfying 1 < pE ≤ qE < ∞. For every k ≥ 1, let ξk ∈ Mk−1 and
suppose that ∥ξk∥ ≤ 1 and ξk commutes with Mk. Then, for any martingale
difference sequence (yk)

∞
k=1 with respect to (Mk)

∞
k=1 in E(M) and any n ≥ 1

we have ∥∥∥ n∑
k=1

ξkyk

∥∥∥
E(M)

.E
∥∥∥ n∑
k=1

yk

∥∥∥
E(M)

.
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In particular, taking ξk ∈ {−1, 1} yields the well known fact that noncommu-
tative martingale difference sequences are unconditional in E(M).

Lemma 6.27. Let E be a symmetric p-convex (0 < p < ∞) quasi-Banach
function space on (0, α) with 1 < pE ≤ qE <∞ and suppose M is a von Neu-
mann algebra equipped with a normal, semi-finite, faithful trace τ satisfying
τ(1) = α. Let (Mk)

∞
k=1 be an increasing sequence of von Neumann subalgebras

such that τ |Mk
is semi-finite. Then we have the equivalences

E
∥∥∥ n∑
k=1

rkxk

∥∥∥
E(M)

≃E
∥∥∥ n∑
k=1

xk

∥∥∥
E(M)

≃E
∥∥∥ n∑
k=1

rk ⊗ xk

∥∥∥
E(L∞⊗M)

, (6.22)

for any Rademacher sequence (rk) and any martingale difference sequence
(xk)

n
k=1 in E(M).

Proof. The first equivalence in (6.22) follows directly from the uncondition-
ality of noncommutative martingale difference sequences in E(M). For the
second equivalence, observe that (yk) = (rk⊗xk) is a martingale difference se-
quence with respect to the filtration (L∞⊗Mk). By applying Proposition 6.26
with ξk = rk ⊗ 1 we obtain∥∥∥ n∑
k=1

xk

∥∥∥
E(M)

=
∥∥∥ n∑
k=1

(rk⊗1)(rk⊗xk)
∥∥∥
E(L∞⊗M)

.E
∥∥∥ n∑
k=1

rk⊗xk
∥∥∥
E(L∞⊗M)

.

The reverse inequality follows similarly from Proposition 6.26 with (yk) =
(1⊗ xk) and ξk = rk ⊗ 1.

Let E be a symmetric Banach function space on (0,∞). For any finite mar-
tingale difference sequence (xk) in E(M) we set

∥(xk)∥HEc = ∥(xk)∥E(M;l2c)
; ∥(xk)∥HEr = ∥(xk)∥E(M;l2r)

.

These expressions define two norms on the linear space of all finite martingale
difference sequences in E(M).

For future reference we state the following version of Stein’s inequality for
noncommutative symmetric spaces. This result follows directly by interpola-
tion from the Stein inequality for noncommutative Lp-spaces proved in [114],
Theorem 2.3.

Lemma 6.28. Let E be a symmetric quasi-Banach function space on (0,∞)
which is s-convex for some 0 < s < ∞ and let M be a semi-finite von Neu-
mann algebra. Let (Ek)k≥1 be an increasing sequence of conditional expecta-
tions in M. If 1 < pE ≤ qE <∞, then for any finite sequence (xk) in E(M),

∥(Ek(xk))∥E(M;l2c)
.E ∥(xk)∥E(M;l2c)

, ∥(Ek(xk))∥E(M;l2r)
.E ∥(xk)∥E(M;l2r)

.

Consequently, the map (xk) 7→ (Ek(xk)) extends to a bounded projection on
both E(M; l2c) and E(M; l2r).
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As was already noted in [14], if 1 < pE ≤ qE < ∞ then it follows from
the noncommutative Stein inequality that for any finite martingale difference
sequence we have

∥(xk)∥HEc +HEr
≃E ∥(xk)∥E(M;l2c)+E(M;l2r)

.

By combining Lemma 6.27 with Theorems 6.1 and 6.3 and Corollary 6.4, we
obtain the following result, which generalizes the Burkholder-Gundy inequal-
ities for noncommutative Lp-spaces [114]. Part of this result was obtained in
[14], Theorem 2.2.

Theorem 6.29. Let E be a symmetric Banach function space on (0,∞) with
1 < pE ≤ qE < ∞ and suppose that E is either separable or is the dual
of a separable space. Suppose M is a von Neumann algebra equipped with a
normal, semi-finite, faithful trace τ . Let (Mk)

∞
k=1 be an increasing sequence of

von Neumann subalgebras such that τ |Mk
is semi-finite. Then, for any finite

martingale difference sequence (xk) in E(M) we have

∥(xk)∥HEc +HEr
.E

∥∥∥∑
k

xk

∥∥∥
E(M)

.E ∥(xk)∥HEc ∩HEr .

Suppose that E is separable. If pE > 1 and either qE < 2 or E is 2-concave,
then ∥∥∥∑

k

xk

∥∥∥
E(M)

≃E ∥(xk)∥HEc +HEr
.

On the other hand, if either E is 2-convex and qE <∞ or 2 < pE ≤ qE <∞
then ∥∥∥∑

k

xk

∥∥∥
E(M)

≃E ∥(xk)∥HEc ∩HEr . (6.23)



7

Noncommutative Burkholder-Rosenthal
inequalities

In this chapter we derive two different Rosenthal-type of inequalities. In the
first part we derive new inequalities, stated in Theorem 7.4, for sums of inde-
pendent noncommutative random variables which are elements of a noncom-
mutative symmetric space. Under certain conditions we will, more generally,
obtain Burkholder-Rosenthal inequalities for noncommutative martingale dif-
ference sequences. We present two applications of these results. Firstly, we
give a new proof of the noncommutative Burkholder-Rosenthal inequalities in
Haagerup Lp-spaces, which were established in [70]. Secondly, we derive new
Khintchine-type inequalities with operator coefficients. The latter inequalities
play an important role in Chapter 8.

In the final section of this chapter we return to the setting of Chapter 3 and
consider sums of independent random vectors in a noncommutative symmetric
space. Using similar techniques as in the first part, we can extend the result
for random vectors in a noncommutative Lp-space established in Theorem 3.8.

7.1 Inequalities in noncommutative symmetric spaces

In the formulation of our noncommutative Rosenthal inequalities we use the
following notion of conditional independence, which was introduced in [71].
Given a sequence (Nk)k≥1 of von Neumann subalgebras of a von Neumann al-
gebra M, we letW ∗((Nk)k≥1) denote the von Neumann subalgebra generated
by ∪k≥1Nk.

Definition 7.1. Let M be a von Neumann algebra equipped with a normal,
semi-finite, faithful trace τ . Let (Nk) be a sequence of von Neumann subalge-
bras of M and N a common von Neumann subalgebra of the Nk such that
τ |N is semi-finite. We call (Nk) independent with respect to EN if for every
k we have EN (xy) = EN (x)EN (y) for all x ∈ Nk and y ∈W ∗((Nj)j ̸=k).

Lemma 7.2. Suppose that (Nk) is a sequence of von Neumann subalgebras
of M which is independent with respect to EN . Let Mk = W ∗(N1, . . . ,Nk).
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If xk ∈ (L1 + L∞)(Nk) satisfies EN (xk) = 0 for all k ≥ 1, then (xk) is a
martingale difference sequence in (L1 +L∞)(M) with respect to the filtration
(Mk).

Proof. Suppose first that xk ∈ Nk and EN (xk) = 0 for all k ≥ 1. Let Ek
denote the conditional expectation with respect to Mk. Fix i ≥ 1 and let
y ∈ L1 ∩ L∞(Mi−1). By independence,

τ(xiy) = τ(EN (xiy)) = τ(EN (xi)EN (y)) = 0.

By (3.8) in Proposition 3.4 this implies that Ei−1(xi) = 0.
Suppose now that xk ∈ (L1 +L∞)(Nk) for all k ≥ 1. Since Nk is dense in

(L1 +L∞)(Nk), for every i ≥ 1 there is a sequence (xi,j)j≥1 in Ni converging
to xi in (L1 + L∞)(Ni). Since EN is a contraction on (L1 + L∞)(M) and
EN (xi) = 0, it follows that xi,j − EN (xi,j) converges to xi for j → ∞. By
the above, Ei−1(xi,j − EN (xi,j)) = 0 for all j ≥ 1 and by taking the limit for
j → ∞ we conclude that Ei−1(xi) = 0. Therefore, (xk)k≥1 is the martingale

difference sequence for the martingale defined by yk =
∑k
i=1 xi. �

The following observation has its origins in [71] and [121].

Lemma 7.3. Let (M, τ) be a von Neumann algebra equipped with a normal,
semi-finite, faithful trace τ satisfying τ(1) = α and let E be a p-convex (0 <
p <∞) quasi-Banach function space on (0, α) which is an interpolation space
for the couple (L1, L∞). Let (Nk) be a sequence of von Neumann subalgebras of
M and N a common von Neumann subalgebra of the Nk such that τ |N is semi-
finite. Suppose that (Nk) is independent with respect to EN . If xk ∈ E(Nk)
satisfy EN (xk) = 0, then∥∥∥ n∑

k=1

xk

∥∥∥
E(M)

≃E E
∥∥∥ n∑
k=1

rkxk

∥∥∥
E(M)

.

If E is moreover q-concave for some q <∞, then∥∥∥ n∑
k=1

xk

∥∥∥
E(M)

.E max
{∥∥∥(∑

k

|xk|2
) 1

2
∥∥∥
E(M)

,
∥∥∥(∑

k

|x∗k|2
) 1

2
∥∥∥
E(M)

}
.

Proof. It suffices to show that for any sequence of signs (εk)
n
k=1 ⊂ {−1, 1}n,

∥∥∥ n∑
k=1

εkxk

∥∥∥
E(M)

.E
∥∥∥ n∑
k=1

xk

∥∥∥
E(M)

.

Define N+ = W ∗({Nk : εk = 1}) and N− = W ∗({Nk : εk = −1}).
Note that if εi = −1, then by independence and (3.8) it readily follows that
EN+(xi) = EN (xi) = 0. Hence,
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EN+

( n∑
k=1

xk

)
=

∑
εk=1

xk +
∑
εk=−1

EN+(xk) =
∑
εk=1

xk

and analogously, EN−(
∑n
k=1 xk) =

∑
εk=−1 xk. Since E is an interpolation

space for the couple (L1, L∞), it follows from Theorem 5.5 that E(M) is
an interpolation space for the couple (L1(M),M). By Proposition 3.4 we
find that conditional expectations are bounded on E(M) by a constant cE
depending only on E. This implies that∥∥∥ n∑

k=1

εkxk

∥∥∥
E(M)

=
∥∥∥ ∑
εk=1

xk −
∑
εk=−1

xk

∥∥∥
E(M)

=
∥∥∥(EN+ − EN−)

( n∑
k=1

xk

)∥∥∥
E(M)

.E
∥∥∥ n∑
k=1

xk

∥∥∥
E(M)

.

The final statement follows from Theorem 6.7. �

We are now ready to prove the main theorem of this section. For any n ∈ N
we let Mn(M) be the von Neumann algebra of all n×n matrices with entries
in M, equipped with its natural non-normalized trace. For a finite sequence
(xk)

n
k=1 we denote by diag(xk), col(xk) and row(xk) the n × n matrix with

the xk’s on its diagonal, first column and first row, respectively (and zeros
elsewhere).

Theorem 7.4. (Noncommutative Rosenthal inequalities) Let M be a semi-
finite von Neumann algebra equipped with a normal, semi-finite, faithful trace
τ . Suppose that E is a symmetric Banach function space on (0,∞) satisfying
any of the following conditions:

(i) E is an interpolation space for the couple (L2, Lp) for some 2 ≤ p < ∞
and E is q-concave for some q <∞;

(ii) 2 < pE ≤ qE <∞.

Let (Nk) be a sequence of von Neumann subalgebras of M and let N be a
common von Neumann subalgebra of the (Nk) such that τ |N is semi-finite.
Suppose that (Nk) is independent with respect to E := EN . Let (xk) be a
sequence such that xk ∈ E(Nk) and E(xk) = 0 for all k. Then, for any n ≥ 1,∥∥∥ n∑

k=1

xk

∥∥∥
E(M)

≃E max
{
∥diag(xk)nk=1∥E(Mn(M)),

∥∥∥( n∑
k=1

E|xk|2
) 1

2
∥∥∥
E(M)

,

∥∥∥( n∑
k=1

E|x∗k|2
) 1

2
∥∥∥
E(M)

}
. (7.1)

Remark 7.5. Note that if 2 < pE ≤ qE <∞, then E is an interpolation space
for the couple (L2, Lp), for any p > qE . However, there are such spaces which
are not q-concave for any q < ∞. Indeed, recall the Lorentz spaces Lp,q on
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(0,∞) introduced in example 4.14. The space E = L3,∞ has Boyd indices
pE = qE = 3, but is not q-concave for any q < ∞. On the other hand, there
are spaces which satisfy condition (i), but not condition (ii). For example,
take E = L2,r for 2 ≤ r <∞.

Theorem 7.4 generalizes the Rosenthal inequalities for commutative Banach
function spaces ([64], Remark 7) and for noncommutative Lp-spaces ([71],
Theorem 2.1). These two results can be recovered by taking M = L∞(Ω),
N = C in the first case and by setting E = Lp in the second.

We first prove Theorem 7.4 under condition (i).

Proof. (of Theorem 7.4, condition (i)) By Lemma 4.12 the space E has order
continuous norm and therefore L1 ∩ L∞(Nk) is dense in E(Nk) for all k ≥ 1.
Therefore, by approximation it suffices to prove the result in the special case
where the xk are bounded.

By assumption, E is an interpolation space for the couple (L2, Lp) for some
p <∞ and hence, by Proposition 4.23, the space E(2) is an interpolation space

for the couple (L1, L
p
2 ). By Theorem 5.5 and Proposition 3.4 we find that E

is bounded on E(2)(M).
We first prove that the maximum on the right hand side is dominated

by ∥
∑
k xk∥E(M). By our discussion preceding Corollary 6.9, the n-th Rade-

macher subspace Radn(E) is CE-complemented in E(L∞⊗M), for some con-
stant CE > 0 independent of n. Recall from Theorem 3.3 that Lq(M) has
cotype q if 2 ≤ q <∞, i.e.,

∥diag(xk)nk=1∥Lq(Mn(M)) =
( n∑
k=1

∥xk∥qLq(M)

) 1
q ≤

∥∥∥ n∑
k=1

rk ⊗ xk

∥∥∥
Lq(L∞⊗M)

.

By Theorem 5.5 we can interpolate this estimate for q = 2 and q = p to obtain

∥diag(xk)nk=1∥E(Mn(M)) .E
∥∥∥ n∑
k=1

rk ⊗ xk

∥∥∥
E(L∞⊗M)

. (7.2)

Moreover, by Lemma 6.27,∥∥∥∑ rk ⊗ xk

∥∥∥
E(L∞⊗M)

≃E
∥∥∥∑

k

xk

∥∥∥
E(M)

. (7.3)

Since the (Nk) are independent and E(xk) = 0 for all k, it follows that
E(x∗kxj) = E(x∗k)E(xj) = 0 if j ̸= k. As E is bounded on E(2)(M), we find
that ∥∥∥(∑

k

E(x∗kxk)
) 1

2
∥∥∥
E(M)

=
∥∥∥∑

k

E(x∗kxk)
∥∥∥ 1

2

E(2)(M)

=
∥∥∥E((∑

k

xk

)∗(∑
k

xk

))∥∥∥ 1
2

E(2)(M)
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.E
∥∥∥∑

k

xk

∥∥∥
E(M)

,

and by applying this to the sequence (x∗k) we get∥∥∥(∑
k

E(xkx∗k)
) 1

2
∥∥∥
E(M)

.E
∥∥∥∑

k

xk

∥∥∥
E(M)

.

We now prove the reverse inequality in (7.1). By Lemma 7.3,∥∥∥∑
k

xk

∥∥∥
E(M)

.E max
{∥∥∥(∑

k

x∗kxk

) 1
2
∥∥∥
E(M)

,
∥∥∥(∑

k

xkx
∗
k

) 1
2
∥∥∥
E(M)

}
. (7.4)

By the quasi-triangle inequality in E(2)(M) we have∥∥∥(∑
k

x∗kxk

) 1
2
∥∥∥
E(M)

.E
(∥∥∥∑

k

x∗kxk − E(x∗kxk)
∥∥∥
E(2)(M)

+
∥∥∥∑

k

E(x∗kxk)
∥∥∥
E(2)(M)

) 1
2

. (7.5)

Notice that (|xk|2−E(|xk|2))k≥1 is independent with respect to E , self-adjoint,
and, moreover, E(|xk|2−E(|xk|2)) = 0 for all k. By again applying Lemma 7.3
we find that∥∥∥∑

k

x∗kxk − E(x∗kxk)
∥∥∥
E(2)(M)

.E
∥∥∥(∑

k

(x∗kxk − E(x∗kxk))2
) 1

2
∥∥∥
E(2)(M)

.E
∥∥∥(∑

k

|xk|4
) 1

2
∥∥∥
E(2)(M)

+
∥∥∥(∑

k

(E(|xk|2))2
) 1

2
∥∥∥
E(2)(M)

,

where in the final inequality we use the quasi-triangle inequality inE(2)(M; l2c).
Let x = col(|xk|) and y = diag(|xk|). Since µ(xy) ≺≺ µ(x)µ(y), it follows from
Theorem 4.20 that there is a contraction T for the couple (L1, L∞) such that
µ(xy) = T (µ(x)µ(y)). Therefore,∥∥∥(∑

k

|xk|4
) 1

2
∥∥∥
E(2)(M)

= ∥(x∗y∗yx) 1
2 ∥E(2)(Mn(M))

= ∥yx∥E(2)(Mn(M)) .E ∥µ(x)µ(y)∥E(2)

= ∥µ(x) 1
2µ(y)

1
2 ∥2E ≤ ∥y∥E(Mn(M))∥x∥E(Mn(M))

= ∥diag(xk)∥E(Mn(M))

∥∥∥(∑
k

|xk|2
) 1

2
∥∥∥
E(M)

, (7.6)

where in the final inequality we use the Hölder-type inequality in Lemma 4.3.
Let En be the conditional expectation in E(Mn(M)) with respect to the von
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Neumann subalgebra Mn(N ), i.e. En = E ⊗ 1Mn(C). Writing z = col(|xk|2),
we have En(z) = col(E(|xk|2)) and so by boundedness of En in E(2)(Mn(M)),∥∥∥(∑

k

(E(|xk|2))2
) 1

2
∥∥∥
E(2)(M)

= ∥((En(z))∗En(z))
1
2 ∥E(2)(Mn(M))

= ∥En(z)∥E(2)(Mn(M))

.E ∥z∥E(2)(Mn(M)) =
∥∥∥(∑

k

|xk|4
) 1

2
∥∥∥
E(2)(M)

.

Putting our estimates together, starting from (7.5), we arrive at∥∥∥(∑
k

|xk|2
) 1

2
∥∥∥
E

.E
(
∥diag(xk)∥E(Mn(M))

∥∥∥(∑
k

|xk|2
) 1

2
∥∥∥
E
+
∥∥∥(∑

k

E(|xk|2)
) 1

2
∥∥∥2
E

) 1
2

.

In other words, if we set a = ∥(
∑
k |xk|2)

1
2 ∥E(M), b = ∥diag(xk)∥E(Mn(M))

and c = ∥(
∑
k E(|xk|2))

1
2 ∥E(M), we have a

2 .E ab+c2. Solving this quadratic
equation we obtain a .E max{b, c}, or,∥∥∥(∑

k

|xk|2
) 1

2
∥∥∥
E(M)

.E max
{
∥diag(xk)∥E(Mn(M)),

∥∥∥(∑
k

E(|xk|2)
) 1

2
∥∥∥
E(M)

}
.

Applying this to the sequence (x∗k) gives∥∥∥(∑
k

|x∗k|2
) 1

2
∥∥∥
E(M)

.E max
{
∥diag(xk)∥E(Mn(M)),

∥∥∥(∑
k

E(|x∗k|2)
) 1

2
∥∥∥
E(M)

}
.

The result now follows by (7.4). �

The result in Theorem 7.4 under condition (ii) follows directly from Lemma 7.2
and the following noncommutative version of the Burkholder-Rosenthal in-
equalities.

Theorem 7.6. (Noncommutative Burkholder-Rosenthal inequalities) Let M
be a semi-finite von Neumann algebra equipped with a normal, semi-finite,
faithful trace τ . Suppose that E is a symmetric Banach function space on
(0,∞) satisfying 2 < pE ≤ qE < ∞. Let (Mk) be a filtration in M and, for
every k ≥ 1, let Ek denote the conditional expectation with respect to Mk.
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Let (xk) be a martingale difference sequence in E(M) with respect to (Mk).
Then, for any n ≥ 1,∥∥∥ n∑
k=1

xk

∥∥∥
E(M)

≃E max
{
∥diag(xk)nk=1∥E(Mn(M)),

∥∥∥( n∑
k=1

Ek−1|xk|2
) 1

2
∥∥∥
E(M)

,

∥∥∥( n∑
k=1

Ek−1|x∗k|2
) 1

2
∥∥∥
E(M)

}
. (7.7)

Proof. We first prove that the maximum on the right hand side is dominated
by ∥

∑
k xk∥E(M). By (7.2) and (7.3),

∥diag(xk)nk=1∥E(Mn(M)) .E
∥∥∥∑

k

xk

∥∥∥
E(M)

.

Since 1 < pE(2)
≤ qE(2)

<∞, we obtain by applying the noncommutative dual
Doob inequality (Theorem 5.24) in E(2)(M),∥∥∥(∑

k

Ek−1(x
∗
kxk)

) 1
2
∥∥∥
E(M)

=
∥∥∥∑

k

Ek−1(x
∗
kxk)

∥∥∥ 1
2

E(2)(M)

.E
∥∥∥∑

k

x∗kxk

∥∥∥ 1
2

E(2)(M)
=

∥∥∥(∑
k

x∗kxk

) 1
2
∥∥∥
E(M)

.

Therefore, by the Burkholder-Gundy inequality (6.23) in Theorem 6.29 we
conclude that∥∥∥(∑

k

Ek−1(x
∗
kxk)

) 1
2
∥∥∥
E(M)

.E
∥∥∥(∑

k

x∗kxk

) 1
2
∥∥∥
E(M)

.E
∥∥∥∑

k

xk

∥∥∥
E(M)

and by applying this to the sequence (x∗k) we get∥∥∥(∑
k

Ek−1(xkx
∗
k)
) 1

2
∥∥∥
E(M)

.E
∥∥∥∑

k

xk

∥∥∥
E(M)

.

We now prove the reverse inequality in (7.7). By Theorem 6.29,∥∥∥∑
k

xk

∥∥∥
E(M)

.E max
{∥∥∥(∑

k

x∗kxk

) 1
2
∥∥∥
E(M)

,
∥∥∥(∑

k

xkx
∗
k

) 1
2
∥∥∥
E(M)

}
. (7.8)

By the quasi-triangle inequality in E(2)(M) we have∥∥∥(∑
k

x∗kxk

) 1
2
∥∥∥
E(M)

.E
(∥∥∥∑

k

x∗kxk − Ek−1(x
∗
kxk)

∥∥∥
E(2)(M)

+
∥∥∥∑

k

Ek−1(x
∗
kxk)

∥∥∥
E(2)(M)

) 1
2

.

(7.9)
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Notice that (|xk|2 − Ek−1(|xk|2))k≥1 is a martingale difference sequence in
E(2)(M). Since 1 < pE(2)

, qE(2)
<∞ we find by Theorem 6.29∥∥∥∑

k

x∗kxk − Ek−1(x
∗
kxk)

∥∥∥
E(2)(M)

.E
∥∥∥(∑

k

(x∗kxk − Ek−1(x
∗
kxk))

2
) 1

2
∥∥∥
E(2)(M)

.E
∥∥∥(∑

k

|xk|4
) 1

2
∥∥∥
E(2)(M)

+
∥∥∥(∑

k

(Ek−1(|xk|2))2
) 1

2
∥∥∥
E(2)(M)

,

where in the final inequality we use the quasi-triangle inequality inE(2)(M; l2c).
By applying the noncommutative Stein inequality (Lemma 6.28) to the second
term on the right-hand side, we find that∥∥∥∑

k

x∗kxk − Ek−1(x
∗
kxk)

∥∥∥
E(2)(M)

.E
∥∥∥(∑

k

|xk|4
) 1

2
∥∥∥
E(2)(M)

.

As observed in (7.6), we have∥∥∥(∑
k

|xk|4
) 1

2
∥∥∥
E(2)(M)

.E ∥diag(xk)∥E(Mn(M))

∥∥∥(∑
k

|xk|2
) 1

2
∥∥∥
E(M)

.

Putting our estimates together, starting from (7.9), we arrive at∥∥∥(∑
k

|xk|2
) 1

2
∥∥∥
E

.E
(
∥diag(xk)∥E(Mn(M))

∥∥∥(∑
k

|xk|2
) 1

2
∥∥∥
E
+

∥∥∥(∑
k

Ek−1(|xk|2)
) 1

2
∥∥∥2
E

) 1
2

.

In other words, if we set a = ∥(
∑
k |xk|2)

1
2 ∥E(M), b = ∥diag(xk)∥E(Mn(M)) and

c = ∥(
∑
k Ek−1(|xk|2))

1
2 ∥E(M), we have a2 .E ab+ c2. Solving this quadratic

equation we obtain a .E max{b, c}, or,∥∥∥(∑
k

|xk|2
) 1

2
∥∥∥
E(M)

.E max
{
∥diag(xk)∥E(Mn(M)),

∥∥∥(∑
k

Ek−1(|xk|2)
) 1

2
∥∥∥
E(M)

}
.

Applying this to the sequence (x∗k) gives∥∥∥(∑
k

|x∗k|2
) 1

2
∥∥∥
E(M)

.E max
{
∥diag(xk)∥E(Mn(M)),

∥∥∥(∑
k

Ek−1(|x∗k|2)
) 1

2
∥∥∥
E(M)

}
.

The result now follows by (7.8). �
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Remark 7.7. Notice that in the proof of Theorems 7.4 and 7.6 we cannot
simply renorm E(2) to become a Banach space. Consider the Lorentz space
E = Lp,q(0,∞), with p > 2 and 1 ≤ q < 2. Then E is a fully symmet-
ric, separable Banach function space with pE = qE = p > 2. However, the
space E(2) = L

p
2 ,
q
2 contains a copy of l

q
2 and since q

2 < 1, L
p
2 ,
q
2 cannot be

isomorphically embedded into a Banach space (as l
q
2 is not locally convex).

The result in Theorem 7.6 generalizes the Burkholder-Rosenthal inequalities
for noncommutative martingale difference sequences in noncommutative Lp-
spaces and noncommutative Lorentz spaces found in [70], Theorem 5.1, and
[63], Theorem 3.1, respectively. Note, however, that the result in [70] is also
valid for Haagerup Lp-spaces (i.e., if τ is not a trace). We now sketch how to
recover the noncommutative Burkholder-Rosenthal inequalities for Haagerup
Lp-spaces from our result for noncommutative symmetric spaces.

7.2 Inequalities in Haagerup Lp-spaces

Let M be a von Neumann algebra equipped with a normal, faithful state ϕ.
Let σ = σϕ denote the modular automorphism group of R on M associated
with ϕ. For any von Neumann subalgebra N of M satisfying σ(N ) ⊂ N , we
let R(N ) = N oσ R denote the von Neumann crossed product. It is known
that R(M) is a semi-finite von Neumann algebra and that there exists a
canonical normal semi-finite faithful trace τ on R(M) such that

τ ◦ σ̂t = e−tτ (t ∈ R),

where σ̂ is the dual action of R on M corresponding to σ. The Haagerup Lp-
space Lp(M, ϕ) is defined as the space of all elements x ∈ S(τ) which satisfy

σ̂t(x) = e−
t
px. We let D denote the Radon-Nikodym derivative of the dual

weight ϕ̂ with respect to τ , i.e.,

ϕ̂(x) = τ(Dx) (x ∈ R(M)).

The operator D is in S(τ)+ and, moreover, D ∈ L1(M, ϕ). If N is any von

Neumann subalgebra of M, then the Radon-Nikodym derivative of ϕ̂|N with
respect to τ is again equal to D. In particular, D ∈ S(R(N ), τ |R(N )) for any
von Neumann subalgebra N of M.

Let N be a von Neumann subalgebra of M and suppose that N is in-
variant under σ, i.e., σ(N ) ⊂ N . Then there exists a unique normal, faith-
ful conditional expectation E : M → N such that ϕ ◦ E = ϕ (c.f. [130]).
One can show that E extends to a normal faithful conditional expectation
Ê : R(M) → R(N ) which satisfies τ ◦ Ê = τ (see e.g. [56], Theorem 4.1).
One can then further extend Ê as usual to a map on L1 + L∞(R(M)) which
satisfies the properties in Proposition 3.4. We refer to [56, 70] for more details
on Haagerup Lp-spaces.
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Recall that the Lorentz space Lp,∞(0,∞) consists of all f ∈ S(0,∞) such
that

∥f∥p,∞ = sup
0<t<∞

t
1
pµt(f) <∞.

If 1 < p ≤ ∞ then Lp,∞(0,∞) can be equipped with an equivalent norm

∥f∥(p,∞) = sup
0<t<∞

t
1
p−1

∫ t

0

µs(f)ds.

Under this norm Lp,∞(0,∞) is a fully symmetric Banach function space.
Moreover, Lp,∞ has the Fatou property and pLp,∞ = qLp,∞ = p. We wish
to obtain the Burkholder-Rosenthal inequalities for Haagerup Lp-spaces by
using the following embedding result due to H. Kosaki (see [84], Theorem
3.2).

Proposition 7.8. If 1 < p < ∞, then the Haagerup space Lp(M, ϕ) is a
closed subspace of Lp,∞(R(M), τ). Moreover, if 1

p +
1
p′ = 1, then

∥x∥Lp(M,ϕ) = p′∥x∥Lp,∞(R(M),τ) (x ∈ Lp(M, ϕ)).

The following corollary yields an alternative proof of Theorem 5.1 from [70].

Corollary 7.9. Fix 2 ≤ p < ∞. Let M be a von Neumann algebra equipped
with a normal, faithful state ϕ. Suppose that (Mk) is an increasing sequence
of von Neumann subalgebras of M. Suppose that, for every k ≥ 1, Mk is
invariant under σ and let Ek denote the associated conditional expectation. If
(xk) is a finite martingale difference sequence in Lp(M, ϕ) with respect to the
filtration (Mk), then∥∥∥∑

k

xk

∥∥∥
Lp(M,ϕ)

≃p max
{
∥(xk)∥lp(Lp(M,ϕ)),

∥∥∥(∑
k

Êk−1|xk|2
) 1

2
∥∥∥
Lp(M,ϕ)

,

∥∥∥(∑
k

Êk−1|x∗k|2
) 1

2
∥∥∥
Lp(M,ϕ)

}
.

Proof. The case where p = 2 is trivial, so suppose that 2 < p < ∞. We can
view (xk) as a martingale difference sequence with respect to the increasing
sequence of conditional expectations (Êk). Therefore, Theorem 7.6 applied for
in Lp,∞(R(M)) yields∥∥∥ n∑

k=1

xk

∥∥∥
Lp,∞(R(M))

≃p max
{
∥diag(xk)∥Lp,∞(Mn(R(M))),

∥(xk)∥Lp,∞(R(M),(Êk−1);l2c)
, ∥(xk)∥Lp,∞(R(M),(Êk−1);l2r)

}
. (7.10)
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Consider the normal, semi-finite, faithful weight ψ = ϕ⊗Tr on M⊗B(l2). As
observed in [70], p. 995, the modular automorphism group σψ associated with
ϕ is given by σ ⊗ 1B(l2) and consequently,

(M⊗B(l2))oσψ R = (Moσ R)⊗B(l2) = R(M)⊗B(l2).

Moreover, the canonical normal, semi-finite, faithful trace on R(M)⊗B(l2) is
given by τ ⊗ Tr. By Proposition 7.8 we obtain

p′∥diag(xk)∥Lp,∞(Mn(R(M))) = ∥diag(xk)∥Lp(Mn(M),ϕ⊗Tr).

Finally,
∥diag(xk)∥Lp(Mn(M),ϕ⊗Tr) = ∥(xk)∥lp(Lp(M,ϕ)).

Therefore, we obtain (7.10) by applying Proposition 7.8 to every term in
(7.10). �

By duality one can also deduce a version of Corollary 7.9 for 1 < p < 2. We
refer to [70], Theorem 6.1, for details.

7.3 Khintchine inequalities revisited

As an application of Theorem 7.4 we derive noncommutative Khintchine-type
inequalities in which the Rademacher sequence is replaced by a sequence of
independent noncommutative random variables. Similar inequalities in non-
commutative Lp-spaces were considered in [71].

If (xα) is a net in S(τ), then we say that xα converges locally in measure
to x ∈ S(τ) if exαe→ exe in S(τ) for every projection e ∈ M with τ(e) <∞.

Lemma 7.10. Let M be a semi-finite von Neumann algebra and let pα be a
net of projections such that pα ↑ 1. Then pαxpα → x locally in measure, for
any x ∈ S(τ).

Proof. Let e be a finite trace projection. If y ∈ S0(τ) and xα is a net in S(τ)+
such that xα ↓ 0, then one can show (see e.g. [50]) that xαy → 0 and yxα → 0
in measure. In particular, epα → e and pαe → e. Since multiplication is
bicontinuous with respect to the measure topology we obtain epαxpαe→ exe,
as asserted. �

For any 1 ≤ q ≤ ∞ and any sequence (αk) in L
q(M) we use the notation

cq := inf
k
∥αk∥q, dq := sup

k
∥αk∥q.

Corollary 7.11. Suppose that E is a symmetric Banach function space on
(0,∞) which satisfies condition (i) or (ii) of Theorem 7.4 and let 2 ≤ p <
∞ be such that E is an interpolation space for the couple (L2, Lp). Suppose
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that E is either separable or has the Fatou property. Let N be a finite von
Neumann algebra equipped with a normal, faithful, finite trace σ and let (αk)
be a sequence in Lp(N ) such that

c2 := inf
k
∥αk∥2 > 0, dp := sup

k
∥αk∥p <∞.

Assume that (αk) is independent with respect to σ and that σ(αk) = 0 for
all k ≥ 1. Let M be a finite von Neumann algebra equipped with a normal,
faithful, finite trace τ and (xk) be a finite sequence in E(M). Then,∥∥∥∑

k

αk ⊗ xk

∥∥∥
E(N⊗M)

≃E,c2,dp max
{
∥(xk)∥E(M;l2c)

, ∥(xk)∥E(M;l2r)

}
. (7.11)

Proof. Note that for (xk)
n
k=1 in E(M) it is a priori not clear that

∑
αk ⊗

xk defines an element of E(N⊗M). We deduce this via an approximation
argument. Suppose first that the αk and xk are bounded. Identify M with
C1N⊗M ⊂ N⊗M. It is easy to see that

EM(α⊗ x) = σ(α)1N ⊗ x (α ∈ Lp(N ), x ∈ M).

Since (αk) is independent with respect to σ, it follows that (αk ⊗ xk) is in-
dependent with respect to EM and, moreover, EM(αk ⊗ xk) = 0 for all k. By
Theorem 7.4,∥∥∥∑

k

αk ⊗ xk

∥∥∥
E
≃E max

{
∥diag(αk ⊗ xk)∥E(Mn(N⊗M)),

∥(αk ⊗ xk)∥E(N⊗M,EM;l2c)
, ∥(αk ⊗ xk)∥E(N⊗M,EM;l2r)

}
.

Now,

∥(αk ⊗ xk)∥E(N⊗M,EM;l2c)
=

∥∥∥(∑
k

EM(|αk|2 ⊗ |xk|2)
) 1

2
∥∥∥
E(M)

=
∥∥∥(∑

k

x∗kxk∥αk∥22
) 1

2
∥∥∥
E(M)

,

so by assumption,

∥(αk ⊗ xk)∥E(N⊗M,EM;l2c)
≃c2,d2 ∥(xk)∥E(M;l2c)

.

Applying this to (α∗
k ⊗ x∗k), we obtain

∥(αk ⊗ xk)∥E(N⊗M,EM;l2r)
≃c2,d2 ∥(xk)∥E(M;l2r)

.

Notice that for any 2 ≤ q < ∞ we have ∥αk ⊗ xk∥q = ∥αk∥q∥xk∥q and
therefore,

∥(αk ⊗ xk)∥lq(Lq(N⊗M)) ≃cq,dq ∥(xk)∥lq(Lq(M)).
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Also, ∥(xk)∥lq(Lq(M)) ≤ ∥(xk)∥Lq(M;l2c)
, which follows by interpolation of the

cases q = 2 and q = ∞. Hence, for any 2 ≤ q < ∞, the map (xk) 7→
diag(αk⊗xk) extends to a bounded map from Lq(M; l2c) into L

q(Mn(N⊗M))
with norm bounded by dq. By interpolation, i.e., using Theorem 5.5,

∥diag(αk ⊗ xk)∥E(Mn(N⊗M)) .E,dp ∥(xk)∥E(M;l2c)
.

By approximation (7.11) holds for αk ∈ Lp(M) with c2 > 0 and dp <∞.
Suppose now that E has the Fatou property and let (xk)

n
k=1 be a finite

sequence in E(M). For every n ≥ 1 set en = e(
∑
k |xk|2)

1
2 [0, n]. Then enxken

is bounded for all k and n, so by the above,∥∥∥∑
k

αk ⊗ enxken

∥∥∥
E(N⊗M)

.E,c2,dp ∥(enxken)∥E(M;l2c)∩E(M;l2r)

≤ ∥(xk)∥E(M;l2c)∩E(M;l2r)
.

By Lemma 7.10 we find that
∑
k αk⊗enxken →

∑
k αk⊗xk locally in measure.

Since the closed unit ball of E(M) is closed in S(τ) for convergence in the
local measure topology if E has the Fatou property ([49], Proposition 5.14),
we deduce that

∑
k αk ⊗ xk ∈ E(M) and∥∥∥∑

k

αk ⊗ xk

∥∥∥
E(N⊗M)

.E,c2,dp max
{
∥(xk)∥E(M;l2c)

, ∥(xk)∥E(M;l2r)

}
.

The reverse estimate is proved similarly.
Suppose now that E is separable. Then there exists a sequence (xmk ) in

E(M; l2c)∩E(M; l2r) such that xmk is bounded and (xmk ) → (xk) in E(M; l2c)∩
E(M; l2r). By the above, the sequence (

∑
αk ⊗ xmk ) is Cauchy in E(N⊗M)

and hence converges to some y ∈ E(N⊗M) in norm and hence also with
respect to the measure topology. On the other hand, it is clear that xmk → xk
in measure for all k and so

∑
αk ⊗ xmk →

∑
αk ⊗ xmk in measure. Therefore

y =
∑
αk ⊗ xk and we conclude that

∑
αk ⊗ xk is in E(N⊗M) and that

(7.11) holds. �

By a duality argument we can now deduce the following result.

Corollary 7.12. Let E be a separable symmetric space on (0,∞) which is
either p-convex for some p > 1 and 2-concave or satisfies 1 < pE ≤ qE < 2.
Let 1 < r < p (respectively, 1 < r < pE) and let r′ be such that 1

r + 1
r′ = 1.

Let N be a von Neumann algebra equipped with a normal, faithful, finite trace
σ and let (αk) be a sequence in Lr

′
(N ) such that

c2 := inf
k
∥αk∥2 > 0, dr′ := sup

k
∥αk∥r′ <∞.

Assume that (αk) is independent with respect to σ and that σ(αk) = 0 for
all k ≥ 1. Let M be another von Neumann algebra equipped with a normal,
faithful, finite trace τ . If (xk) is a finite sequence in E(M), then
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k

αk ⊗ xk

∥∥∥
E(N⊗M)

≃E,c2,dr′ inf
{
∥(yk)∥E(M;l2c)

+ ∥(zk)∥E(M;l2r)

}
,

where the infimum runs over all decompositions xk = yk + zk in E(M).

Proof. Suppose first that (αk)
n
k=1 and (xk)

n
k=1 are finite sequences in N and

M, respectively. Let EM denote the conditional expectation onto the von
Neumann subalgebra C1N⊗M. Let 1 ≤ q < 2, then q

2 < 1 and it follows by
[68], Theorem 7.1, that∥∥∥ n∑

k=1

αk ⊗ xk

∥∥∥2
q
=

∥∥∥∣∣∣ n∑
k=1

αk ⊗ xk

∣∣∣2∥∥∥
q
2

≤
∥∥∥EM∣∣∣ n∑

k=1

αk ⊗ xk

∣∣∣2∥∥∥
q
2

=
∥∥∥ n∑
k=1

x∗kxk∥αk∥22
∥∥∥
q
2

≤
(

sup
1≤k≤n

∥αk∥22
)
∥(xk)∥2Lq(M;l2c)

.

By approximation, the estimate∥∥∥ n∑
k=1

αk ⊗ xk

∥∥∥2
Lq(N⊗M)

≤
(
sup
k≥1

∥αk∥22
)
∥(xk)∥2Lq(M;l2c)

holds for any sequence (αk)k≥1 in L2(M) such that supk ∥αk∥2 <∞. Hence,
for any 1 ≤ q ≤ 2, the map (xk) 7→

∑
k αk ⊗ xk extends to a bounded map

from Lq(M; l2c) into L
q(N⊗M) with norm bounded by d2. Notice that E(M)

is an interpolation space for the couple (Lr(M), L2(M)) by Theorems 4.31
and 5.5. By interpolation we obtain,∥∥∥∑

k

αk ⊗ xk

∥∥∥
E(N⊗M)

.d2 ∥(xk)∥E(M;l2c)
.

Applying this to (α∗
k ⊗ x∗k) yields∥∥∥∑
k

αk ⊗ xk

∥∥∥
E(N⊗M)

.d2 ∥(xk)∥E(M;l2r)
.

By the triangle inequality, we arrive at∥∥∥∑αk ⊗ xk

∥∥∥
E(N⊗M)

.d2 inf
{
∥(yk)∥E(M;l2c)

+ ∥(zk)∥E(M;l2r)

}
,

where the infimum runs over all decompositions xk = yk + zk in E(M).
We deduce the opposite inequality by duality. Since c2 > 0, we may assume

that ∥αk∥2 = 1 for all k. Let (x×k ) be a finite sequence in E×(M). Notice that
E× = E∗ is either 2-convex and p′-concave for p′ <∞ (c.f. Theorem 4.13) or
satisfies 2 < pE× ≤ qE× <∞ by (4.7). Moreover, E× has the Fatou property.
Therefore we can apply Corollary 7.11 and obtain∑

k

τ(xkx
×
k ) = σ ⊗ τ

((∑
k

αk ⊗ xk

)(∑
j

αj ⊗ x×j

))
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≤
∥∥∥∑

k

αk ⊗ xk

∥∥∥
E(N⊗M)

∥∥∥∑
j

αj ⊗ x×j

∥∥∥
E×(N⊗M)

.dr′
∥∥∥∑

k

αk ⊗ xk

∥∥∥
E(N⊗M)

max
{
∥(x×j )∥E×(M;l2c)

, ∥(x×j )∥E×(M;l2r)

}
.

Taking the supremum over all finite sequences (x×k ) in E
×(M) and using that

(E(M; l2c) + E(M; l2r))
∗ = E×(M; l2c) ∩ E×(M; l2r) isometrically, we obtain

the desired inequality. �

In Corollary 8.20 we will use Theorem 7.4 to derive Khintchine-type inequal-
ities for free product von Neumann algebras.

7.4 Independent vectors in a noncommutative
symmetric space

We return to the setting of Chapter 3 and consider sums of independent ran-
dom vectors in a noncommutative Banach function spaces. The main result,
Theorem 7.14, is an extension of the result for Lq-spaces stated in Theo-
rem 3.8.

Lemma 7.13. Suppose that M is a semi-finite von Neumann algebra and let
E be a 2-convex symmetric Banach function space on (0,∞) with Fatou norm.
If (ξi) is a finite sequence of independent, mean zero E(M)-valued random
variables, then

max
{∥∥∥(∑

i

E|ξi|2
) 1

2
∥∥∥
E(M)

,
∥∥∥(∑

i

E|ξ∗i |2
) 1

2
∥∥∥
E(M)

}
.E

(
E
∥∥∥∑

i

ξi

∥∥∥2
E(M)

) 1
2

.

Proof. Since E is 2-convex and has Fatou norm, it follows that E(M) is 2-
convex as well (see e.g. [50]). By Corollary 1.10 and (6.13),(

E
∥∥∥∑

i

ξi

∥∥∥2
E(M)

) 1
2

≃
(
EEr

∥∥∥∑
i

riξi

∥∥∥2
E(M)

) 1
2

&E max
{(

E
∥∥∥(∑

i

|ξi|2
) 1

2
∥∥∥2
E(M)

) 1
2

,
(
E
∥∥∥(∑

i

|ξ∗i |2
) 1

2
∥∥∥2
E(M)

) 1
2
}

= max
{(

E
∥∥∥∑

i

|ξi|2
∥∥∥
E(2)(M)

) 1
2

,
(
E
∥∥∥∑

i

|ξ∗i |2
∥∥∥
E(2)(M)

) 1
2
}

&E max
{∥∥∥∑

i

E|ξi|2
∥∥∥ 1

2

E(2)(M)
,
∥∥∥∑

i

E|ξ∗i |2
∥∥∥ 1

2

E(2)(M)

}
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= max
{∥∥∥(∑

i

E|ξi|2
) 1

2
∥∥∥
E(M)

,
∥∥∥(∑

i

E|ξ∗i |2
) 1

2
∥∥∥
E(M)

}
,

where the final inequality follows by 2-convexity of E(M). �

Theorem 7.14. Suppose that 2 ≤ p < ∞ and let E be a symmetric Banach
function space on (0,∞) which is 2-convex and q-concave for some q < ∞.
Let M be a semi-finite von Neumann algebra. If (ξi) is a finite sequence of
independent, mean zero E(M)-valued random variables, then(
E
∥∥∥ n∑
i=1

ξi

∥∥∥p
E(M)

) 1
p ≃p,E max

{∥∥∥( n∑
i=1

E|ξi|2
) 1

2
∥∥∥
E(M)

,
∥∥∥( n∑

i=1

E|ξ∗i |2
) 1

2
∥∥∥
E(M)

,

(E∥diag(ξi)ni=1∥
p
E(Mn(M)))

1
p

}
. (7.12)

Proof. By renorming we may assume that the 2-convexity constant of E is
equal to 1. Note that E has Fatou norm by Lemma 4.12. We first show that the

maximum on the right hand side dominates (E∥
∑
i ξi∥

p
E(M))

1
p . In Lemma 7.13

we observed that

max
{∥∥∥(∑

i

E|ξi|2
) 1

2
∥∥∥
E(M)

,
∥∥∥(∑

i

E|ξ∗i |2
) 1

2
∥∥∥
E(M)

}
.E

(
E
∥∥∥∑

i

ξi

∥∥∥p
E(M)

) 1
p

.

By Theorem 4.31, E is an interpolation space for the couple (L2, Lq). There-
fore, by our discussion preceding Corollary 6.9, the n-th Rademacher subspace
Radn(E) is CE-complemented in E(L∞⊗M), for some constant CE > 0 inde-
pendent of n. Recall from Theorem 3.3 that Lr(M) has cotype r if 2 ≤ r <∞,
i.e.,

∥diag(ξi)ni=1∥Lr(Mn(M)) =
( n∑
i=1

∥ξi∥rLr(M)

) 1
r ≤

∥∥∥ n∑
i=1

ri ⊗ ξi

∥∥∥
Lr(L∞⊗M)

.

By interpolation of this estimate for r = 2 and r = q we obtain

∥diag(ξi)ni=1∥E(Mn(M)) .E
∥∥∥ n∑
i=1

ri ⊗ ξi

∥∥∥
E(L∞⊗M)

.

Moreover, by Corollary 6.9,∥∥∥ n∑
i=1

ri ⊗ ξi

∥∥∥
E(L∞⊗M)

≃E Er
∥∥∥ n∑
i=1

riξi

∥∥∥
E(M)

≤
(
Er

∥∥∥ n∑
i=1

riξi

∥∥∥p
E(M)

) 1
p

.

By Corollary 1.10 we conclude that

(E∥diag(ξi)ni=1∥
p
E(Mn(M)))

1
p .E

(
EEr

∥∥∥ n∑
i=1

riξi

∥∥∥p
E(M)

) 1
p
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≃
(
E
∥∥∥ n∑
i=1

ξi

∥∥∥p
E(M)

) 1
p

.

We now prove the reverse inequality. By randomization (c.f. Corollary 1.10)
and Theorem 6.7 we have(

E
∥∥∥∑

i

ξi

∥∥∥p
E(M)

) 1
p

≃p,E max
{(

E
∥∥∥(∑

i

|ξi|2
) 1

2
∥∥∥p
E(M)

) 1
p

,
(
E
∥∥∥(∑

i

|ξ∗i |2
) 1

2
∥∥∥p
E(M)

) 1
p
}
.

(7.13)

We estimate the first term on the right hand side. By the triangle inequality
in E(2)(M) we obtain,(

E
∥∥∥(∑

i

|ξi|2
) 1

2
∥∥∥p
E(M)

) 1
p

≤
((

E
∥∥∥∑

i

|ξi|2 − E|ξi|2
∥∥∥ p2
E(2)(M)

) 2
p

+
∥∥∥∑

i

E|ξi|2
∥∥∥
E(2)(M)

) 1
2

. (7.14)

We focus on the first term on the right hand side. By randomizing and applying
Theorem 6.7 we find that(

E
∥∥∥∑

i

|ξi|2 − E|ξi|2
∥∥∥ p2
E(2)(M)

) 2
p

≃p,E
(
E
∥∥∥(∑

i

| |ξi|2 − E|ξi|2|2
) 1

2
∥∥∥ p2
E(2)(M)

) 2
p

≤
(
E
∥∥∥(∑

i

|ξi|4
) 1

2
∥∥∥ p2
E(2)(M)

) 2
p

+
∥∥∥(∑

i

|E|ξi|2|2
) 1

2
∥∥∥
E(2)(M)

,

where we use the triangle inequality in E(2)(M; l2c). Notice that the second
term on the right hand side is smaller than the first one. Indeed,∥∥∥(∑

i

|E|ξi|2|2
) 1

2
∥∥∥
E(2)(M)

= ∥col(E|ξi|2)∥E(2)(Mn(M))

= ∥E(col(|ξi|2))∥E(2)(Mn(M))

≤ (E∥col(|ξi|2)∥
p
2

E(2)(Mn(M)))
2
p

=
(
E
∥∥∥(∑

i

|ξi|4
) 1

2
∥∥∥ p2
E(2)(M)

) 2
p

.

Write x = col(|ξi|) and y = diag(|ξi|). Since E(2) is a q
2 -concave symmetric

Banach function space, it is separable by Lemma 4.12 and therefore fully
symmetric. Using that µ(yx) ≺≺ µ(y)µ(x), we obtain
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E
∥∥∥(∑

i

|ξi|4
) 1

2
∥∥∥ p2
E(2)(M)

) 2
p

= (E∥(x∗y∗yx) 1
2 ∥

p
2

E(2)(Mn(M)))
2
p

= (E∥yx∥
p
2

E(2)(Mn(M)))
2
p

.E (E∥µ(y)µ(x)∥
p
2

E(2)
)

2
p

= (E∥µ(y) 1
2µ(x)

1
2 ∥pE)

2
p .

By Lemma 4.3 this implies that(
E
∥∥∥(∑

i

|ξi|4
) 1

2
∥∥∥ p2
E(2)(M)

) 2
p

≤ (E| ∥y∥E(Mn(M))∥x∥E(Mn(M))|
p
2 )

2
p

≤ (E∥y∥pE(Mn(M)))
1
p (E∥x∥pE(Mn(M)))

1
p

= (E∥diag(ξi)∥pE(Mn(M)))
1
p

(
E
∥∥∥(∑

i

|ξi|2
) 1

2
∥∥∥p
E(M)

) 1
p

.

Collecting our estimates, starting from (7.14), we obtain the quadratic equa-
tion

a2 .p,E ab+ c2,

where we set a = (E∥(
∑
i |ξi|2)

1
2 ∥pE(M))

1
p , b = (E∥diag(ξi)∥pE(Mn(M)))

1
p and

c = ∥(
∑
i E|ξi|2)

1
2 ∥E(M). Solving this quadratic equation we conclude that

a .p,E max{b, c}, i.e.(
E
∥∥∥(∑

i

|ξi|2
) 1

2
∥∥∥p
E(M)

) 1
p

.p,E max
{∥∥∥(∑

i

E|ξi|2
) 1

2
∥∥∥
E(M)

, (E∥diag(ξi)∥pE(Mn(M)))
1
p

}
.

Applying this to the sequence (ξ∗i ) we obtain(
E
∥∥∥(∑

i

|ξ∗i |2
) 1

2
∥∥∥p
E(M)

) 1
p

.p,E max
{∥∥∥(∑

i

E|ξ∗i |2
) 1

2
∥∥∥
E(M)

, (E∥diag(ξi)∥pE(Mn(M)))
1
p

}
.

By (7.13) our proof is complete. �
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Noncommutative stochastic integration

In this final chapter we apply the Khintchine-type inequalities obtained in
Section 7.3 to prove Itô-type isomorphisms for stochastic integrals with respect
to Boson and free Brownian motions. The key additional ingredients used to
prove these results are two novel noncommutative decoupling inequalities,
presented in Theorems 8.14 and 8.15.

8.1 Noncommutative decoupling inequalities

We start by discussing two preliminary notions from noncommutative prob-
ability theory. Firstly, we consider two ‘strong’ forms of independence and,
secondly, we define probability distributions for normal operators affiliated to
a finite von Neumann algebra. In the final part we prove two noncommutative
decoupling inequalities.

8.1.1 Tensor and free independence

For the purpose of this section we introduce the following terminology.

Definition 8.1. A pair (M, τ) consisting of a finite von Neumann algebra
and a normal, faithful trace τ on M satisfying τ(1) = 1 is called a noncom-
mutative probability space.

In this chapter we are concerned with the following two specific notions of
independence: tensor independence, which is a straightforward generalization
of the notion in classical probability theory and free independence, which was
introduced by D.V. Voiculescu and led to the development of free probability
theory which takes free independence as its axiom (see [140] and [109] for
this beautiful theory). By axiomatizing the intuitive requirements a notion of
independence should satisfy, one can in fact show that, in a sense, these are
the only possible notions of independence in a noncommutative probability
space (c.f. [17]).
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Definition 8.2. Let (M, τ) be a noncommutative probability space. The von
Neumann subalgebras A1, . . . ,AN of M are called tensor independent if we
have the following factorization:

τ
( n∏
j=1

( N∏
i=1

aij

))
=

N∏
i=1

τ
( n∏
j=1

aij

)
,

whenever aij ∈ Ai (j = 1, . . . , n; i = 1, . . . , N ; n,N ∈ N).
The von Neumann subalgebras A1, . . . ,AN are called freely independent if

τ
( n∏
j=1

aj

)
= 0

whenever the following conditions hold:

(a) n is a positive integer;
(b) aj ∈ Ai(j) for all j = 1, . . . , n;
(c) τ(aj) = 0 for all j = 1, . . . , n;
(d) neighboring elements are from different subalgebras, that is i(1) ̸= i(2),

i(2) ̸= i(3), . . . , i(n− 1) ̸= i(n).

A collection {Ai}i∈I of von Neumann subalgebras of M is called (ten-
sor/freely) independent if every finite subcollection is (tensor/freely) indepen-
dent.

One should observe that both tensor and free independence imply indepen-
dence in the sense of Definition 7.1 with respect to the trivial von Neumann
subalgebra C1.

Suppose that A1,A2,A3 are von Neumann subalgebras of M. Then A1

is (tensor/freely) independent of A2 if and only if A2 is (tensor/freely) inde-
pendent of A1. If this is the case, then any von Neumann subalgebra of A1

is (tensor/freely) independent of any von Neumann subalgebra of A2. More-
over, we note that A1,A2,A3 are (tensor/freely) independent if and only if
A1, A2 are (tensor/freely) independent and W ∗(A1,A2) and A3 are (ten-
sor/freely) independent if and only if A2, A3 are (tensor/freely) independent
and W ∗(A2,A3) and A1 are (tensor/freely) independent. That is, tensor and
free independence carry over to subalgebras, are commutative and associative.

Remark 8.3. For a τ -measurable operator a independence is always under-
stood in terms of the von Neumann subalgebra W ∗(a) it generates. That is,
we call a sequence (ak)

∞
k=1 in S(τ) (tensor/freely) independent if the sequence

(W ∗(ak))
∞
k=1 of von Neumann subalgebras in M is (tensor/freely) indepen-

dent.

Roughly speaking, tensor and free independence correspond to two different
ways of constructing products of noncommutative probability spaces. Sup-
pose we are given some finite set (M1, τ1), . . . , (Mn, τn) of noncommutative
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probability spaces. We wish to define a product probability space, that is, a
noncommutative probability space (M, τ) such that the Mi are contained in
M, τ equals τi on Mi (i = 1, . . . , n), M1, . . . ,Mn generate M as a von Neu-
mann algebra and M1, . . . ,Mn are independent in a certain sense in M with
respect to τ . We will consider two types of product probability spaces: the
tensor product of noncommutative probability spaces, which corresponds to
tensor independence and is a generalization of the product of classical prob-
ability spaces, and the free product of noncommutative probability spaces,
in which case M1, . . . ,Mn are freely independent in the product space. The
tensor product construction is classical, see e.g. [131].

Theorem 8.4. (Tensor product probability space) Let (M1, τ1), . . . , (Mn, τn)
be noncommutative probability spaces (i = 1, . . . , n). Set M = M1⊗ · · ·⊗Mn,
the von Neumann algebra tensor product of M1, . . . ,Mn, τ = τ1 ⊗ · · · ⊗ τn
and define the maps W i : Mi → M by Wi(a) = 1⊗ · · · ⊗ 1⊗ a⊗ 1 · · · ⊗ 1 (a
on the i-th spot). Then (M, τ) is a noncommutative probability space and the
following properties are satisfied:

• The maps Wi : Mi → M are normal, injective, unital ∗-homomorphisms;
• The von Neumann algebras Wi(Mi) are tensor independent with respect

to τ ;
• ∪ni=1Wi(Mi) generates M as a von Neumann algebra;
• τ ◦Wi = τi for i = 1, . . . , n.

The following lemma is a direct consequence of the associativity of tensor
independence.

Lemma 8.5. Let (M1, τ1), . . . , (Mn, τn) be noncommutative probability spaces
and (M, τ) be their tensor product probability space. For each i, let Ai, Bi be
von Neumann subalgebras of Mi such that Ai is tensor independent of Bi with
respect to τi. Then A1⊗ · · ·⊗An is tensor independent of B1⊗ · · ·⊗Bn with
respect to τ .

The construction of a free product of C∗-probability spaces, i.e. C∗-algebras
equipped with a state, is well-known (see e.g. Section 7 of [109]) and can be
easily adapted to our present setting. We leave the details to the reader.

Theorem 8.6. (Free product probability space) Let (M1, τ1), . . . , (Mn, τn) be
noncommutative probability spaces (i = 1, . . . , n). Then there exists a non-
commutative probability space (M, τ) and a family of normal, injective, unital
∗-homomorphisms Wi : Mi → M such that

• The von Neumann algebras Wi(Mi) are freely independent with respect to
τ ;

• ∪ni=1Wi(Mi) generates M as a von Neumann algebra;
• τ ◦Wi = τi for i = 1, . . . , n.

In what follows, we shall identify Mi with its imageWi(Mi) in M. Note that
this identification is trace preserving, since τi = τ ◦Wi.
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The following lemma is the equivalent of Lemma 8.5 for free product prob-
ability spaces and a consequence of the associativity of free independence.

Lemma 8.7. Let (M1, τ1), . . . , (Mn, τn) be noncommutative probability spaces
and (M, τ) be their free product probability space. For each i, let Ai,Bi be von
Neumann subalgebras of Mi such that Ai is freely independent of Bi with re-
spect to τi. Then A1 ∗ · · · ∗An is freely independent of B1 ∗ · · · ∗Bn with respect
to τ .

For clarity, we shall write a ∗ b for the product of two elements a and b in a
free product probability space.

8.1.2 Probability distributions

We now turn to the problem of defining probability distributions for random
variables associated with a noncommutative probability space. We begin by
recalling the following definition.

Definition 8.8. Let (Ω,F) be a measurable space, H a complex Hilbert space
and let P(H ) denote the set of (orthogonal) projections in H . Then a spec-
tral measure e on (Ω,F) is a set map e : F → P(H ) satisfying

• e(Ω) = 1;
• e(A ∩B) = e(A)e(B) = e(B)e(A) for any A,B ∈ F ;
• for any sequence (An)

∞
n=1 of disjoint elements of F we have

e
( ∞∪
n=1

An

)
=

∞∑
n=1

e(An),

where the sum on the right hand side converges in the strong operator
topology.

It is well-known that we can define a spectral integral with respect to a spectral
measure e for any F-measurable function f : Ω → C, which we denote by∫

Ω

f(λ) de(λ).

This defines a normal operator on H , which is self-adjoint if f is real-valued
and bounded if f is.
Conversely, suppose that a is a normal operator. By the spectral theorem,
there exists a unique spectral measure ea on the Borel subsets B(C) of C such
that

a =

∫
C
λ dea(λ).

Moreover, for every Borel function f : C → C,

f(a) :=

∫
C
f(λ) dea(λ)
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defines a normal operator.
If e is any spectral measure on a measurable space (Ω,F), f : Ω → C an F-
measurable function and x =

∫
f de, then the spectral measure of x is given

by
ex(B) = e(f−1(B)) (B ∈ B(C)).

If M is a von Neumann algebra, then a normal operator a is affiliated with
M if and only if ea(B) ∈ M for every B ∈ B(C). If this is the case,

W ∗(a) =W ∗({ea(B) : B ∈ B(C)})

and moreover f(a) is affiliated with W ∗(a), for any Borel function f : C → C.
We can use the spectral measure ea to define a probability distribution for a.
Indeed, by the properties of ea and τ it is not difficult to see that the map

(τea)(B) = τ(ea(B)) (B ∈ B(C))

defines a Borel probability measure on C. Indeed, countable additivity follows
by countable additivity of ea and complete additivity of τ . We will call this
the probability distribution of the normal operator a. The following property is
well known and not difficult to prove using normality of τ and the monotone
convergence theorem.

Lemma 8.9. Let (M, τ) be a noncommutative probability space and suppose
a is a normal operator in S(τ). Then, for any Borel function f : C → C,
f(a) ∈ L1(M) if and only if f ∈ L1(C, τea) and in this case

τ(f(a)) =

∫
C
f(λ) d(τea)(λ).

We shall call two normal operators in S(τ) identically distributed if their prob-
ability distributions coincide.
For elements of L1(M) which are not normal, we cannot define a probabil-
ity distribution as above. For an element a ∈ M we can still look at its ∗-
moments, by which we mean the complex numbers τ(M(a, a∗)), whereM(z, z)
is any monomial in z and z. For normal elements in M, the probability dis-
tribution is completely determined by its ∗-moments.

Proposition 8.10. Let (M, τ) be a noncommutative probability space and let
a, b ∈ M be normal elements. If a1 and a2 have identical ∗-moments and their
spectra σ(a1) and σ(a2) coincide, then they are identically distributed.

Proof. Set σ = σ(a1) = σ(a2). By the Stone-Weierstrass theorem, we
can approximate any f ∈ C(σ) uniformly on σ by a sequence (pn)

∞
n=1 of

polynomials in z, z. In particular, the set {(pn), f} is uniformly bounded
on σ. By the Borel functional calculus for normal operators, for i = 1, 2
we have pn(ai, a

∗
i ) → f(ai) in the strong operator topology and since

{(pn(ai, a∗i ), f(ai)} is norm bounded, this convergence actually holds in the
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ultra-strong operator topology. Since a1 and a2 have identical ∗-moments, we
have by linearity τ(pn(a1, a

∗
1)) = τ(pn(a2, a

∗
2)) for all n. By ultra-weak conti-

nuity of τ we obtain τ(f(a1)) = τ(f(a2)) for every f ∈ C(σ).
Let any open subset B ⊂ σ(a) be given and let (fn)

∞
n=1 be a sequence in C(σ)

approximating χB pointwise from below. Then fn(ai) ↑ eai(B) (i = 1, 2) and
by normality of τ we obtain that a1 and a2 are identically distributed. �

8.1.3 Decoupling

As a first step towards defining stochastic integrals, we now prove two de-
coupling results for stochastic integrals of simple adapted processes. The key
results are Theorems 8.14 (for integrators with tensor independent increments)
and 8.15 (for integrators with freely independent increments).

We need two preliminary observations. The first result generalizes the clas-
sical statement that conditioning on an independent σ-algebra is redundant.
To facilitate computations with freely independent von Neumann algebras we
use the notation a◦ := a − τ(a) for a ∈ L1(M). Moreover, throughout this
section we write τ(·|A) to denote the conditional expectation with respect to
a von Neumann subalgebra A of M.

Lemma 8.11. Let (M, τ) be a noncommutative probability space. Fix u ∈
L1(M) and let A1,A2 be von Neumann subalgebras of M such thatW ∗(u,A1)
and A2 are either tensor independent or freely independent. Then,

τ(τ(u|A1)v) = τ(uv) (v ∈ L∞(W ∗(A1,A2)). (8.1)

In other words, τ(u|A1,A2) = τ(u|A1). In particular, if 1 ≤ p ≤ ∞ and
u ∈ Lp(M), then (8.1) holds for any v ∈ Lp

′
(W ∗(A1,A2)), where

1
p +

1
p′ = 1.

Proof. Notice that to prove (8.1) it suffices to show for u ∈ M that

τ(τ(u|A1)v1,1v2,1 · · · v1,kv2,k) = τ(uv1,1v2,1 · · · v1,kv2,k);
τ(τ(u|A1)v2,1v1,1 · · · v2,kv1,k) = τ(uv2,1v1,1 · · · v2,kv1,k),

(8.2)

for any k ∈ N and where vi,j ∈ Ai for i = 1, 2, j = 1, . . . , k (note that the vi,j
are allowed to be equal to 1 as 1 ∈ Ai for i = 1, 2). Indeed, suppose this is
true. Then by linearity, we have

τ(τ(u|A1)g) = τ(ug),

for any polynomial g in elements of A1 and A2. Since such polynomials (i.e.
the algebra generated by A1 ∪A2) are ultra-weakly dense in W ∗(A1,A2), we
obtain

τ(τ(u|A1)v) = τ(uv),

for any v ∈ W ∗(A1,A2). Now (8.1) follows for u ∈ L1(M) by a density
argument and L1-contractivity of τ(·|A1).
Suppose first that W ∗(u,A1) and A2 are tensor independent. Then,
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τ(uv1,1v2,1 · · · v1,kv2,k) = τ(uv1,1 · · · v1,k)τ(v2,1 · · · v2,k)
= τ(τ(u|A1)v1,1 · · · v1,k)τ(v2,1 · · · v2,k)
= τ(τ(u|A1)v1,1v2,1 · · · v1,kv2,k).

This proves the first equation of (8.2) in the case of tensor independence, the
proof of the second is analogous.
Suppose now that W ∗(u,A1) and A2 are freely independent. We will prove
(8.2) by induction on k. Notice first that for v ∈ A2 we have τ(uv) =
τ(u)τ(v) = τ(τ(u|A1))τ(v) = τ(τ(u|A1)v). For v ∈ A1 we have τ(uv) =
τ(τ(u|A1)v) by (3.8). Suppose that (8.2) holds for k = n. For the first equa-
tion of (8.2) we have

τ(uv1,1v2,1 · · · v1,nv2,nv1,n+1) = τ(uv1,1v2,1 · · · v1,nv2,n(v1,n+1)
◦)

+τ(uv1,1v2,1 · · · v1,nv2,n)τ(v1,n+1)

= τ(uv1,1v2,1 · · · v1,nv2,n(v1,n+1)
◦)

+τ(τ(u|A1)v1,1v2,1 · · · v1,nv2,n)τ(v1,n+1),

where in the last step we use the induction hypothesis. We now proceed by
writing v2,n = (v2,n)

◦ + τ(v2,n) in the first term on the far right hand side to
obtain

τ(uv1,1v2,1 · · · v1,nv2,n(v1,n+1)
◦) = τ(uv1,1v2,1 · · · v1,n(v2,n)◦(v1,n+1)

◦)

+τ(uv1,1v2,1 · · · v1,n(v1,n+1)
◦)τ(v2,n).

We can now write v1,n = (v1,n)
◦ + τ(v1,n) in the first term on the right hand

side and expand by linearity. Continuing in this fashion we arrive at

τ(uv1,1v2,1 · · · v1,nv2,nv1,n+1) = τ((uv1,1)
◦(v2,1)

◦ · · · (v1,n)◦(v2,n)◦(v1,n+1)
◦)

+lower order terms,

where the lower order terms are products of elements of the form τ(vi,j) with
j ≤ n + 1 and τ(uv1,1w2,1 · · ·w1,lw2,l) with l ≤ n and wk,l ∈ Ak (k = 1, 2).
To these terms we can apply the induction hypothesis, i.e. we can replace u
by τ(u|A1). For the first term in the above equation we note that by free
independence,

τ((uv1,1)
◦(v2,1)

◦ · · · (v1,n)◦(v2,n)◦(v1,n+1)
◦) = 0

τ((τ(u|A1)v1,1)
◦(v2,1)

◦ · · · (v1,n)◦(v2,n)◦(v1,n+1)
◦) = 0.

Now apply the above argument backwards with τ(u|A1) instead of u to obtain

τ(τ(u|A1)v1,1v2,1 · · · v1,nv2,nv1,n+1) = τ(uv1,1v2,1 · · · v1,nv2,nv1,n+1).

For the second equation of (8.2) we use the same argument, with the only
minor difference that we use the expansion



200 8 Noncommutative stochastic integration

τ(uv2,1v1,1 · · · v2,nv1,nv2,n+1) = τ(u◦(v2,1)
◦(v1,1)

◦ · · · (v2,n)◦(v1,n)◦(v2,n+1)
◦)

+lower order terms.

By induction, we have proved (8.2). �

The following technical lemma is used to handle the case where the integrator
has tensor independent, normal, but unbounded increments.

Lemma 8.12. Let (M, τ) be a noncommutative probability space. Suppose a, b
are commuting normal elements in L1(M), which are identically distributed
and tensor independent. Then,

τ(a− b|a+ b) = 0.

Proof. Let ea, eb denote the spectral measures of a and b, respectively, then
there is a unique product spectral measure e = ea×eb on (C2,B(C2)) (c.f. [21]).
Let ea+b be the spectral measure of a + b. Clearly, by ultra-weak continuity
of the map c 7→ τ((a− b)c) on M, it suffices to show that

τ((a− b)ea+b(B)) = 0, (8.3)

for every B ∈ B(C).
Let B ∈ B(C) be arbitrary and set A = {(z1, z2) ∈ C2 : z1 + z2 ∈ B}. By the
joint functional calculus of a and b,

(a− b)ea+b(B) =

∫
C2

(z1 − z2)χA(z1, z2) d(e)(z1, z2),

and by Lemma 8.9,

τ((a− b)ea+b(B)) =

∫
C2

(z1 − z2)χA(z1, z2) d(τe)(z1, z2).

For any C1, C2 ∈ B(C),

τe(C1 × C2) = τ(ea × eb(C1 × C2))

= τ(ea(C1))τ(e
b(C2)) = τea × τeb(C1 × C2),

so τe is equal to the product probability measure τea × τeb. Since τea = τeb

and (z1, z2) ∈ A if and only if (z2, z1) ∈ A, we obtain∫
C2

(z1 − z2)χA(z1, z2) d(τe) =

∫
C2

(z2 − z1)χA(z2, z1) d(τe
a × τeb)

= −
∫
C2

(z1 − z2)χA(z1, z2) d(τe).

Hence, τ((a− b)ea+b(B)) = 0 and our proof is complete. �
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Definition 8.13. Let (M, τ) be a noncommutative probability space and let
(Mn)

∞
n=0 be a discrete-time filtration in M. A sequence (xn)

∞
n=1 in M is

called predictable with respect to (Mn)
∞
n=0 if xn ∈ Mn−1 for all n ≥ 1.

The following two decoupling theorems are noncommutative versions of The-
orem 2.3. The argument used to prove these results has its roots in [104],
Theorem 6.1 (see also [106], Lemma 3.4).

Theorem 8.14. Let E be a symmetric Banach function space on (0,∞) with

1 < pE ≤ qE < ∞. Suppose that (M, τ) and (M̃, τ̃) are noncommutative

probability spaces. Let (Mn)
N
n=0,(M̃n)

N
n=0 be filtrations in M and M̃, and

let (vn)
N
n=1, (wn)

N
n=1 be (Mn)

N
n=0-predictable sequences in M. Suppose that

ξ1, . . . , ξN ∈ E(M) and ξ̃1, . . . , ξ̃N ∈ E(M̃) satisfy the following conditions:

• ξn, ξ̃n are centred, i.e. τ(ξn) = τ̃(ξ̃n) = 0 (n = 1, . . . , N);

• ξn ∈ E(Mn), ξ̃n ∈ E(M̃n) for n = 1, . . . , N ;

• ξn is tensor independent of Mn−1 and ξ̃n is tensor independent of M̃n−1

for n = 1, . . . , N ;
• If ξn and ξ̃n are bounded operators for every n = 1, . . . , N , then we assume

that ξn and ξ̃n have identical ∗-moments. Otherwise, we assume that for
every n = 1, . . . , N , ξn and ξ̃n are normal and identically distributed.

Under these assumptions,

∥∥∥ N∑
n=1

vnξnwn

∥∥∥
E(M)

≃E
∥∥∥ N∑
n=1

vnwn ⊗ ξ̃n

∥∥∥
E(M)

, (8.4)

where (M, τ) denotes the tensor product probability space of (M, τ) and

(M̃, τ̃).

Proof. For n = 1, . . . , N define

d2n−1 :=
1

2
vnξnwn ⊗ 1 +

1

2
vnwn ⊗ ξ̃n,

d2n :=
1

2
vnξnwn ⊗ 1− 1

2
vnwn ⊗ ξ̃n

and

D2n−1 := W ∗(Mn−1⊗M̃n−1, {ξn ⊗ 1 + 1⊗ ξ̃n}),
D2n := Mn⊗M̃n.

Then (Dn)2Nn=1 is a filtration in M and

N∑
n=1

vnξnwn ⊗ 1 =
2N∑
n=1

dn,
N∑
n=1

vnwn ⊗ ξ̃n =
2N∑
n=1

(−1)n+1dn.
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Since noncommutative martingale difference sequences are unconditional in
E(M) by Proposition 6.26, it suffices to show that (dn)

2N
n=1 is a martingale

difference sequence with respect to the filtration (Dn)2Nn=1.
Clearly, (dn)

2N
n=1 is (Dn)2Nn=1-adapted. Due to Lemma 8.5 the von Neu-

mann algebras W ∗(ξn)⊗W ∗(ξ̃n) and Mn−1⊗M̃n−1 are tensor independent

and hence, W ∗({ξn ⊗ 1 − 1 ⊗ ξ̃n, ξn ⊗ 1 + 1 ⊗ ξ̃n}) and Mn−1⊗M̃n−1 are
tensor independent. By Lemma 8.11 we have

τ(d2n|D2n−1)

=
1

2
τ ⊗ τ̃

(
vnξnwn ⊗ 1− vnwn ⊗ ξ̃n

∣∣∣D2n−1

)
=

1

2
τ ⊗ τ̃

(
vnξnwn ⊗ 1− vnwn ⊗ ξ̃n

∣∣∣W ∗(Mn−1⊗M̃n−1, {ξn ⊗ 1 + 1⊗ ξ̃n})
)

=
1

2

(
(vn ⊗ 1)τ ⊗ τ̃

(
ξn ⊗ 1− 1⊗ ξ̃n

∣∣∣ξn ⊗ 1 + 1⊗ ξ̃n

)
(wn ⊗ 1)

)
.

We claim that the latter expression is zero. Suppose first that ξn, ξ̃n are
bounded and have identical ∗-moments. Note that the map c 7→ τ ⊗ τ̃((ξn ⊗
1 − 1 ⊗ ξ̃n)c) is linear and ultra weakly-continuous and it is therefore suffi-
cient to show that τ ⊗ τ̃((ξn ⊗ 1 − 1 ⊗ ξ̃n)P ) = 0 for any ∗-monomial P in
ξn ⊗ 1 + 1⊗ ξ̃n. This follows by direct calculation, using the fact that ξn and
ξ̃n have identical ∗-moments.

On the other hand, if ξn, ξ̃n are normal and identically distributed, we
apply Lemma 8.12 with a = ξn ⊗ 1 and b = 1⊗ ξ̃n to prove the claim.

Similarly we have,

τ(d2n−1|D2n−2) =
1

2
τ ⊗ τ̃

(
vnξnwn ⊗ 1 + vnwn ⊗ ξ̃n

∣∣∣Mn−1⊗M̃n−1

)
=

1

2
τ ⊗ τ̃

(
ξn ⊗ 1 + 1⊗ ξ̃n

)
vnwn ⊗ 1 = 0,

where we use that ξn and ξ̃n are centred.
Thus (dn)

2N
n=1 is the martingale difference sequence of the noncommutative

martingale (
∑n
k=1 dk)

2N
n=1 and our proof is complete. �

The free version of Theorem 8.14 reads as follows.

Theorem 8.15. Let E be a symmetric Banach function space on (0,∞).

Suppose that (M, τ) and (M̃, τ̃) are noncommutative probability spaces. Let

(Mn)
N
n=0, (M̃n)

N
n=0 be filtrations in M and M̃, and let (vn)

N
n=1, (wn)

N
n=1 be

(Mn)
N
n=0-predictable sequences in M. Suppose that the elements ξ1, . . . , ξN ∈

M and ξ̃1, . . . , ξ̃N ∈ M̃ satisfy the following four conditions:

• ξn, ξ̃n are centred (n = 1, . . . , N);

• ξn ∈ Mn, ξ̃n ∈ M̃n for n = 1, . . . , N ;
• ξn is freely independent of Mn−1 and ξ̃n is freely independent of M̃n−1

for n = 1, . . . , N ;
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• For every n = 1, . . . , N , ξn and ξ̃n have identical ∗-moments.

Under these assumptions,

∥∥∥ N∑
n=1

vnξnwn

∥∥∥
E(M)

≃E
∥∥∥ N∑
n=1

vn ∗ ξ̃n ∗ wn
∥∥∥
E(M)

, (8.5)

where (M, τ) denotes the free product probability space of (M, τ) and (M̃, τ̃).

Proof. The proof is the same as the one for Theorem 8.14, once we replace all
tensor product probability spaces by free product probability spaces and use
Lemma 8.7 instead of Lemma 8.5. �

8.2 Itô isomorphisms

In this section we prove Itô-type isomorphisms for noncommutative stochastic
integrals with respect to Boson and free Brownian motions. We extend the
results obtained for Lp-spaces in [43].

Let M be a noncommutative probability space and let E be a separable
symmetric Banach function space on (0,∞). Recall the following terminology.
A (continuous-time) filtration is an increasing family of von Neumann subal-
gebras (Mt)t≥0 ofM, i.e.,Ms ⊂ Mt whenever 0 ≤ s ≤ t, which generatesM,
M = (∪t≥0Mt)

′′. An E(M)-valued process adapted to the filtration (Mt)t≥0

is a map f : R+ → E(M) such that f(s) ∈ E(Ms) for every s ≥ 0. We call an
(Mt)t≥0-adapted E(M)-valued process f simple if it is piecewise constant,
i.e. if there exists a finite partition π = {0 = t0 < t1 < . . . < tn+1 < ∞} of
R+ such that

f(t) =
n∑
k=0

f(tk)χ(tk,tk+1](t) (t ≥ 0),

Notice that adaptedness of f means in this case that f(tk) ∈ E(Mtk) for all
k ≥ 0.

Definition 8.16. Let M be a noncommutative probability space and (Mt)t≥0

be a filtration in M. A process (Φt)t≥0 in L1(M) (respectively, M) is called
a Boson (free) Brownian motion if

• Φt − Φs is tensor (freely) independent of Ms for all 0 ≤ s < t,
• For any 0 ≤ s < t, Φt − Φs has a normal (semicircular) distribution with

mean 0 and variance t− s.

Examples of Boson and free Brownian motions can be explicitly constructed
using creation and annihilation operators on symmetric and full Fock spaces,
see [43].

Let Φ be a Boson or free Brownian motion and let (Mt)t≥0 be the filtration
generated by Φ. Following the classical approach of K. Itô, we define the left
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and right stochastic integral of a simple adapted E(M)-valued process f with
respect to Φ by ∫ t

0

f dΦ :=
n∑
k=0

f(tk)(Φ(t ∧ tk+1)− Φ(t ∧ tk))∫ t

0

(dΦ f) :=
n∑
k=0

(Φ(t ∧ tk+1)− Φ(t ∧ tk))f(tk),

respectively, where t∧ tk denotes the infimum of t and tk. We let SEad(0, T ) be
the linear space of simple adapted E(M)-valued processes supported on [0, T ].
Let HE

c (0, T ) and HE
r (0, T ) be the closure of SEad(0, T ) in E(M;L2(0, T )c) and

E(M;L2(0, T )r), respectively. We define

HE(0, T ) =

{
HE
c (0, T ) +HE

r (0, T ), if 1 < pE ≤ qE < 2,
HE
c (0, T ) ∩HE

r (0, T ), if 2 < pE ≤ qE <∞.

In the proof of Theorem 8.17 we shall use that SL
∞

ad (0, T ) is dense in HE(0, T )
and that

∥f∥HE(0,T ) ≃E inf{∥g∥HE
c (0,T ) + ∥h∥HE

r (0,T )}, (8.6)

where the infimum is taken over all g, h ∈ SEad(0, T ) such that f = g+h. These
facts were proved in [114], p. 687-688, for E = Lp and can be obtained in the
general case needed here by a straightforward modification of their argument.

Let HE
loc(R+) denote the linear space of all processes f : R+ → E(M)

such that, for every T > 0, the restriction of f to [0, T ] belongs to HE(0, T ).
Analogously we define HE

c,loc(R+) and HE
r,loc(R+).

The following two theorems establish Itô-isomorphisms for E(M)-valued
processes.

Theorem 8.17. Let M be a noncommutative probability space and E be a
separable symmetric Banach function space on (0,∞). Suppose that either
1 < pE ≤ qE < 2 or 2 < pE ≤ qE < ∞. If f ∈ SL∞

ad (0, T ) and Φ is a Boson
Brownian motion, then∥∥∥∫ T

0

f dΦ
∥∥∥
E(M)

≃E ∥f∥HE(0,T ) ≃E
∥∥∥∫ T

0

(dΦ f)
∥∥∥
E(M)

. (8.7)

Hence, by density of SL∞

ad (0, T ) in HE(0, T ), for any f ∈ HE(0, T ) we can

define the left and right stochastic integral
∫ T
0
f dΦ and

∫ T
0

(dΦ f) and (8.7)

holds. Moreover, if f ∈ HE
loc(R+), the processes (

∫ t
0
f dΦ)t≥0, (

∫ t
0
(dΦ f))t≥0

are continuous E(M)-valued martingales.

Proof. We only prove the first equivalence in (8.7), the second is proved anal-
ogously. Suppose f ∈ SL

∞

ad (0, T ) is given by

f =

n∑
k=0

f(tk)χ(tk,tk+1],
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where, refining the partition of R+ if necessary, we may assume that T = tn+1.
Then, ∫ T

0

f dΦ =
n∑
k=0

f(tk)(Φ(tk+1)− Φ(tk)).

Let (M̃, τ̃) be a copy of (M, τ) and Φ̃ a copy of Φ in (M̃, τ̃). By decoupling
(cf. Theorem 8.14) we obtain∥∥∥∫ T

0

f dΦ
∥∥∥
E(M)

≃E
∥∥∥ n∑
k=0

f(tk)⊗ (Φ̃(tk+1)− Φ̃(tk))
∥∥∥
E(M⊗M̃)

=
∥∥∥ n∑
k=0

√
tk+1 − tkf(tk)⊗

1√
tk+1 − tk

(Φ̃(tk+1)− Φ̃(tk))
∥∥∥
E(M⊗M̃)

.

(8.8)

Suppose first that 2 < pE ≤ qE <∞. By Corollary 7.11 we have∥∥∥∫ T

0

f dΦ
∥∥∥
E

≃E max
{
∥(
√
tk+1 − tkf(tk))∥E(M;l2c)

, ∥(
√
tk+1 − tkf(tk))∥E(M;l2r)

}
.

It follows from (5.10) that

∥(
√
tk+1 − tkf(tk))∥E(M;l2c)

=
∥∥∥ n∑
k=0

√
tk+1 − tkf(tk)⊗

1√
tk+1 − tk

χ(tk,tk+1]

∥∥∥
E(M,L2(0,T )c)

= ∥f∥HE
c (0,T ), (8.9)

and by (5.11),

∥(
√
tk+1 − tkf(tk))∥E(M;l2r)

= ∥f∥HE
r (0,T ). (8.10)

Therefore, ∥∥∥∫ T

0

f dΦ
∥∥∥
E(M)

≃E ∥f∥HE(0,T ).

Suppose now that E is 1 < pE ≤ qE < 2. By (8.8) and Corollary 7.12 we have∥∥∥∫ T

0

f dΦ
∥∥∥
E(M)

≃E inf
{
∥(
√
tk+1 − tkak)∥E(M;l2c)

+ ∥(
√
tk+1 − tkbk)∥E(M;l2r)

}
, (8.11)
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where the infimum is taken over all decompositions f(tk) = ak+ bk in E(M),
0 ≤ k ≤ n. Let f(tk) = ck + dk, 0 ≤ k ≤ n, be any such decomposition.
Then, since f(tk) ∈ E(Mtk), f(tk) = τ(ck|Mtk) + τ(dk|Mtk) and by the
noncommutative Stein inequality we have

∥(τ(ck|Mtk))∥E(M;l2c)
.E ∥(ck)∥E(M;l2c)

;

∥(τ(dk|Mtk))∥E(M;l2r)
.E ∥(dk)∥E(M;l2r)

.

Hence, it is equivalent in (8.11) to take the infimum over all decompositions
f(tk) = ak + bk in E(Mtk), 0 ≤ k ≤ n. But any finite sequence (ck)

n
k=0 with

ck ∈ E(Mtk) can be identified with an element of g ∈ SEad(0, T ) defined by

g =
n−1∑
k=1

ckχ(tk,tk+1].

Therefore, by (8.6), (8.9) and (8.10) we obtain∥∥∥∫ T

0

f dΦ
∥∥∥
E(M)

≃E ∥f∥HE(0,T ).

Suppose now that f ∈ HE
loc(R+) and let fn ∈ SL∞

ad (0, T ) converge to f in
HE(0, T ). Then,∥∥∥∫ T

0

fn dΦ−
∫ T

0

fm dΦ
∥∥∥
E(M)

≃E ∥fn − fm∥HE(0,T ),

and by completeness of HE(0, T ) the sequence (
∫ T
0
fn dΦ) converges to a limit∫ T

0
f dΦ in E(MT ) which satisfies∥∥∥∫ T

0

f dΦ
∥∥∥
E(M)

≃p ∥f∥HE(0,T ).

Since (
∫ t
0
fn dΦ)t≥0 is an (Mt)-martingale for every n and conditional ex-

pectations are bounded on E(M) by a constant depending only on E (cf.

Proposition 3.4 and Theorem 5.21), we see that (
∫ t
0
f dΦ)t≥0 is an E(M)-

valued martingale. To prove that the map t 7→
∫ t
0
f dΦ is continuous, suppose

first that f ∈ S∞
ad(0, T ) and let u ∈ [0, T ]. By choosing 0 ≤ s < u close enough

to u we may assume that fχ(s,u] = aχ(s,u] for some a ∈ Ms. We have∥∥∥∫ u

0

f dΦ−
∫ s

0

f dΦ
∥∥∥
E(M)

=
∥∥∥∫ T

0

fχ(s,u] dΦ
∥∥∥
E(M)

≃E ∥aχ(s,u]∥HE(0,T ) =
√
u− s∥a∥E(M),

so t 7→
∫ t
0
f dΦ is continuous at u. The continuity of t 7→

∫ t
0
f dΦ for f ∈

HE(0, T ) now follows by approximation. �
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Remark 8.18. From the proof of Theorem 8.17 it is not clear that for a simple
adapted E(M)-valued process f =

∑n
k=0 f(tk)χ(tk,tk+1] the stochastic inte-

grals
∫ T
0
f dΦ and

∫ T
0

(dΦ f) are given by (8.2). For the left stochastic integral
this can be seen as follows (the other case is analogous). Since E is separable,
M is dense in E(M) and so we can find a simple, adaptedM-valued processes
fi =

∑n
k=0 fi(tk)χ(tk,tk+1] such that sup0≤k≤n ∥f(tk)− fi(tk)∥E(M) <

1
i . Ob-

serve that fi → f in HE(0, T ) and through the isomorphism proved above we

obtain
∫ T
0
fi dΦ→

∫ T
0
f dΦ in E(M) and hence also with respect to the mea-

sure topology. On the other hand, for every 0 ≤ k ≤ n we have fi(tk) → f(tk)
in E(M) and hence also in measure. Since addition and multiplication are
continuous with respect to the measure topology, we obtain

n−1∑
k=0

fi(tk)(Φ(tk+1)− Φ(tk)) →
n−1∑
k=0

f(tk)(Φ(tk+1)− Φ(tk))

in measure. Since the measure topology is Hausdorff, (8.2) holds.

To conclude this chapter we prove the free version of Theorem 8.17, see The-
orem 8.21 below. We make use of the following Khintchine-type inequalities.

Proposition 8.19. Fix 1 < p < ∞. Let M and M̃ be finite von Neumann
algebras equipped with a normal, faithful, finite trace τ and τ̃ , respectively. Let
M be the free product von Neumann algebra of M and M̃ and let τ be the
corresponding free product trace. Suppose that (ξk)

∞
k=1 is a freely independent

sequence in L∞(M̃) such that τ(ξk) = 0 for all k ≥ 1, c2 = inf{∥ξk∥2} > 0
and d∞ = sup{∥ξk∥∞} <∞. Then, for any v1, . . . , vn ∈ Lp(M),∥∥∥ n∑

k=1

vk ∗ ξk
∥∥∥
Lp(M)

≃p,c2,d∞ ∥(vk)∥Lp(M;l2r)
(8.12)

and ∥∥∥ n∑
k=1

ξk ∗ vk
∥∥∥
Lp(M)

≃p,c2,d∞ ∥(vk)∥Lp(M;l2c)
. (8.13)

Proof. Throughout we use the notation cr = inf{∥ξk∥r} and ds = sup{∥ξk∥s}.
By assumption, cr > 0 for r ≤ 2 ≤ ∞ and ds < ∞ for every 1 ≤ s ≤ ∞.
Observe that (8.13) follows from (8.12) by taking adjoints.

To prove (8.12), we may assume without loss of generality that ∥ξk∥2 = 1
for all k ≥ 1. Indeed, once we have proved the assertion under this additional
assumption, the general case follows from the observations

∥(∥ξk∥2vk)∥Lp(M;l2r)
≃c2,d2 ∥(vk)∥Lp(M;l2r)

,

and
sup{∥ξk∥−1

2 ∥ξk∥∞} ≤ d∞c
−1
2 <∞.
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Suppose first that 2 ≤ p < ∞. Recall the notation τ(·|M) = EM. Observe
that EM(vj ∗ ξj) = 0 for every j. Moreover, the finite sequence (vk ∗ ξk) is
independent with respect to EM. Indeed, for j ̸= k, let a ∈ W ∗(M,W ∗(ξj)),
b ∈W ∗(M,W ∗(ξk)) and c ∈ M be arbitrary. Then,

τ(abc) = τ(τ(a|M,W ∗(ξk))bc)

= τ(τ(a|M)bc) = τ(τ(a|M)τ(b|M)c),

where we use the free independence of W ∗(M,W ∗(ξj)) and W ∗(ξk) and
Lemma 8.11 in the second equality. Since c ∈ M was arbitrary, we conclude
by Proposition 3.4 that EM(ab) = EM(a)EM(b).
By the noncommutative Rosenthal inequalities (Theorem 7.4) we have∥∥∥ n∑

k=1

vk ∗ ξk
∥∥∥
Lp(M)

≃p max
{
∥(vk ∗ ξk)∥lp(Lp(M)),

∥(vk ∗ ξk)∥Lp(M,EM;l2c)
, ∥(vk ∗ ξk)∥Lp(M,EM;l2r)

}
.

We shall estimate the three norms on the right hand side using the free inde-
pendence of vk and ξk. First observe that

∥(vk ∗ ξk)∥Lp(M,EM;l2r)
=

∥∥∥(∑
k

EM(vk ∗ ξk ∗ ξ∗k ∗ v∗k)
) 1

2
∥∥∥
p

=
∥∥∥(∑

k

vk ∗ EM(ξk ∗ ξ∗k) ∗ v∗k
) 1

2
∥∥∥
p

=
∥∥∥(∑

k

vkτ(ξkξ
∗
k)v

∗
k

) 1
2
∥∥∥
p
= ∥(vk)∥Lp(M;l2r)

,

as ∥ξk∥2 = 1 for all k. Using (3.8) one calculates that

EM(ξ∗k ∗ v∗k ∗ vk ∗ ξk) = τ(v∗kvk)τ̃(ξ
∗
kξk) (k ≥ 1). (8.14)

Therefore,

∥(vk ∗ ξk)∥Lp(M,EM;l2c)
=

∥∥∥(∑
k

EM(ξ∗k ∗ v∗k ∗ vk ∗ ξk)
) 1

2
∥∥∥
p

=
∥∥∥(∑

k

τ(v∗kvk)τ̃(ξ
∗
kξk)

) 1
2
∥∥∥
p

= ∥(vk)∥l2(L2(M)) = ∥(vk)∥L2(M;l2r)
.

It remains to estimate ∥(vk ∗ ξk)∥lp(Lp(M)). As ∥vk ∗ ξk∥p ≤ ∥vk∥p∥ξk∥∞ it
follows that

∥(vk ∗ ξk)∥lp(Lp(M)) .d∞ ∥(vk)∥lp(Lp(M)).

Moreover,
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∥(vk)∥lp(Lp(M)) ≤ ∥(vk)∥Lp(M;l2r)
.

For p = 2 this is clear. For p = ∞ we note that for any j we have vjv
∗
j ≤∑

k vkv
∗
k and therefore ∥vj∥∞ ≤ ∥(

∑
k vkv

∗
k)

1
2 ∥∞. The remaining cases follow

by interpolation. We have obtained∥∥∥ n∑
k=1

vk ∗ ξk
∥∥∥
p
≃p,d∞ max

{
∥(vk)∥lp(Lp(M)), ∥(vk)∥L2(M;l2r)

, ∥(vk)∥Lp(M;l2r)

}
= ∥(vk)∥Lp(M;l2r)

.

To obtain (8.12) in the case 1 < p < 2 we use duality. Let vk, ξk be as above
and let p′ denote the Hölder conjugate of p. Let (wk) be a finite sequence in
Lp

′
(M). Using free independence one calculates that

τ(vkξkξ
∗
jwj) =

{
τ(vkwk)∥ξk∥22, if k = j,

0, if k ̸= j.
(8.15)

By assumption ∥ξk∥2 = 1 for all k ≥ 1, so∣∣∣∑
k

τ(vkwk)
∣∣∣ =

∣∣∣τ((∑
k

vk ∗ ξk
)(∑

j

ξ∗jwj

))∣∣∣
≤

∥∥∥∑
k

vk ∗ ξk
∥∥∥
Lp(M)

∥∥∥∑
j

ξ∗jwj

∥∥∥
Lp′ (M)

.p,d∞
∥∥∥∑

k

vk ∗ ξk
∥∥∥
Lp(M)

∥(wj)∥Lp′ (M;l2c)
.

By taking the supremum over all finite sequences (wk) in Lp
′
(M) satisfying

∥(wk)∥Lp′ (M;l2c)
≤ 1 we obtain

∥(vk)∥Lp(M;l2r)
.p,d∞

∥∥∥∑
k

vk ∗ ξk
∥∥∥
Lp(M)

.

For the reverse inequality, first suppose that v1, . . . , vn ∈ L∞(M). Then,∥∥∥∑
k

vk ∗ ξk
∥∥∥2
Lp(M)

=
∥∥∥(∑

k

vk ∗ ξk
)(∑

j

vj ∗ ξj
)∗∥∥∥

L
p
2 (M)

≤
∥∥∥EM((∑

k

vk ∗ ξk
)(∑

j

vj ∗ ξj
)∗)∥∥∥

L
p
2 (M)

=
∥∥∥∑

k

EM(vk ∗ ξk ∗ ξ∗k ∗ v∗k)
∥∥∥
L
p
2 (M)

=
∥∥∥∑

k

vkv
∗
k τ̃(ξkξ

∗
k)
∥∥∥
L
p
2 (M)

= ∥(vk)∥2Lp(M;l2r)
,

where the inequality is a consequence of [70], Theorem 7.1, as p
2 < 1, and

the penultimate equality follows from (8.14). The asserted inequality for
v1, . . . , vn ∈ Lp(M) now follows by approximation. This completes the proof.

�
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By interpolation and duality we obtain the following result for noncommuta-
tive Banach function spaces.

Corollary 8.20. (Free Khintchine inequalities) Let E be a separable symmet-

ric Banach function space on (0,∞) with 1 < pE ≤ qE < ∞. Let M and M̃
be finite von Neumann algebras equipped with a normal, faithful, finite trace
τ and τ̃ , respectively. Let M be the free product von Neumann algebra of
M and M̃ and let τ be the corresponding free product trace. Suppose that
(ξk)

∞
k=1 is a freely independent sequence in L∞(M̃) such that τ(ξk) = 0 for

all k ≥ 1, c2 = inf{∥ξk∥2} > 0 and d∞ = sup{∥ξk∥∞} < ∞. Then, for any
v1, . . . , vn ∈ E(M),∥∥∥ n∑

k=1

vk ∗ ξk
∥∥∥
E(M)

≃E,c2,d∞ ∥(vk)∥E(M;l2r)
(8.16)

and ∥∥∥ n∑
k=1

ξk ∗ vk
∥∥∥
E(M)

≃E,c2,d∞ ∥(vk)∥E(M;l2c)
. (8.17)

Proof. It suffices to prove (8.16), as (8.17) immediately follows by applying
(8.16) for the sequence (v∗k). Notice that by interpolation we immediately
obtain ∥∥∥ n∑

k=1

vk ∗ ξk
∥∥∥
E(M)

.E,c2,d∞ ∥(vk)∥E(M;l2r)

from (8.12). For the reverse inequality we use the isometric identification
(E(M; l2r))

∗ = E×(M; l2c) observed in Lemma 5.27. By (4.7) we have 1 <
pE× ≤ qE× < ∞. Let (wk) be a finite sequence in E×(M). We may assume
that ∥ξk∥2 = 1 for all k. By (8.15),∣∣∣∑

k

τ(vkwk)
∣∣∣ =

∣∣∣τ((∑
k

vk ∗ ξk
)(∑

j

ξ∗jwj

))∣∣∣
≤

∥∥∥∑
k

vk ∗ ξk
∥∥∥
E(M)

∥∥∥∑
j

ξ∗jwj

∥∥∥
E×(M)

.E,c2,d∞
∥∥∥∑

k

vk ∗ ξk
∥∥∥
E(M)

∥(wj)∥E×(M;l2c)
.

By taking the supremum over all finite sequences (wk) in E×(M) satisfying
∥(wk)∥E×(M;l2c)

≤ 1 we obtain

∥(vk)∥E(M;l2r)
.E,c2,d∞

∥∥∥∑
k

vk ∗ ξk
∥∥∥
E(M)

.

�

We are ready to prove the final result of this thesis.



8.2 Itô isomorphisms 211

Theorem 8.21. Let M be a noncommutative probability space and E be a
separable symmetric Banach function space on (0,∞). If f ∈ SL∞

ad (0, T ) and
Φ is a free Brownian motion, then∥∥∥∫ T

0

f dΦ
∥∥∥
E(M)

≃E ∥f∥HE
r (0,T ),∥∥∥∫ T

0

(dΦ f)
∥∥∥
E(M)

≃E ∥f∥HE
c (0,T ).

(8.18)

Hence, by density of SL∞

ad (0, T ) in HE
r (0, T ) and HE

c (0, T ), for any f in

HE
r (0, T ) (respectively, HE

c (0, T )) we can define the stochastic integral
∫ T
0
f dΦ

(respectively,
∫ T
0

(dΦ f)) and (8.18) holds. Moreover, if f ∈ HE
r,loc(R+) (re-

spectively, f ∈ HE
c,loc(R+)), then (

∫ t
0
f dΦ)t≥0 (respectively, (

∫ t
0
(dΦ f))t≥0)

are continuous E(M)-valued martingales.

Proof. The proof is similar to, but simpler than, the one for Theorem 8.17.
In this case we use the free version of the decoupling inequalities in Theo-
rem 8.15 and the free Khintchine-type inequalities in Corollary 8.20 instead
of their tensor counterparts in Theorem 8.14 and Corollaries 7.11 and 7.12,
respectively. We leave the details to the interested reader. �
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driven by Lévy processes. ArXiv: 1007.3295v1.

32. V. Chilin and F. Sukochev. Weak convergence in non-commutative symmetric
spaces. J. Operator Theory, 31(1):35–65, 1994.

33. J. Conway. A course in functional analysis, volume 96 of Graduate Texts in
Mathematics. Springer-Verlag, New York, 1985.

34. A. Coquio. The optional stopping theorem for quantum martingales. J. Funct.
Anal., 238(1):149–180, 2006.

35. M. Cotlar. A unified theory of Hilbert transforms and ergodic theorems. Rev.
Mat. Cuyana, 1:105–167 (1956), 1955.

36. S. Cox and M. Veraar. Vector-valued decoupling and the Burkholder-Davis-
Gundy inequality. Illinois J. Math. Accepted for publication.

37. I. Cuculescu and A. Oprea. Noncommutative probability. Kluwer Academic
Publishers Group, Dordrecht, 1994.

38. G. Da Prato and J. Zabczyk. Stochastic equations in infinite dimensions.
Cambridge University Press, Cambridge, 1992.



References 215

39. J. Diestel, H. Jarchow, and A. Tonge. Absolutely summing operators. Cam-
bridge University Press, Cambridge, 1995.

40. J. Diestel and J. Uhl. Vector measures. American Mathematical Society, Prov-
idence, R.I., 1977.

41. S. Dirksen. Burkholder-Rosenthal inequalities for random vectors in noncom-
mutative Lp-spaces. In preparation.

42. S. Dirksen. A direct proof of the noncommutative Boyd interpolation theorem.
In preparation.

43. S. Dirksen. Noncommutative stochastic integration through decoupling. J.
Math. Anal. Appl., 370(1):200–223, 2010.

44. S. Dirksen, B. de Pagter, D. Potapov, and F. Sukochev. Rosenthal inequalities
in noncommutative symmetric spaces. To appear in J. Funct. Anal.

45. S. Dirksen, J. Maas, and J. van Neerven. Poisson stochastic integration in
Lp-spaces and Malliavin calculus. In preparation.
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Séminaire Maurey-Schwartz 1973–1974: Espaces Lp, applications radonifiantes
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stochastic flows of diffeomorphisms. In Real and stochastic analysis, pages
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Summary

Noncommutative and Vector-valued
Rosenthal Inequalities

This thesis is dedicated to the study of a class of probabilistic inequalities,
called Rosenthal inequalities. These inequalities provide two-sided estimates
for the p-th moments of the sum of a sequence of independent, mean zero
random variables, in terms of a suitable norm on the sequence itself. Rosen-
thal inequalities are named after the mathematician H.P. Rosenthal, who first
discovered them for scalar-valued random variables around 1970. The main
results of this thesis extend Rosenthal’s inequalities in two different directions.

In Part I we consider sums of independent, mean zero random variables
taking values in a Banach space. The main results give Rosenthal-type in-
equalities in the case where the Banach space is either a Hilbert space or an
Lp-space. The inequalities we develop in this setting are principally designed
to prove a novel Itô isomorphism for vector-valued stochastic integrals with re-
spect to a compensated Poisson random measure. These kind of isomorphisms
are a key tool for the analysis of stochastic partial differential equations.

The Rosenthal-type inequalities are further extended to apply to random
variables taking values in a noncommutative Lp-space associated with a von
Neumann algebra. By specializing this result to the von Neumann algebra of
n × n matrices, we find quantitative bounds for the moments of the largest
singular value of a random matrix in terms of its entries.

Part II of this thesis is dedicated to a generalization of Rosenthal’s origi-
nal inequalities to sequences of noncommutative random variables. The main
result provides a generalization of Rosenthal’s theorem for elements of a non-
commutative symmetric space, which are independent in a noncommutative
sense. For a suitable class of noncommutative symmetric spaces we moreover
prove Burkholder-Rosenthal inequalities for noncommutative martingales.
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As is the case in Part I, we apply the noncommutative Rosenthal inequal-
ities to obtain norm estimates for stochastic integrals. We obtain Itô isomor-
phisms for stochastic integrals in a large class of noncommutative symmetric
spaces, in the case where the integrator is either a Boson or a free Brownian
motion.

For our proof of the noncommutative Rosenthal and Burkholder-Rosenthal
inequalities we develop several new tools which are interesting in their own
right. A good part of Part II is devoted to a new, direct proof of the ‘upper’
Khintchine inequalities for noncommutative symmetric spaces. Our results
improve the best known results in the literature in this direction and they
are shown to be optimal in a certain sense. The noncommutative Khintchine
inequalities are utilized to prove Burkholder-Gundy inequalities for martin-
gales in noncommutative symmetric spaces. Finally, we present several new
results in the interpolation theory for noncommutative symmetric spaces. In
particular, using a new method we find an extension of the noncommutative
Boyd interpolation theorem. This method is adapted to yield a dual version
of Doob’s maximal inequality in noncommutative symmetric spaces.



Samenvatting

Niet-commutatieve en Vector-waardige
Rosenthal Ongelijkheden

Dit proefschrift is gewijd aan de studie van een klasse van ongelijkheden in
de kansrekening, genaamd Rosenthal ongelijkheden. Deze ongelijkheden geven
tweezijdige afschattingen voor de p-de momenten van de som van een rij on-
afhankelijke, gecentreerde kansvariabelen, in termen van een gepaste norm
op de rij zelf. Rosenthal ongelijkheden zijn vernoemd naar de wiskundige
H.P. Rosenthal, die rond 1970 dergelijke ongelijkheden voor het eerst ondekte
voor scalar-waardige kansvariabelen. De hoofdresultaten van dit proefschrift
breiden Rosenthal’s oorspronkelijke ongelijkheden uit in twee verschillende
richtingen.

In Deel I beschouwen we sommen van onhankelijke, gecentreerde stochas-
ten die waarden aannemen in een Banachruimte. De hoofdresultaten geven
nieuwe Rosenthal-achtige ongelijkheden in het geval waar de Banachruimte
een Hilbertruimte of een Lp-ruimte is. De ongelijkheden die wij ontwikke-
len in deze setting zijn hoofdzakelijk ontworpen om nieuwe Itô isomorfismen
te bewijzen voor vector-waardige stochastische integralen met betrekking tot
een gecompenseerde Poisson kansmaat. Dergelijke isomorfismen spelen een
belangrijke rol in de analyse van stochastische partiële differentiaalvergelij-
kingen.

De vector-waardige Rosenthal ongelijkheden worden verder uitgebreid voor
stochasten met waarden in een niet-commutatieve Lp-ruimte behorend bij
een von Neumann algebra. In het speciale geval waarin de von Neumann
algebra gegeven wordt door de n×n matrices geeft dit resultaat kwantitatieve
afschattingen voor de momenten van de grootste singuliere waarde van een
stochastische matrix in termen van de individuele elementen van de matrix.

Deel II van dit proefschrift is gewijd aan een generalisatie van Rosenthal’s
originele ongelijkheden voor rijtjes bestaande uit niet-commutatieve kansvari-
abelen. Het hoofdresultaat geeft een generalisatie van Rosenthal’s stelling voor
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elementen van een niet-commutatieve symmetrische ruimte, die onafhanke-
lijk zijn in een niet-commutatieve zin. Voor een geschikte klasse van niet-
commutatieve symmetrische ruimten bewijzen we bovendien de Burkholder-
Rosenthal ongelijkheden voor niet-commutatieve martingalen.

Net als in Deel I gebruiken we de niet-commutatieve Rosenthal ongelijk-
heden om norm afschattingen voor stochastische integralen te krijgen. We
vinden Itô isomorfismen voor stochastische integralen in een grote klasse van
niet-commutatieve symmetrische ruimten, in het geval waar de stochastische
integrator gegeven wordt door een Boson of een vrije Brownse beweging.

Voor het bewijs van de niet-commutatieve Rosenthal en Burkholder-
Rosenthal ongelijkheden ontwikkelen we verscheidene nieuwe instrumenten
die op zichzelf staand interessant zijn. Een groot gedeelte van Deel II is
gewijd aan een nieuw, direct bewijs van de ‘bovenste’ Khintchine ongelijkhe-
den voor niet-commutatieve symmetrische ruimten. Onze resultaten in deze
richting verbeteren de bekende resultaten uit de literatuur en we tonen aan dat
deze, in zekere zin, optimaal zijn. De Khintchine ongelijkheden worden vervol-
gens gebruikt om Burkholder-Gundy ongelijkheden voor martingalen in niet-
commutatieve symmetrische ruimten te bewijzen. Tot slot presenteren we ver-
scheidene nieuwe resultaten in de interpolatietheorie voor niet-commutatieve
symmetrische ruimten. In het bijzonder vinden we, via een nieuwe metho-
de, een uitbreiding van de niet-commutatieve Boyd interpolatiestelling. Met
behulp van deze methode wordt bovendien een duale versie van Doob’s maxi-
maalongelijkheid in niet-commutatieve symmetrische ruimten verkregen.
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I thank Éric Ricard for our fruitful discussion in Besançon and our pleasant
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