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STELLINGEN 

1. There appears to be no reason why the two objectives (namely, the minimum pressure 
needed to effect urea synthesis and the maximum possible conversion to urea) cannot 
be met simultaneously, 

- This dissertation p 195. 

2. The phase rule dictates only the dimensionality of the state space and states 
nothing about the representation of it.... What Is needed Is a fundamentally new way 
of presentation (of the reactive phase equilibria) through manifolds. 

- This dissertation p 99. 

3. Thermodynamic textbooks usually define azeotropy as a state in which the two phase 
compositions are equal. Such a receipe although factual gives a poor perspective of 
azeotropy by missing the aspect of phase reactions. Many thermodynamic features have 
two aspects; one by viewing the feature as a state produced by a phenomenon and the 
other by viewing it as a phenomenon Induced by a state. Both are valid view points, 
and one is the inverse of the other. 

- This dissertation p 90. 

4. The combination of modern applied thermodynamics with Its high-powered calcu-
lational tools and classical phase theory with Its far-reaching suggestiveness can be 
synerglstic in devising new rhemical engineering applications. Such a synergistlc 
Influence can be clearly seen In the development of urea processes. 

- This dissertation p 64. 

5. A widespread category mistake In chemistry Is the confusion of thermodynamics 
with statistical mechanics, of chemical kinetics with collision theory, and taking 
the concept of chemical substances as being on equal footing with molecules. 

- H.Primas, "Chemistry and complementarity", Chemia, 1982, Vol.36, No.7/8, p 298 

6. Just as the university has changed from a center of learning to a social 
experience for the masses, so research, which bagan as a vocation and became a 
profession, has sunk to a trade If not a racket. 

- C. Truesdell in his sixth lecture titled "Method and taste in natural 
philosophy", Six lectures, Springer Verlag. 

7. Having identified the Sumerian civilization, the Egyptian civilization and the 
Indus civilization, the archaeology of the Africa - middle east Asia - Indian Sub­
continent region has come to a plateau by being unable to delve beyond 3500 B.C. To 
progress further, one has to accept the hypothesis of the lost Lemurlan Sub-continent 
and turn to deep water archaeology. All factual evidences point to a now submerged 
region extending from South India to Madagascar. 



8. Considering Che north Indian languages (together with Sanskrit) and the Europlan 
languages as two branches of a single Indo-Europian tree is only a first step. Most 
probably, the Dravidlan languages form an earlier branch of the sane tree. 

9. Any westener who likes to understand India's problens Is better advised to think 
of Europe as if it were a single country, having been colonised for 400 years and 
become free only 40 years ago. If major economic developments had taken place only in 
these 40 years, that too in a regionally uneven manner, Is it not natural that the 
multinational question in a "single republic" reality gets accentuated ? This aspect 
is the core of present day India's problems including Punjab. (Incidentally, the 
problems In Srilanka and Pakistan are also due to the multinational syndrome.) 

10. Unless plant physiologists and geneticists work intensively on cassava, sorghum 
and millet, the green revolution in Africa will remain an empty phrase. 

11. As long as the structural Imbalances in the north-south economic interactions are 
not minimised, there will always be butter mountains and milk lakes of Europe 
together with the starvation of Sahel republics. 

12. Almost all countries practice some form of human discrimination in the name of 
colour, race, language, religion and caste. The more developed the country, the more 
subtle and hypocritical this discrimination becomes. 

13. The scenario of the nuclear winter (or, Is it the nuclear autumn ?) will propel 
the East-West negotiators into realizing the absurdity of nuclear deterrence; the 
mistake of Hiroshima and Nagasaki will not be repeated. 

14. The climate of a country and the hotness of its cuisines bear direct relation­
ship with one another, with very few (happy) exceptions. 



ACKNOWLEDGEMENTS 

No man is an island, and no major effort, these days, is solo. Even a symphony 
created by a composer requires many others to realize it. Science is no exception; so 
is the present research work and this dissertation. 

There were many who supported, helped, and even participated in my research 
efforts. In the first instance, there was the management of Southern Petrochemical 
Industries Corporation Limited, INDIA who reposed such a confidence in me and who did 
not mind giving a unique study leave period and its allied beneficial conditions. 
Secondly, there was the Canadian Commonwealth Scholarship Authorities who understood 
my reason for switching over from McGill, Montreal to Delft, the Netherlands and 
allowed me to opt out of the Commonwealth Scholarship Programme. 

In Delft Itself, the list of those who assisted is endless. The foremost was 
Dr.Ir.Saul.M.Lemkowitz. Straight from the day I landed in Netherlands, Saul has been 
a friend, philosopher and guide. He exposed me to the grandeur of phase theory, the 
intricacies of urea research, and the underlying mosaic of Dutch society. Then there 
was Prof.Drs.P.J.van den Berg, my promotor, who placed so much faith in me that I 
felt Inspired to accomplish most of what I set out to do. There was also the urea 
research group at Dutch State Mines, especially Dr.Ir. Mario de Cooker, who 
continually followed the progress of my research and offered constructive criticisms, 
making the TUD - DSM urea discussions particularly lively. Here I should also mention 
the limited phase equilibria data which DSM gave me for use in my optimization 
programmes and for the permission they gave to cite from internal reports of DSM, in 
reference to Dr.H.A.G.Chermln's work. 

Within Delft University of Technology, I should particularly mention the 
Physical and Inorganic Group, especially Prof.Dr.Ir.J.de swaan Arons, my co-proraotor, 
(who brought a new enthusiaism into urea research and helped me at a crucial time so 
that the progress from then on was swift and smooth) and Dr.lr.H.J. van der Kooi, 
for the productive discussions we had during the periodic urea project meetings. 

Within the Laboratory of Chemical Technology, the efforts of A.A.M.Pruisken, 
W.J.Mulhuizen, M.T. van Thielen, W. Kerkhoven and P.Oudijn in building the experimen­
tal equipment, giving a concrete shape to my conceptual ideas, needs to be specially 
mentioned. I should also add P.Verboolj and P.Beekmans of the Instrument workshop 
into this special group of technical artisans for whom perfection was the watchword. 

In the actual execution of the work, Rob van der Steen participated in trying 
out various ideas on gas analysis and Jaco Slegert worked on the liquid phase 
analysis. Further there was the special analysis help given with no hesitation by 



Drs.H.G.Mercus, L.A.A.Peffer. B.Norder and H.L.Jansna. 

Once the data were collected and the model was conceptualized, the whole effort 
was to translate the data into a parameter optimization software. Here I have to 
mention Evangelos Gogolides (who quickly grasped the dimension of the problem and 
came out with a software, excluding the gas phase section, In no time), Jan. M. de 
Rijke (who Included the gas phase section, trimmed the software and chose a better 
optimization subroutine) and Fritz. P.C. Baak (who validated the programme at high 
temperatures). 

1 should also mention Jan Bakker who helped me in tracing a number of references 
besides the absorbing discussions on languages, Peter van Halderen who sorted out the 
word processing dlfficutles and Dr. P.J.W. Schuyl who made it possible to get a 
LaserJet print of this dissertation. 

Finally, I should offer a thousand thanks to my wife Sala who never questioned 
my wisdom to choose but who always kept reminding me of the sustained efforts to move 
on the chosen path. There have been sagging moments through this research period and 
at each time she was the one who cheered me up in the company of my children, Ramu 
and Poo and got me into doing what 1 had to complete. 



TABLE OF CONTENTS 

SUMMARY 1 

1. INTRODUCTION 

1.1. The Scenario 5 
1.2. The relevance of urea as a nitrogenous fertilizer 7 
1.3. The capacity utilization and energy consumption of urea plants 8 
1.4. The rise of new processes 10 
1.5. The hot gas recycle process (HGRP) 11 
1.6. The follow-up to the study of Lemkowitz 12 
1.7. The major aspects of the present research programme 12 

2. THE MOLECULAR CHARACTERISTICS OF THE SPECIES INVOLVED IN THE NHj-C02-H20 
SYSTEM AND THEIR RELEVANCE TO THE BINARY VAPOR-LIQUID EQUILIBRIA. 

2.1. Introduction 17 
2.2. Characterisation of a multi-species system 18 
2.3. Characterising the systems relevent to urea technology 20 
2.4. The molecular characteristics of water and ammonia relevant to the 

pure component and solution behaviour 22 
2.5. Interaction of the ammonium ion with water 28 
2.6. The ammonia-water binary system 29 
2.7. The molecular characteristics of carbon dioxide relevant to the 

pure component and solution behaviour 31 
2.8. The C02 - H20 system 36 
2.9. The NH3 - C0 2 system 37 
2.10. The molecular characteristics of urea and their relevance to 

the pure component and solution behaviour 44 
2.11. The urea-water system • 47 
2.12. The urea-ammonia system 49 
2.13. The carbon dioxide - urea system 51 
2.14. The molecular characteristics of the urea-like species and their 

relevance to the solution behaviour 51 

3. PHASE EQUILIBRIA OF THE TERNARY AND QUARTERNARY SYSTEMS COMPOSED OF 
AMMONIA, CARBON DIOXIDE, UATER AND UREA 

3.1. Introduction 63 
3.2. Compounds occurring in the ternary system of NH-,-C02-H20 (without 

the presence of urea) 64 



3.2.1. Ammonium bicarbonate 65 
3.2.2. The double salt (R) of carbamate (A) and bicarbonate (B) 68 

3.3. The ternary system NHj-COj-l^O 
3.3.1. Characterisation of the system 68 
3.3.2. Investigations of Terres et al on the S-L equilibria 69 
3.3.3. Investigations of Janecke on the S-L equilibria 70 
3.3.4. Solubility investigations of Guyer and Piechowltz 72 
3.3.5. Determinations of the saturated solution pressures by 

Takahashi et al 74 
3.3.6. Vapour-liquid equilibria of the NHj-C02-H20 system 75 
3.3.7. The probable behaviour of the NHo-CC^-HjO system at high 

pressures and moderately high temperatures 82 
3.3.8. Topologlcal features of the T-x surface and the distillation 

boundaries 89 
3.3.8.1. The ridge curve 90 
3.3.8.2. The distillation boundaries and the residue curves 93 
3.3.8.3. Are the ridge curve and the distillation boundary 

the same? 95 
3.4. The ternary system ammonla-urea-water 96 
3.5. The quarternary system NHj-COj-^O-Nl^CON^ a n d l t s transformation to 

the ternary system at chemical equilibrium 99 
3.5.1. The concept of a manifold 99 
3.5.2. The development of equilibrium manifold 

3.5.2.1. The stoichiometric composition (or the SC) spaces 100 
3.5.2.2. Isobaric reaction equilibrium (or the RE) surface 103 
3.5.2.3. The intersection of the BP and the RE surfaces 103 
3.5.2.4. Application to a four species system 105 

4. THE EXPERIMENTAL STUDY 

4.1. Introduction 115 
4.2. The rationale for choosing the present system 116 
4.3. The experimental method 120 
4.4. The experimental apparatus 120 

4.4.1. The agitator details 122 
4.4.2. The port details 126 
4.4.3. The level indicator 127 
4.4.4. The pressure transducer 127 
4.4.5. The temperature calibration 127 
4.4.6. The thermostat 128 
4.4.7. The autoclave safety details 128 



4.5. The feeding arrangement 129 
4.6. The experimental procedure 130 
4.7. The preliminary results 131 
4.8. The ternary measurements 131 
4.9. Discussion of the results 133 

5. THERMODYHAMIC DESCRIPTION OF THE REACTIVE VLE IN THE SYSTEM OF NH,-CO,-H,0 
THROUGH AN ION SPECIFIC INTERACTION MODEL 

2" 2 

5.1. Introduction 145 
5.2. Description of the problem 146 
5.3. The liquid phase ion specific Interaction model 149 
5.4. The temperature dependent quantities 153 

5.4.1. The Henry constants 155 
5.4.2. Derivation of the heats of solution of NHj and C0 2 155 
5.4.3. The reaction equilibrium constants 160 

5.4.3.1. The equilibrium constant for the formation of 
carbamate 160 

5.4.3.2. The equilibrium constant for the formation of Urea 164 
5.5. The model implementation 166 

5.5.1. The guidelines for selecting the model parameters 166 
5.5.2. The data interpolation method 168 
5.5.3. The software development and the optimization procedure 169 

5.6. The computation results and discussions 172 

6. APPLICATION OF THE PHASE EQUILIBRIA PRINCIPLES TOWARDS THE DESIGN OF UREA 
PROCESSES AND ESPECIALLY WITH REFERENCE TO THE HOT GAS RECYCLE PROCESS 

6.1. Introduction 193 
6.2. The basic premise of HGRP 194 
6.3. The improved TUD HGRP 195 
6.4. Basis for the pre-design calculations of the improved TUD HGRP 196 
6.5. Fixing the reactor conditions 197 

6.5.1. The Glbbs and Duhem problems 198 
6.5.2. The (0-x) max condition 199 
6.5.3. The (p*-L) min condition 202 
6.5.4. Calculation of the reactor composition 206 

6.6. Fixing the condenser conditions 208 
6.7. Fixing the recycle compressor conditions 211 

APPENDIX A. THE SOLID-GAS EQUILIBRIA OF THE NHJ-COJ SYSTEM 217 

APPENDIX B. THE PROGRAMMES USED IN THE PRE-DESIGN OF THE IMPROVED TUD HOT GAS 
RECYCLE PROCESS 



B.l. Introduction 223 
B.2. The programme incorporating the reactor and condenser models 224 
B.3. The programme incorporating the compressor power calculations 228 

APPENDIX C. THE GAS PHASE ANALYSIS OF THE NHj-C02-H20 MIXTURES: THE METHOD, 
THE PROBLEMS FACED AND THE SOLUTIONS 

0.1. Introduction 231 
C.2. The choice of the adsorbent 232 
C.3. The choice of the column conditions 233 

C.3.1. The operating temperature 233 
C.3.2. The choice of the column and adsorbent sizes 235 
C.3.3. The carrier gas flow rate 235 
C.3.4. The choice of the sample volume 236 

C.4. The specification of the experimental parameters 239 
C.5. The calibration method 241 
C.6. The experimental set-up and the results 243 

APPENDIX D. THE LIQUID PHASE ANALYSIS 

D.l. Introduction 247 
D.2. The ammonia analysis 248 

D.2.1. The possible procedures 248 
D.2.1.1. The kjeldal method 248 
D.2.1.2. The Nessler's method 248 
D.2.1.3. The formaldehyde method 249 
D.2.1.4. The Ion selective electrode method 249 
D.2.1.5. The steady state permeation method 249 
D.2.1.6. The flourescence method 250 
D.2.1.7. The Stark magnetic cavity resonator method 250 
D.2.1.8. The indophenol blue method 250 
D.2.1.9. The hypobromite reduction method 251 

D.2.2. The analytical set-up and the procedure adopted in the present 
study for ammonia determination 251 

D.3. The carbon dioxide analysis 254 
D.3.1. The potentlometrlc tltration method 254 
D.3.2. The determination of CO2 by the permeation method using 

auto-analyser and colorlmetric detection system 255 
D.4. The determination of urea concentration using auto-analyser and the 

colorlmetric detection system 257 
D.5. The determination of potassium sulphate 259 

SAMENVATTING 263 



SUMMARY 

The present dissertation is concerned with studying the reactive vapour- liquid 
equilibria of the NHj-COo-HoO system (with the equilibrium concentration of urea) in 
the pressure range of 5.4K p <30 bar and the temperature range of 88.7 < T < 130° C. 
The need for this study arose out of the earlier research concerning a revival of the 
Hot Gas Recycle Process (HGRP) for synthesizing urea. Especially the Delft 
researchers S.M. Lemkowltz and P. Verbrugge have worked and published on this 
subject and Its related phase equilibria. 

This dissertation consists of six chapters and four appendices. The first 
chapter starts with explaining the relevance of urea in alleviating the world food 
problem. Later it raises the problem of capacity utiilization of urea plants, 
especially with reference to developing nations. Then it concentrates on the basic 
issue of the highly energy-intensive character of the urea processes and the efforts 
made to reduce these energy requirements. It also describes the effort taken by Delft 
University of Technology (TUD) in reviving the HGRP. The chapter ends with the 
statement of the present research objectives. 

The second chapter discusses the molecular aspects of the basic components, NHj, 
H20 and C0 2, together with the phase equilibria of the important binary systems, NH-j-
H20, C02-H2O, NH3-C02, H20-NH2CONH2, NH3-NH2CONH2 and C02-NH2CONH2. The molecular 
aspects of urea-like species, especially carbamic acid, are also treated in the 
second chapter. These discussions are included to help the reader In appreciating the 
complexities of these relevant systems and to justify the inclusion of various para­
meters in the model developed in Chapter 5. 

The third chapter begins with a description of the multiphase equilibria of the 
ternary system without the presence of urea. The earlier work is critically reviewed, 
and the probable behaviour of the system at high pressures (not yet researched) is 
sketched in detail. Subsequently a few Important details, like the topology of the 
bubble- and dew-point surfaces, including the gas- and liquid-ridge curves on these 
surfaces, and the residue and distillate curves of this system (especially the boun­
dary distillation line) are discussed. Later the phase behaviour of the ternary 
system (2NH-})-NH2CONH2-H20 is discussed. Subsequently, In order to present and under­
stand the phase equilibria of the chemically reactive systems, like the NHj-COj-HnO 
system, the manifold representation of reactive equilibria is elaborated upon 
followed by a description of the five dimensional phase behaviour of the quarternary 
system (ZNH^-COn-HoO-NH^ONH» and Its eventual transformation to the four dimen­
sional ternary system (2NHO-C02-H20 with the equilibrium concentration of urea. 

In the fourth chapter the rationale behind the choice of the system and the 
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experimental apparatus are first described. Then a description of the measurement 
procedures, the experimental difficulties and the suitable solutions follows. The 
control measurements of the known binary system NH3-H2O are then presented. Then a 
detailed description of the measured vapour-liquid equilibria of the chosen ternary 
system within the above-mentioned pressure and temperature ranges follows. Also the 
complementary results obtained by other researchers are included in the description 
and the discussion. 

Chapter 5 begins with a review of electrolyte solution theory; here the theory 
of Pltzer plays an Important role. A greater part of this chapter is devoted to the 
development of a specific molecular-thermodynamic model (to describe the measured 
phase behaviour) and to the optimization procedure for obtaining the model para­
meters. In general, the developed model appears to fit the experimental results 
adequately. Around the narrow regions close to the binary systems, NHj-h^O and CO,-
HoO, the correspondence between the measured value and the calculated one is less 
than satisfactory. This difference might be due to the numerical problem of small 
numbers caused by the usage of the unweighted objective function. The other trouble­
some region Is closer to the "tongue-tip" of the bubble-point curve (at constant 
pressure and temperature) where small analysis errors can make or break a fit. One 
important conclusion concerning the model is that the incorporation of urea formation 
reaction along with the ionic reactions Is of major importance. 

In the sixth chapter our own phase model along with other published models of 
this system are specially applied, to the maximal extent possible, in combination 
with the principles of phase theory towards the pre-design of an improved version of 
the HGRP for the production of urea. A new design approach is chosen with the goal of 
simultaneously achieving a minimal bubble-point, a maximal conversion, an optimal 
temperature, and an optimal (NH-jl/ICC^I mole ratio in a urea reactor for a given 
|H20)/(C02) mole ratio. Utilizing the above models and principles the conditions of 
the reactor, the hot-gas condenser, and the stripper are calculated as completely as 
possible. Also the compressor calculations in regard to the handling of the hot gas 
recycle and the fresh CO2 feed are carried out. An optimization procedure for deter­
mining the optimal stripper pressure is also skeched. However, in all these model 
calculations, the numerical value of many thermodynamic properties are either not 
fully known or known only with insufficient accuracy. Hence it is not possible to 
make an accurate economic comparison between a HGRP and a stripping process. 

The dissertation ends with four appendices. Appendix A treats the solid-gas 
equilibria of ammonium carbamate. This is done to determine those p-T conditions at 
which only the vapour-liquid equilibria exist over the entire composition region. 
Appendix B incorporates the programmes utilized for fixing the conditions of the 
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reactor, the condenser and the compressor of the improved TUD HGRP. Appendix C treats 
the gas phase analysis using Gas Chromotography, the problems faced in the analysis, 
and the simple and novel approaches taken for establishing the optimal parameter 
values of the GC analysis equipment. Appendix D describes In brief the liquid phase 
analysis. 
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CHAPTER 1 

INTRODUCTION 

1.1. The scenario: 

Hunan achievements in the area of agriculture are phenomenal, especially in the 
last three decades. Dramatic production Increases in this period have occurred all 
over the world, excepting perhaps the African continent, in the important cereals, 
namely wheat, rice and corn. These Increases have become possible mainly due to the 
use of high yielding seeds. Since the pioneering efforts of Norman Borlaug in the 
1950's, the high yielding wheat strains, tried first in Hexico, and the corn 
strains, tried first in the U.S., have laid the basis for the green revolution. A 

similar breakthrough for rice was 
achieved by the International 
Rice research Institute at the 
Philippines when it developed the 
strains of IR-8 and IR-22 [1]. 
These high yielding strains, 
however, cannot themselves cause 
the miracle. Assured Irrigation, 
sound water management, optimal 
agronomic practices and profuse 
application of fertilizers and 
pesticides are some of the integral 
parts of the whole effort. Even 
though many of the high yielding 
strains are sterile and their 
development leads to a reduced 
cereal genetic pool, the farmer's 
resort to these varieties has gone 
unabated. Similarly, the intensive 
application of fertilizers has 
become perennial to achieve a 
bountiful harvest. In fact, one can 
state [2] that about 15X of the 
total cereal production, (or to 
state differently, 30% of the 
incremental cereal production, as 
well as S6Z of the Incremental 
cereal yield) during the 1948-52 to Fig.1.1.(forid fertilizer production and con­

sumption as per the FAO statistics (1982) [3) 



1972-73 period in the developing market economies can be attributed to fertilizer 
use. This being the case, it is no wonder that the world fertilizer production and 
consumption have grown enormously over the last decade [3], (See Fig. 1.1 and 1.2.) 

However, one should not read too much between the lines. Like a statistician 
drowned in a lake of 6 inch average depth, the conclusions based on these production 
figures about the general progress of the community of nations can become catas­
trophic. After all, these figures do not convey the lopsided growth patterns which 
are both inter-regional and intra-reglonal. 
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Fig. 1.2. Fertilizer production and consumption in selected regions and 
countries as given by the 1983 FAO statistics on food and fertilizers [3]. 

One of the factors of this uneven growth, namely weather conditions, is almost 
unpredictable. Properly speaking, the achievements in food production are better 
assessed against a backdrop of periodical weather disasters, such as a late arrival 
of monsoon in the Indian sub-continent, a drought In East Africa or Brazil or a 
frozen harvest In the Soviet Union. 

Likewise there is one more perspective of the uneven growth. This is connected 
with the very high price the developing nations are paying on the social front for 



che Increased production. The new found prosperity of the nouve riche and the intense 
struggle of the ancient poor caused by the green revolution create havoc in the 
social relations of the developing nations. The social fabric of most of these 
nations is torn to the core. Haunted by the Malthuslan nightmare, this uneven growth 
has almost become a crisis and a challenge In the Africa and Indian subcontinent. The 
only way to redress the crisis is to further produce (which means more fertilizers 
and better farm practices) or, perish. The active role of nitrogenous fertilizers and 
especially urea is a cornerstone In this colossal effort to produce the cereals and 
co sustain the population. 

1.2. The relevance of urea as a nitrogenous fertilizer: 

In spite of the fact that urea was synthesized in 1812 by Davy and in 1828 by 
Uohler, and that the easiest and the only method of manufacture from NH3 and C0 2 was 
suggested by Basaroff In 1868 [4], urea remained a curiosity among the chemists until 
well in the 20th century. 

It was only in the 1950's with the high yielding strains and especially with 
rice that urea attained Its prominence. Rice crop needs a large dosage of nitrogen 
snd urea contains a high nitrogen nutrient per unit mass (about 46.3 wtX). It easily 
hydrolyses In water producing ammonium salts. Through mlcrobial actions, these salts 
are further transformed into nitrates and thus become available to the rice crop. 
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Fig. 1.3. The growth of world urea production and that of selected regions as given 
by the 1982 IFDC report [5] and the 1983 FAO statistics [3]. For the years beyond 
1982, only the IFDC projected values are plotted. 
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Moreover urea does not leave any residue, as do some other nitrogenous fertilizers, 
such as ammonium sulphate and ammonium chloride. 

Given urea's propensity to fertilize soil, Its low handling and distribution 
costs on a nutrient basis, and the possibilities of scale economies In the production 
process, It is only natural that urea production grew by leaps and bounds all over 
the world [31. See Fig. 1.3. The share of urea In the world nitrogen capacity 
increased from 311 In 1971 to 45X In 1979 and was projected to be 491 in 1985. In the 
developing countries the share was projected to be 67Ï in 1985 [5). This phenomenal 
growth is occurring, even though urea production Is highly energy intensive. 
According to one calculation by the International Fertilizer Development Center 
(IFDC) [5] It requires almost 79.6 CJ to deliver 1 at. of nitrogen to the farmer in 
the form of urea, which Is by far the largest energy requirement of any nitrogenous 
fertilizer. In fact many experts [6] question the whole rationale behind the choice 
of urea as a major nitrogenous source, mainly on this account and due to the poor 
nitrogen use efficiency of urea. Yet the farmer continues to buy urea, perhaps due to 
intense greening of the leaves and the rapid vegetative growth observed within days 
of application. 

1.3. The capacity utilization and energy consumption of urea plants: 

The ability to produce urea in large quantities at attractive prices depends on 
two factors, namely the capacity utilization and the energy usage. 

Capacity utilization is the percentage of the nameplate capacity utilized over 
an accepted norm period of 330 days. It is a function of three different factors, 
namely the plant availability, the onstream factor and the onstream efficiency. The 
plant availability highlights the number of days the plant was available for produc­
tion over a year, the rest of the time the plant not being available due to internal 
reasons. Additionally there might be downtime due to external reasons even though the 
plant was available. If the total downtime due to Internal and external reasons Is 
subtracted from 365 days, the onstream time Is obtained. The onstream factor tells 
the onstream time as a percentage of 365 days. The onstream efficiency further 
measures the performance of the plant in the time it has run. Of the three factors 
mentioned, the plant availability and the onstream efficiency fall largely within the 
purview of the process designer, while the onstream factor Is mostly in the plant 
operator's domain. 

Each of these three factors Is problematic In developing countries. To improve 
the plant availability It is necessary to have reliable running machinaries and 
simple flowsheets. The need for flowsheet simplicity Is obvious by the popularity of 
some modern processes called stripping processes. To reduce the downtime due to 
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external reasons, such as frequent power failures and insufficient raw-material aval-
labllty in these countries, the plant operators have to resort to captive power 
units, and tone up ammonia plant operation. Also they have to store a large amount of 
spares to meet equipment failures. Furthermore, the plant operators have to Identify 
the design Inadequacies limiting the onstream efficiency in close co-operation with 
the process suppliers and rectify them at the earliest. Even new processes have to be 
assessed in terms of the possible operating problems related to capacity utilization. 

Concerning the second aspect, the energy usage, the total energy consumed for 
urea production can be split Into three categories, one for the energy required to 
produce the raw material NHj and the other two for the energy consumed in the 
synthesis (Including decomposition and recovery stages) and finishing sections. The 
second raw material CC^, being a byproduct of the ammonia plant, can be considered to 
be produced with no energy expenditure. 

As a concrete example [7], the energies consumed in the three catagories by the 
existing urea plants In the U.S. and what would be the possible future energy savings 
through adopting new designs are listed in Table 1.1. 

Table 1.1. Present energy use and possible energy savings In Che U.S. urea 
plants as given by the IFDC report of Nay 1982 [5]. 

Category Energy use Energy Savings 
Present Future 

(GJ/mt of N) t (GJ/mt of N) I I 
Ammonia input 58.7 73.7 44.Ó 81.2 25 
Synthesis 12.0 15.1 6.7 12.4 44 
Finishing 8.9 11.2 3.5 6.5 61 
Prilled Urea total 79.6 100.0 54.2 100.0 32 

The necessity of designing energy efficient urea processes is highlighted on two 
accounts. The first concerns the upstream side, where novel ammonia flowsheets are 
offered with energy consumption close to only 42.9 GJ/mt of N leading indirectly to a 
reduced availability of surplus steam for the whole fertilizer complex. The second 
account occurs on the downstream side where the following argument given by G.M. 
Blouln of TVA [8] appears to be very relevant. 

"In the final analysis, what is required for an agricultural crop is a balanced 
mixture of nitrogen, phosphorous and potash nutrients. The potash nutrient is usually 
obtained with almost no choice in the form of muriate of potash (KCl), mined In 
countries like Canada, USSR and now, Brazil. Fortunately, there is a choice In 
obtaining the NP fertilizers. One choice is the urea - ammonium phosphate (UAP) and 
the other is the ammonium nitrophosphate (ANP)". Among these choices and for the same 
raw material cost, Blouln argues that the ANP route may be cheaper than the UAP 
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route, since 731 of the energy spent In the UAP route Is utilized In the urea process 
itself. This aspect appears to be true even with the best commercial urea process at 
present. Such a conclusion challenges urea process developers to devise a still more 
energy efficient process; otherwise the validity of the ANP route becomes too obvious 
to Ignore. 

1.4. The rise of new processes: 

Rising to the challenge, urea process designers are now offering new processes 
like the ACES process offered by Toyo Engineering [9], the IDR process offered by 
Tecnlmont [10], the SRR process offered by Ammonia Casale [11] and the Improved 
versions of the stripping processes offered by Stamlcarbon [12] and SNAM progetti 
[13]. One common aspect of all these processes is the lsobaric synthesis loop 
comprising a reactor, a so-called stripper and a condenser. 

To understand the term stripping, one has to go into the chemistry of urea 
manufacture. Urea is produced by the reaction of ammonia and carbon dioxide to form 
ammonium carbamate followed by dehydration. While the first reaction is almost com­
plete, the second reaction, namely the dehydration, is thermodynamlcally limited. 
Hence, to get increased conversion, all the available processes employ excess ammonia 
which Is to be expelled later along with the decomposition of the unconverted ammo­
nium carbamate in the downstream equipment. In the older processes, these two objec­
tives are achieved by sequential pressure reductions and recovery In aqueous solu­
tion. In the stripping processes the same are accomplished by the alteration of 
partial pressures of the components, without reducing the total pressure, through the 
admission of one of the reagents, namely either carbon dioxide or ammonia. For 
example, in the case of CO2 stripping process, the reactor outlet stream becomes lean 
In NH3 and COo after an Intense contact with the fresh CO2, employed as a stripping 
agent. Similarly one can work with fresh NH3 as a stripping agent. The advantages of 
the stripping technique are many and are discussed In the following paragraphs. 

Taking a specific example of the Stamlcarbon stripping process, the three major 
advantages of the process have always been the high reactor pressure close to the 
minimal bubble-point conditions of the system, the high stripping efficiency leading 
to low NHj and CO, concentrations at the exit of the stripper (hence no need for an 
Intermediate recovery stage), and the near azeotroplc condensation in the HP conden­
ser. However, these features are achieved at a cost of relatively low conversion In 
the reactor (60X). By contrast, the old solution recycle processes rely on the high 
conversion In the reactor together with a complex heat exchange network to produce a 
competitive energy economy. Still the simplicity of the Stamlcarbon flowsheets 
carried the day, and more than 40X of the urea plants presently existing came to be 
built on their scheme. 
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But, once the Stamlcarbon patents on the COj stripping expired, other process 
suppliers started combining their old advantage of the high conversion with that of 
the high pressure condensation (which in these processes is non-azeotropic) through 
CC>2 stripping. Still, these new stripping processes, now very much competitive with 
that of Stamlcarbon, could not achieve a high stripping efficiency due to inherent 
constraints, like the high (NHjl/ICO,) ratio at the inlet of the stripper. By strip­
ping efficiency, it is meant of the percentage of the incoming ammonia which is 
transferred to the gas phase. It has been observed that the {NHnl/IGO») ratio of the 
inlet stream has a large bearing on the stripping efficiency achieved. Beyond a 
critical ratio, there Is a decrease in the stripping efficiency leading to higher 
ammonia content In the outgoing liquid stream and hence a need for additional reco­
very at an Intermediate pressure. However, In the case of Stamlcarbon process with a 
high stripping efficiency, only a single low pressure recovery Is required. 

1.5. The Hot Gas Recycle Process (HGRP): 

The claims and counter-claims of the various urea process suppliers in the pages 
of "Nitrogen" magazine [14] regarding the energy usage Is an indication of the 
present Intense competition existing in the field. On seeing these process develop­
ments in the urea technology, a concerned observer might well definitely ask, "Is 
this all that Is possible ? Can we not get a flow sheet combining the high stripping 
efficiency and the HP condensation with a maximal conversion and minimal bubble-point 
pressure In the reactor ?" The answer is definitely affirmative, if we revive the now 
defunct concept of hot gas recycle process (HGRP). The Idea is simple. Stripping at a 
low pressure and condensation at a high pressure are advantageous to achieve energy 
economy. In the old solution recycle processes, the decomposer and the condenser were 
at a low pressure and the reactor at a high pressure. In the stripping processes, all 
the three are at the same high pressure. In the HGRP, the reactor and the condenser 
will be at the high pressure and the stripper at a low pressure. The gases from the 
low pressure stripper will be compressed before being sent to the HP condenser. 

The idea of a HGRP is not something new. It was in fact the pioneering urea 
process (15] developed In the 1940's by I.G.Farben of Germany. The process adopted by 
1.6. Farben was, however, plagued with a number of operating problems, like excessive 
corrosion in the hot gas compressor, unduly large energy consumption and frequent 
machinery failures. Subsequent to the war, both Chemico of the United States and 
Norsk Hydro of Norway started working on variations and patented a number of them 
[16,17,18,19]. None of the patented HGR processes were ever tried on a pilot plant 
level, since the market in the 1960's was already clamouring for the then recent CO, 
stripping process. The future of the HGRP was left hanging due to a perceived problem 
regarding the hot gas compressor. When no new process company came forward to revive 
the HGRP, It was left to Delft university of Technology (TUD) to do so. 
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Lemkowltz and van den Berg brought forth a newer version of the HGRP and also 
constructed an actual HGR-pllot plant (20]. Lemkowltz studied the bubble- and dew-
points of the NHJ-COO-HJO system at the synthesis conditions; he also performed the 
static and dynamic corrosion studies on a turbo-Impeller by subjecting It to hot gas 
compositions above the dew-point conditions, and proved convincingly the possibility 
of running a turbocompressor at high temperature. As a result, the technical feasibi­
lity of the HGRP (especially the fact that the NHj-COj-l^O mixture could be 
compressed without any corrosion whatsoever by working at temperatures above the dew-
points,) was clearly established [20,21,22], but not the economic viability, which 
required further studies. 

1.6. The follow-up Co Che scudy of LemkowlCz: 

The questions left unanswered in Lemkowltz's study are the following: 
1. Can one achieve simultaneously a maximum equilibrium conversion and a 

minimum bubble-point pressure together with an optimum INH-jl/ICO,) mole 
ratio and optimum temperature for a given (H^OI/ICX^) mole ratio? 

2. What Is the maximum condenser temperature one can reach? 
3. How does one fix the stripper pressure? 

In order to answer these questions, Verbrugge [23] began Investigating the NHj-
CO2-H2O system at physical equilibrium with no urea formation. Soon it was realized 
that the experimental observations were tedious and quite Involved In terms of relia­
ble gas and liquid phase analyses. Accordingly he had to limit his study to tempera­
ture range of 40°C to 90°C and at just 1.03 bar (abs.) pressure. 

The present study Is a sequel to Verbrugge 's work and a bridge to the work of 
Lemkowltz. Unlike Verbrugge, the present author studied the ternary system at chemi­
cal equilibrium (I.e., with equilibrium concentration of urea) but at a pressure 
range of 5.41 to 30 bar and a temperature range of 88.7 to 130°C. 

1.7. The major aspeccs of Che presenc research programme: 

The major aspects of the present research programme were concerned with 
establishing reliable sampling and analysis procedures, collecting isotheraal-
Isobarlc data and obtaining an accurate thermodynamlc description using modern 
electrolyte theories. 

The necessity of reliable sampling and analysis procedures needs no emphasis, 
given the fact that both NHo and H2O are polar and that they Influence one another's 
elutlon In gas-solid chromotography. Similarly the liquid phase analysis of NH3 and 
CO2 is quite tricky, especially In the presence of urea. 
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The Insistence on the Isobarlc-Isothermal working in the present study was 
Intentional. In this way the consistency of the data can be easily checked with 
regard to tie-line crossings, the demarcation of the VLE region In p-T cross sections 
and the transparent viewing of the 3-dimensional Isothermal (or lsobarlc) diagram 
without going through model calculations. 

The third aspect, namely the thermodynamlc description, was spurred by the 
recent developments in electrolyte theories. Pitzer and his coworkers have suggested 
an lon-Interaction model applicable for concentrated solutions of multi-electrolytes. 
This model has also been attempted recently for the NHj-CC^-h^O system, especially 
for the mild concentrations [24,25,26). However, the application was not complete. 
Hence it was proposed In the present study to test the ion-interaction model quite 
thoroughly even for the region of high concentrations. 

Also It was proposed In the present programme to describe the lnter-related 
component systems, both from a phenomenological phase-theoretical view point and from 
a molecular-interactions view point. 

Finally a few optimum parameters of a HCRP are derived through the simple 
empirical models given in the literature. 

The fruits and results of the present research programme along with the discus­
sions of the relevant literature are described In the succeeding pages. 
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CHAPTER 2 

THE MOLECULAR CHARACTERISTICS OF THE SPECIES INVOLVED IN THE NHj-CO^H^ 
SYSTEM AND THEIR RELEVANCE TO THE BINARY VAPOUR-LIQUID EQUILIBRIA. 

2.1. Introduction: 

It is only natural that phase equilibria studies play an Important role in the 
development of urea processes, since these processes Involve intense contacts of 
liquid and vapour. Along with development of reliable pumps and compressors and new 
fabrication materials, the phase equilibria studies have brought many advances in 
urea technology in the form of solution recycle processes, stripping processes and 
their latest combination breeds. However, there Is still a need for new process 
development, mainly because of the Increased demand on plant reliability and energy 
economy In the days ahead. 

Presently, the need to have a better understanding of the phase equilibria of 
the NH3-CO2-H2O system can be emphazised on the following grounds. 

1. It Is advantageous to achieve simultaneously a maximal conversion to urea, a 
minimal bubble point pressure, an optimal (NHjl/ICC^) mole ratio and an 
optimal temperature for a given mole ratio of (C02)/(H20). 

2. Energy exchanges involved in the decomposition and recovery steps can be inte­
grated to get a near self-sufficiency in energy, if quantitative thermodynamic 
descriptions of the phase equilibria and a satisfactory method of estimating the 
enthalpies of the process streams are available. 

3. Condensing and absorbing the recycled gas mixture with or without the use of 
external water at the maximal temperature for a selected pressure Is essential 
in reducing the energy rejected to cooling water. 

4. A knowledge of the solid-liquid and the solid-liquid-gas equilibria is 
needed to prevent operating problems like clogging of pipe lines and control 
valve damage due to solid formation at the design stage itself. 

5. A quantitative description of the phase equilibria is needed for flowsheeting 
programs meant to optimize the third generation urea processes. 

Although most of the above aspects appear to be achievable, there are many 
conceptual and practical difficulties to contend with. One of the major difficulties 
is understanding the relevant phase equilibria themselves. Quite a number of complex 
phenomena occur in the systems relevant to urea technology, such as ternary saddle 
azeotropy [1], the existence of complex solld-llquld-gas equilibria In which up to 
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five solid species can occur, the existence of quadruple points and possibly a 
quintuple point [2], liquid-liquid immlscibility [2,3] and unusual critical behaviour 
[1,2]. Yet on the molecular level, the relevant systems contain only the three basic 
species NHj.C^ and H20 along with other relatively simple species derived from them. 

The fact that complex and unusual phenomena such as these mentioned above occur 
in systems composed of relatively simple species raises a number of questions, one of 
which is the relation of the molecular characteristics of these species to the gross 
phase equilibrium behaviour of the systems composed of these species. The major 
emphasis in this chapter is towards describing these relations in detail, mainly with 
respect to the binary systems. 

2.2. Characterisation of a multi-species system: 

Any discussion of physico-chemical equilibria has to start with the charac­
terisation of the involved species with reference to chosen pressure and temperature 
ranges. All possible species are either identified through chemical analyses or 
through postulatlon. Contrary to the expectation of many a chemist, fixing the number 
of species becomes really arbitrary, since refining the chemical analysis procedures 
tend to indicate more and more species. Once the species are fixed. It Is natural to 
ask whether their composition can be changed arbitrarily. The answer is negative due 
to reaction constraints and material balances which limit the species compositions 
to particular ranges. Additionally there is an electroneutrallty constraint In the 
case of ionic species. Hence one should say that there is a minimum number of 

species, called components, to which the origin of all the remaining species can be 
attributed. For a simple system, this minimum number can be fixed heuristically (i.e. 
through ad hoc means). In fairly complicated systems, such simple procedures, unless 
handled properly, may lead to non-unique results. In such cases the number of the 
components can be found systematically by the following method [4,5,6]. 

Knowing the formulae of all the species, one can first write an element-species 
matrix whose ij'th unit will denote the number of i'th atoms in the J'th species. For 
example the following element-species matrix (augmented with a row of charges held by 
each species) can be written for the present system. 

Species present 

Number of N atoms 
Number of C atoms 
Number of H atoms 
Number of 0 atoms 
Amount of charge e 

NH3 
1 
0 
3 
0 
0 

co2 
0 
1 
0 
2 
0 

H20 
0 
0 
2 
1 
0 

H+ 

0 
0 
1 
0 
1 

NH4' 
1 
0 
4 
0 
1 

co3" 
0 
1 
0 
3 
-2 

HC03" 
0 
1 
1 
3 
-1 

NH2C00" 
1 
1 
2 
2 
-1 

OH' 
0 
0 
1 
1 
-1 

NH2C0 
2 
1 
4 
2 
0 
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One can now find the rank of the matrix through row transformations. 

Species present 
NHj C02 H20 H + NH 4

+ COj" HCO3" NHjCOO" OH" 
N 
C 

(0-2*C) 
e 

(H+4*C-3*N 
-2*0-e) 

1 
0 
0 
0 
0 

0 
1 

0 
0 

0 

0 

0 
1 

0 
0 

0 
0 
0 
1 

0 

1 

0 

0 

1 

0 

0 

1 

1 

-2 

0 

0 

1 

1 

- 1 

0 

1 

1 

0 

- 1 

0 

0 

0 

1 

- 1 

0 

2 

1 

-1 

0 

0 

The rank of Che above row echelon matrix turns out be four; hence there are only 
four basic species (which may be chosen as NH->. COj, H9O and H ); all other species 
can be derived from them, In other words, the following reaction set can be written 
in terms of the stoichiometric transformation matrix. 

NH4 

co3" 
HC03" 
NH2C00 
OH" 
NH2CONH2 

1 
0 
0 
1 

0 
2 

0 
1 

1 

I 

0 
1 

0 
1 

1 

0 
1 

-1 

1 

-2 
-1 
-1 
-1 
0 

* 
NH3 
co2 
H2° 
H+ 

(eq. 2.1) 

From the above stoichiometric transformation matrix, one can also write the 
following material and charge balances valid for any single phase. 

(eq. 2.2) 

(NH3) 
(C02) 
(H20) 
(Charge e) 

<NH3> 1 
<C0,> 0 

+ 
<H20> 0 
<H+> 1 

0 
1 
1 
-2 

0 
1 
1 
-1 

1 
1 
0 
-1 

0 
0 
1 

-1 

2 <NH4
+> 

1 <C0,"> 
* 3 

-1 <HC03"> 
0 <NH2COO"> 

<0H"> 
<NH,C0NH,> 

In the above balances, the braces (( )) denote the amounts in moles of the basic 
species, and the angular brackets (< >) denote the amounts in moles of the individual 
species at any chosen moment. 

Now posing the electroneutrality condition leaves only three independent balan­
ces and hence only three gross amounts which are known variously as "the component 
compositions", "the reaction invariant compositions", "the gross phase compositions", 
etc. It can be said that the stoichlometry places constraints only on the number of 

the components and not on the amounts or the kinds. The components can, of course, be 
chosen arbitrarily. In the present case, ammonia, carbon dioxide and water are chosen 
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as components as these are the simplest species present and are the substances from 
which the reaction mixture Is prepared In practice. Correspondingly all other 
species become the derived ones. 

2.3. Characterising the systems relevant to urea technology: 

There are four binary systems, two ternary systems and one quarternary system 
which are relevant to urea technology. 

The four binary systems are as follows. 
1. The ammonia - water system. 
2. The carbon dioxide - water system. 
3. The ammonia - carbon dioxide system. 
4. The urea - water system. 

Unlike the first two systems, the last two, namely the NH3-CO2 and the urea-
water systems, are not strictly binary in wide pressure and temperature ranges [1]. 
Above 100°C and at pressures above the corresponding decomposition pressures of 
ammonium carbamate, urea formation becomes appreciable in the NH^-COj system produ­
cing water as a by-product. The occurrence of this reaction alters the character of 
the phase equilibria due to changes in solubilities of NHo and CO., in the liquid 
phase which now includes urea and water. Consequently the NH^-CO^ system has to be 
treated as pseudo-binary above 100°C by posing the condition that urea formation 
does not occur. Such a treatment has its utility in describing a high pressure 
carbamate condenser in urea processes. 

Likewise the urea-water system, which is useful for the design of evaporators 
and crystallizers, transforms into a ternary system at temperatures above 100°C due 
to urea hydrolysis. 

Now coming to the quarternary system of NHo-C02-H20-NH2CONH2' one can propose a 
similar pseudo-equilibrium by neglecting the slow reactions such as urea hydrolysis 
and considering only the fast ones. Such a proposal is useful in designing decompo­
sers / strippers of urea processes. Subsequently, the design can be tuned with 
results obtained from a kinetic study of urea hydrolysis. 

Regarding the ternary systems, one can speak of the two different systems of 
NlU-COj-HnO, namely, one In which the relatively slow urea formation and urea hydro­
lysis go to complete chemical equilibrium (i.e. equilibrium concentration of urea is 
present) and another in which the same reactions are hypothetically prohibited from 
proceeding. (i.e. no urea is present.) The equilibrium study of urea hydrolysis at 
low concentrations of urea (around 1-3 I) Is quite Important for the design of urea 
hydrolysers employed in effluent treatments. 
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In the light of the above discussion, three multlcoapor.snt systems can be consi­
dered as follows: 

o The NH3- C02- H20 ternary system with the equilibrium concentration 
of the species urea. 

o The NH3- C02- H20 - NHjCONh^ pseudo-quarternary system. 
o The NH3- C02- HjO ternary system without the species urea. 

Each of the above systems exhibits subtle differences relative to others, and, 
In turn, such differences are harnessed Into individual applications on urea reac­
tors. decomposers and condensers. However, these differences have not been fully 
appreciated in urea technology literature and. often. Insufficient distinctions have 
been made as to the type of systems considered. Even In experimental studies 
[7.8.9,10.11,12], a few authors did not mention the time involved In attaining the 
equilibrium and. as a result, there is no way of demarcating the system they are 
referring to. Furthermore a number of Investigators [8.9,10,13,14] studying the 
ternary system did not analyse the liquid phase for the presence of urea. Similarly 
many authors studying the quaternary system [10,11] did not clarify whether the 
reported urea concentration was the one they started with or the one they analysed 
after the equilibrium was attained. In fact, as mentioned earlier, It is above all 
the urea formation reaction with Its by-product water which necessitates all these 

HNCO 

Fig. 2 . 1 . Composition plane of the SHrC02-H20-UR£A system with the molecular 
species marked at their stolchiometric Composition. 

1.H2C03 2.NH2COOH 3.NH2CONH2 i.NH^OH 5.NHiCOONH2 S.NH^HCOj T - W ^ ^ 
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distinctions and makes an adequate theoretical description all the more difficult 
and, Interestingly, brings forth a new insight Into the application of thermodynamlc 
phase theory to reactive systems, as will be Illustrated In the next chapter. 

In order to visualize the possible phase equilibria to be described In the 
succeeding pages, a composition plane is presented In the Fig 2.1. In this plane all 
the molecular species are marked at their stolchlometric compositions. As decrlbed 
below, each of these species, both In its ionic and molecular form, affects the phase 
equilibria of the related systems through its structure, its lntermolecular attrac­
tion and its ability to protonate or de-protonate. 

2.4. The molecular characteristics of water and ammonia relevant to the pure compo­

nent and solution behaviour: 

First, the simpler species ammonia and water and their related cations may be 
considered with special reference to the ammonium ion. 

1. Water and ammonia are respectively the most stable hydrides of oxygen and 
nitrogen. Geometrically the molecular orbitals of these two species form a slightly 
distorted tetrahedral structure with an 0 or an N atom at their respective centres. 
As shown in the Fig 2.2., water has two protonated orbitals extending to the two 
corners and two non-bonding orbitals directed to the remaining corners, while ammonia 
has three protonated orbitals extending to the three corners with the non-bonding 
orbital pointing to the remaining corner. Disregarding the non-bonding orbitals, 
ammonia forms a trigonal pyramidal molecule and water an angular molecule [15]. 

"30* ^ 0 OH" 

N H 4 NH3 N H ~ 

Fig. 2 .2 . The molecular structure of ammonia, water, and their cations and 

anlons. The shaded regions are the non-bonding orbitals and the non-shaded ones 

are the protonated orbitals. The protons are surrounded by the electron cloud. 

The orbital length of N-H bond does not differ much from that of the O-H bond. 
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2. Both water and ammonia are able to solvate anions and cations by orienting 
their protonated and non-bonding orbltals. Due to the excess of protonated orbitals, 
NH3 strongly interacts with anions leading to the preferential solvation of anions 
over cations [16]. For example if NaCl is added to a strong aqua-ammonia solution, 
more NM-, molecules will be found around the chloride ions than around the sodium 
ions. Water molecules do not have such a preference. In fact, the nature of the anlon 
markedly Influences the solubilities in liquid ammonia [17]. Most ammonium salts with 
the exception of the oxyacid salts such as sulphates, sulphites, carbonates, carba-
mates, phosphates and arsenates, are soluble and act as acids in liquid ammonia. Some 
ammonium salts, such as nitrate, thiocyanate and acetate, are extremely soluble in 
liquid ammonia [16]. 

3. Both water and ammonia are capable of hydrogen bonding due to powerful 
attraction of the highly dense electron cloud of one molecule for a proton of a 
neighbouring molecule. Due to the equal numbers of the protonated and the non-
bonding orbitals and also due to tetrahedral geometry, water molecules form three 
dimensional networks of various sizes [18]. In contrast, ammonia molecules form only 
chains and rings of different lengths [17,18]. Due to this relatively reduced asso­
ciation, ammonia is much more volatile than water. To some extent, the high critical 
pressure and critical temperature of water compared to ammonia can be explained by 
the same association effects [16,18]. 

4. As suggested by Bernal and Fowler [18] and later corroborated by others 
[19,20,21], the extraordinary proton mobility in water Is due to the same extended 
three dimensional network of water. Similar Increased mobility Is not observed in 
liquid ammonia [16,22]. The high proton mobility in water can induce a water dimer to 
act as an acid-base bifunctlonal catalyst in several solvent mediated reactions like 
the hydration of COj. Such an active solvent catalysis exhibited by water is treated 
later in the section on C02 (section 2.7.6). 

5. While polar contributions through the permanent dipole moments exceed by at 
least five fold the polarizabllity and dispersion forces of the water molecule, the 
relative contributions of these forces in the ammonia molecule exhibit an even 
balance, as shown in Table 2.1 [23]. Such a combination of forces makes ammonia a 

Table 2.1. Relative magnitudes of InCermolecular 
forces between two Identical molecules at 0°C 
Hoiecule Forces(erg.cm6*ïo60) 

Dipole Induction Dispersion 
NH3 82.6 9.77 7Ó~5 " 
H,0 203.0 10.80 38.1 
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better solvent than water for solutes having polarlsable electrons [22]. Obvious 
examples are the hydrocarbons. 

6. The high dielectric constant of water( 78 ) compared co that of ammonia (23) 
suggests that Ion pairing Is potentially less frequent In water (16,22). 

7. At a given temperature, water Is more Ionised than ammonia due to the equal 
number of the protonated and non-bonding orbltals and the ease with which random 
proton migrations are possible In water. The Ionic product for ammonia Is 10 
compared to the value of 10 for water at 25°C [24]. Based on the protonlc solvent 
theory, water Is more acidic than ammonia. 

8. Protolytlc equilibria in an aqeous solution and In an aamonlacal solution 
differ widely leading to "differentiation" and "levelling" effects [27J. 

For example In water, the degrees of dissociation of acetic acid and the HSO^" 
Ion at equal concentrations of 0.1 H are United and different. Such partial disso­
ciations enable one to distinguish between these two species in terms of pH. Conse­
quently It can be said that water "differentiates" the acetic acid and the HSO^" Ion 
In terns of the protolytlc equilibria. 

In liquid ammonia, however, the same two solutes at the same concentration of 
0.1 H are found to be completely dissociated. The aamonlacal acetic acid solution and 
the ammonlacal alkali blsulphate solution contain only negligible amounts of the 
undlssoclated acetic acid and undlssoclated HSO." Ion, respectively. Such behaviour 
Implies that ammonia "levels" both the acetic acid and the HSO^" Ion and that one can 
not distinguish experimentally the different acid-base behaviours of these two acids 
In ammonlacal solutions [24], 

It is quite Important in solution chemistry whether the solvent exhibits a 
differentiating effect or a levelling effect on solutes. In aqueous solutions, acids 
stronger than H 30 + and bases stronger than OH', being respectively unstable as the 
protonated and de-protonated species [28J, are completely levelled. Similarly In the 
ammonlacal solutions, acids stronger than the NH^ and bases stronger than the NH2* 
are completely levelled. 

Consequently water has a levelling effect on strong acids (like HC1. HCIO^ and 
sulphonic acids) and strong bases (like alkali hydroxides, DEA, MEA and tetra alkyl 
ammonium bases), while ammonia has a levelling effect on strong acids and a differen­
tiating effect on strong bases [24]. 

Differences in the acid-base behaviour of urea and urea-like solutes in these 
two solvents can also be understood In terms of the protolytlc equilibria. For 
example In water, urea is a weak base while guanldine Is a rather strong base and 

24 



cyanamlde a relatively weak acid. In liquid ammonia, however, [16,22] all these 
substances actually behave as acids capable of reacting with metallic amides and, in 
some cases, with metals themselves to form salts. 

9. There are three different mechanisms through which a solute can exist In 
solution with water, if dissolution by chemical reaction is excluded. These mecha­
nisms can be described as follows: 

i) If the solute molecules are polar, simply structured and not unduly res­
trained by their molecular sizes and the energy barriers for bond rotation, then 
these molecules can enter into the hydrogen bonded network of water, leading to a 
loose but still three dimensional structure [29,30]. A prime example of such a solute 
Is NHo. A second example Is NH,F, the only known ionic compound having an appreciable 
solubility In ice [31]. Evidence for the possibility of NH^F entering Into the three 
dimensional network of water has accrued recently, when it was reported that NH»F has 
very little Influence on the radial distribution functions and the infra red spectrum 
of water [32,33]. 

ii)If the solute molecules are nonpolar, small sized and nearly spherical, then 
these molecules can occupy the Interstices of the hydrogen bonded structure 
[34]. An appropriate example is methane. The tetrahedral CH^, being Incapable of 
forming hydrogen bonds, can easily Insert itself Into the interstices of the three 
dimensional network of water, since the size of the methane molecule is similar to 
the size of the water molecule. Still the solubility of methane is limited due to 
other reasons such as polarizabllity, Inertness etc. 

ill) The third mechanism is by dilution ( i.e. by mixing with the monomer 
water). Species for which the above two mechanisms are precluded by their sizes, 
their geometries, or their potential barriers are forced to adopt this dilution 
mechanism. Obvious examples are the large sized Iodides and carbon dioxide. The 
structure of CO2 and its influence on the solubility in water are dlcussed later in 
this chapter (section 2.7). 

All the three mechanisms may be utilized simultaneously by a solute. Due to the 
predominant three dimensional structure, a solute molecule which preferentially 
utilizes the first mechanism dissolves well in water compared to solutes using the 
remaining ones. In the present case one can readily understand the difference in the 
solubility of NHo and COj in water on the above basis. 

Dissolution in liquid ammonia can also be explained through mechanisms similar 
to those of water. Dissolution occurs either by interfering with and enlarging the 
ring / chain formation or by simple dilution [18]. Examples of species which do 
likewise are the amides and the flourides [17). 
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10. Both In water and In ammonia it Is possible to consider the hydrogen 
bonded molecules to be a separate species called the bulk species and the monomer as 
the dense species. In this model of water and ammonia, originally proposed by Bernal 
and Fowler [18] and later developed by Frank, Evans and Wen [29,30], a dynamic 
equilibrium is assumed to exist between the two species, here shown with water as an 
example. 

H H 
0..H-0-H < > 0 + H-O-H (eq. 2.3) 

H H 

Species I (Bulk) Species II (Dense) 

This model assumes that an increase in temperature shifts the equilibrium 
towards the dense species. In other words, Increasing the temperature causes more 
hydrogen bonds to break leading to reduced dissolving capacity by the above mentioned 
first dissolution mechanism. Recently, It has become possible to quantify this 
concept of structure both by Infrared and by Raman spectroscopy [35.36]. For example, 
in a near Infrared study of water, the ratio of the differential absorbances of the 
bands at 1160 no and 1240 nm was shown to be dependent on the extent of the hydrogen 
bonded species relative to that of the monomer species. Further, through the effect 
of temperature on this ratio the enthalpy of formation of the bulk species from the 
dense species was estimated to be about 2.45 to 2.6 kcal mol' (35]. These values are 
comparable to the value of 2.55 kcal mol" obtained from Raman Spectroscopie 
measurements [36]. 

11. The effect of Ionic species in changing the water structure was shown 
originally by Bernal and Fowler [18] to be similar to the effect of temperature 
variation. For example, let the conversion of species I (bulk) to species II (dense) 
at 25°C by the addition of NaC104 be 201 resulting In a 0.5 M solution. If the same 
conversion Is obtained by raising the temperature from 25°C to 40°C, then the effects 
can be said to be similar, and one can define an equivalent structural temperature 
shift which In this case Is 15°C for a 0.5 M NaC104 solution at 25°C. Similarly one 
can find out the structural temperature shift for each ion at any chosen concentra­
tion and at 25°C. 

If a salt favours the forward reaction of breaking the hydrogen bonds (I.e. 
eq.2.3), it is classified as structure breaking. It It does the reverse, it is called 
structure making. In order to appreciate these differences In the character of the 
various salts, the structural temperature shifts of a number of salts are presented 
In Table 2.2. All salts having a negative A T are classified as structure makers 
In water. It can be observed that these values are positive for salts like NaClO^, 
and negative for salts like NajSO^. 
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AT* K 

23.0 
16.0 
14.0 
7.6 
7.4 
6.8 
5.2 
4.4 

2:1 and 1:2 
Electrolytes 

N a 2 S 0 4 

N a 2 S 0 3 

N a 2 S 2 0 3 

:;.., co, 
MgCl 2 

CaCl 2 

SrCl 2 

BaClj 

AT* ! 

-1.6 
-4.2 
+4.8 
-7.0 
-2.4 
+4.0 
+4.5 
+3.4 

The equivalent structural temperature shift just defined and discussed Is mea­
ningful only when the solution Is so dilute that the solute-solute Interactions can 
be neglected. In concentrated solutions such Interactions would mask the effects 
caused by the Ion-solvent Interactions on the solvent structure. 

Table 2.2. The equivalent structural temperature shift ( &TT) for various 
Inorganic salts at 298 X (0.5 m concentration) [36] 

1:1 Electrolytes 

»«**«" 
NaClO^ 
NaBF 4 

NaC10 3 

NaNOj 
NaBrOj 
NaCN 
NaSCN 

12. The ion-solvent interactions affect the binary phase equilibria substan­
tially through the salting-out phenomena. For example it has been observed that the 
addition of NaClO^ even up to a molality of 6 does not affect the activity coeffi­
cient of NHo in the Nn,-H 20 system, while the addition of NaCl increases the ammonia 
activity and the addition of LiBr decreases the same [37]. 

13. In what was seen as an extention of their original model for water, Frank 
and Wen [29] proposed a simple interpretation of the ionic hydration in dilute 
solutions. Since their concepts will be used often later, the essential features of 
their model are described below. Their model has features similar to the models 
proposed by Gurney [38] and Samoilov [39]. 

According to these models, there is a primary region, called the first cosphere, 
around an ionic solute in which the solvent molecules are more or less immobilized 
through electrostatic forces. The solvent properties in the primary cosphere can be 
very different from those in the bulk. An example would be the dielectric saturation 
of the primary cosphere. These models further propose a second cosphere (surrounding 
the first one) In which the organisation of water molecules Is suggested to be more 
random than the "normal" (bulk) water. Surrounding the broken water structure of the 
second cosphere is third region in which the long range ionic Influence is considered 
to prevail but not the structure breaking influence. Samoilov attributes a dynamic 
character for all these regions and Gurney proposes competition between these 
regions. Depending on the relative influences of these regions, ionic species can 
again be classified to be structure making or structure breaking. 
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Given the complexities of ionic hydration even at extreme dilutions, these 
models are very successful in giving a qualitatively satisfactory picture of the 
hydration phenomenon. Although similar models can be proposed In principle for the 
ammonlacal solutions, no references could be found to review such attempts. 

The most Interesting question regarding the phenomena of structure making and 
breaking with respect to the thermodynamic description of the NHJ-COJ-H^O system will 
be the effect of ammonium salts, especially the carbonate, the bicarbonate and the 
carbamate, on the structure of the solvent water. Unfortunately no experimental 
studies have been reported due to difficulties in preparing single electrolyte 
solutions of each of these salts In water. Consequently the possible trends can only 
be speculated based on the related studies of the ammonium hal ides, ammonium nitrate, 
alkali carbonates and other relevant salts In water. Leaving the anlons to be 
discussed later In the chapter, the ammonium Ion Is treated in the following section. 

2.5. The Interaction of the ammonium ion with water: 

1. The ammonium ion and the water molecule have almost Identical masses (respec­
tively 18.03 and 18.015) and partial molar volumes (18 ml). These species also have 
very similar bond angles (109.5° for NHft+ and 104.5° for H20) and Interatomic 
distances (ranging from 10.1 to 10.3 nn) [15]. Both HjO and the NH4* ion form 
hydrogen bonds of almost the same strength [15]. 

2. In a Raman spectroscopie study of ammonium nitrate solutions at various 
concentrations [40], It was reported that the ammonium ion, even in concentrated 
solutions, did not influence either the frequency or the half width of the Raman band 
of the nitrate Ion. This result Is quite unlike that of the alkali ions, say the 
potassium or the sodium ion, which Influenced these behaviours rather substantially 
at high concentrations. To phrase it anthropomorphically, the nitrate ion does not 
appear to perceive the change in its local environment when ammonium ions replace 
water molecules In concentrated solutions. 

3. The apparent molar volume of ammonium chloride In aqueous solution is appro­
ximately equal to the molar volume of two moles of water, and the temperature depen­
dences of these volumes near 35°C are also practically Identical [41]. The diffe­
rence between the partial molar entropy of ammonium chloride and the entropy of water 
is the smallest of all alkali chlorides [42]. The differential enthalpy of solution 
of NHo In water is almost unchanged by the addition of ammonium chloride up to a salt 
molallty of 2 [43]. Viscosities of ammonium chloride solutions also show the smallest 
deviation (<1I) from water when compared to all other alkali chlorides [44). 
Furthermore in a study of electrolyte solutions employing NHR spectroscopy It was 
found that ammonium chloride does not markedly affect the proton resonance of water 
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[45]. An Infrared spectroscopie study provides additional evidence of the negligible 
Influence of the ammonium Ion on the water structure (32,33). 

4. In a recent molecular dynamics study [46] on the Ionic co-ordination of the 
NH^+ Ion In water It was reported that, unlike the behaviour observed with other 
alkali cations, there Is a lack of strong orientatlonal ordering of the water 
molecules with respect to the NH^+ Ion in the first co-ordination shell. To quote the 
same authors, "the water molecules arrange themselves in a way that resembles the 
hydrogen-bond network around a central water molecule, although here the oxygen atoms 
are all directed towards one of the NH^ hydrogens". In other words, interpreting 
this effect In terms of the Frank and Wen model, it appears that the first cosphere 
structurally resembles the tertiary bulk region of the "normal1* water and the 
influence of the structure broken second cosphere is minimal around an ammonium ion 
in the aqueous solution. 

5. As mentioned earlier in section 2.4.9.1, there is a remarkable similarity 
between NH^F crystals and ice. 

The literature Is replete with evidence and arguments as given above to charac­
terize the behaviour of the NH^ ion In water. See for example Conway [36]. 

On the basis of this background regarding the molecular characteristics of 
water, ammonia and their related ionic species, one can now look into the phase 
behaviour of the ammonia-water binary system. 

2.6. The ammonia-water binary system: 

This system is of Interest not only to urea manufacture but also to ammonia 
manufacture (especially with the recent aqueous absorption-desorptlon techniques In 
the ammonia synthesis loops) and sour water stripping processes. 

Dissolution of ammonia in water, as suggested earlier, is both physical and 
chemical at low concentrations and low temperatures. Chemical reaction is spontaneous 
at these conditions, since a proton from the water molecule, experiencing a higher 
repulsion from the effective nuclear charge of the oxygen atom, tends to migrate to 
the non-bonding orbital of ammonia, where It comes under the repulsion of the lower 
effective nuclear charge of the nitrogen atom [15]. 

NH3 + H20 < — > NH 4
+ + OH" (eq. 2.4) 

A reversal of the proton migration occurs when there is an addition of 
energy and an Increase in entropy (i.e. the randomness) of the system. Also with 
Increasing temperature a large proportion of NH^ ions hydrolyses to give free 
ammonia and oxonlum Ions. 
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NH 4
+ + H20 < — > NH3 + H 30 + (eq. 2.5) 

In other words, ammonia is a weak electrolyte at high temperatures [47]. As 
said earlier there Is an energetically favoured process of dissolution by the forma­
tion of hydrogen bonds (here Indicated by a dotted line). 

NH3 + H20 < — > NH3 H20 (eq. 2.6) 
Correspondingly, many authors explained the vapour-liquid behaviour of the 

ammonia-water system largely on the basis of physical dissolution without any 
consideration of the lonlzatlon reaction (48,49,50). 

Gas-llquld equilibrium behaviour of Che NHj-H20 system has been experi­
mentally studied by a number of researchers up to a temperature of 350°C 
[14,49,51.52,53,54,55,56]. 

As the earlier discussions In the section 2.4 suggest, the ammonia-water molecu­
lar interactions are very strong leading to a large solubility of ammonia in water. 

^ ~ - NH3 mole percent 

Fig.2.3. The p-T-composition behaviour of Che NH^-H^O system shown through a projec­

tion on the temperature scale. Various temperature cross sections are also marked 

together vith the projection of the critical curve [56]. 
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This Is reflected In the highly non-Ideal thermodynamic behaviour of the bubble-
point surface, which exhibits a strong curvature, as shown in Fig. 2.3. No unusual 
phenomena are observed in the critical line behaviour. The critical line starts at 
the critical point of ammonia and rises gradually with a moderate slope until It 
ends at the critical point of water. It appears that all the non-ideality of the 
system NH3- H2O can be ascribed to the intrinsic non-idealities of the pure component 
behaviour with no new phenomenon arising due to mixing. However, the bubble- and dew-
point surfaces have not yet been accurately determined above 20 bar and 120°C in the 
literature. 

Unlike the previous attempts on modeling the phase equilibria of the NH, - H,0 
system, an unconventional attempt by Edwards and Prauznitz [45] and its improvement 
by Won et al [50] were very successful in describing the phase behaviour up to 20 bar 
and to about 100°C. At higher pressures and temperatures and close to the critical 
conditions, the model has not been tested. A recent model proposed by Gubblns and 
Twu [57] based on a perturbation theory with a hard sphere reference potential is 
claimed to represent the binary polar systems well at these conditions. Gubblns and 
Twu have applied their model to polar-nonpolar systems (Xe/HCl, Xe/HBr ), polar-polar 
systems (HCl/HBr), quadrupolar-quadrupolar systems (C02 / CJHJ, COjA^H^, COJ/CJH^ ) 
and nonpolar-octopolar systems ( Ar/CH,, Kr/CH., Kr / CF^ ). They have also applied 
their model to a ternary system (COj/CpH,/ C^Hg ). Although they suggest the appli­
cability of their model to associating systems like ammonia-water, no attempt has so 
far been made to apply their model to this system. 

Having discussed in detail the behaviour of NH3 and H2O both as pure components 
and in solution, one can now turn to CO2. 

2.7. The molecular characteristics of carbon dioxide relevant to the pure component 
and solution behaviour: 

1. Carbon dioxide is a triatomic 16 electron molecule. As Fig. 2.4a. shows. It 
has a linear spine involving two bonding orbitals, two non-bonding orbltals, a 
bonding orbital and two non-bonding orbitals [15]. The two non-bonding orbitals 
at the end oxygen atoms exhibit a weekly antibonding character near the outer rim. A 
time averaged model of the cloud looks like a hollow hyperbolic barrel (Fig.2.4a), 
slightly thinned nearer to the carbon atom and bulged on both sides due to the high 
concentration of electronic charge adjacent to the oxygen atoms. The front of the 
bulge is presumed to exhibit the above-mentioned mild antibonding character [15]. 

2. Although eight electrons In the bonding and an equal number in the 
bonding are involved, the electrons in both types of bonding orbitals are pulled 
close to the oxygen atom due to Its intrinsically high effective nuclear charge. 
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This phenomenon results in the reduction of nuclear shielding on the carbon acorn 
and in turn makes the central carbon atom much more electrophllic than it usually is 
in other molecules, like for example the saturated hydrocarbons [15]. Also the bond 
lengths approach those of triple bonds with only a double bond strength [15]. All 
these features seem to indicate a nucleophilic attack on the central carbon atom by 

Fig. 2.4.b. Instant location of 
n orbitals. 

Fig. 2.4.a. Time averaged location 
of all electron clouds in CO*- The 
shaded orbitals are the non-bonding 
orbitals, and the striped ones are 
the IT orbitals. The <y orbitals are 
shown non-shaded. [15] 

a reactive molecule or an ion [15]. In the present system the heightened effective 
nuclear charge of the central carbon atom enables CC>2 to capture species like NH, and 
H2O containing non-bonding orbitals to form anions like HC03~, CO3" and NHjCOO" and 
also neutral molecules like NH2COOH and NHjCONH^. 

3. The negative charges at the two oxygen atoms and the positive charges at 
the carbon atom (exhibiting a bidirectional influence) constitute a linear quadru-
pole affecting the physical properties of the molecule, in spite of the lack of 
dipole character. 

U. Since the 7T electron barrel of one COo molecule shields its own carbon atom 
from the lnteraolecular attraction of the other CO2 molecules like a protective 
sleeve and also since the rim of the barrel exhibits a mild antibonding character, 
the CO, molecule lacks self association. Even the van der Waals forces are relatively 
small in C02 leading to a low critical pressure and critical temperature. Also the 
range of pressure and temperature in which CO2 exists as a liquid is narrow. 

5. When C0 2 is dissolved in polar solvents like water and ammonia, It acts as 
an ansolvo acid by acting on the dissociation equilibrium of the solvent. In other 
words, It Increases the concentration of the solvent cations by combining with the 
solvent anions [58]. 
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For example with water , the relevant reactions are: 
2 H20 H 30 + + OH" (eq. 2.7) 
C0 2 + OH" HCO3" (eq. 2.8) 

Similarly with liquid ammonia, the reactions are: 
2 NH3 NH 4

+ + NH2" (eq. 2.9) 
C0 2 + NH2' NH2COO' (eq. 2.10) 

Although the above two schemes look similar, there is a subtle but important 
difference in the way C0 2 disturbs the dissociation equilibria. This aspect can be 
readily noted by the discussion on the differentiating and levelling effects (given 
in section 2.4,8). The argument runs as follows. 

Since C02 is less acidic, in terms of the Lewis definition of acidity, than the 
characteristic cation (HjO ) of water, it falls within the differentiating range of 
water (pK - 0 to 14). Hence there Is a considerable amount of water left un-ionized 
subsequent to the reaction equilibria (eq.2.7 and 2.8). In the case of ammonia, C0 2, 
being more (Lewis) acidic than the characteristic cation (NH^ ), is completely 
levelled (i.e. consumed) causing the equilibria (eq.2.9 and 2.10) to move very much 
towards the right; there will thus be more NH4

+ ions and far less free NHj, unlike 
the aqueous system where the formation of Ho0+ ions is less prolific. For the same 
reason it is almost Impossible to observe experimentally the amide ion in the ammo-
niacal C0 2 solution, while the OH" ion is easily observed in the aqueous C0 2 

solution. 

In an effort to explain the phenomema of azeotropy in terms of dissociating 
compound formation, Khmara [59] suggested a probable reason for not observing azeo­
tropy in the C02-H20 system. This reason was none other than what has been so far 
alluded to during the discussion on differentiation and levelling; the reaction 
equilibria (eq. 2.7 and eq. 2.8) are strongly displaced to the left. Unlike 
NH.C00NH2, which is relatively stable even above the critical point of ammonia and 
carbon dioxide, carbonic acid is hardly a viable species. 

6. In a theoretical study of the formation of carbonic acid through the hydra-
tion of C0 2, Nguyen and Ha [60] presented information which adduced to the validity 
of the above mentioned mechanism (eq.2.7 and 2.8). They proposed an active catalytic 
role for a second water molecule in the formation of H2C0j. 

C0 2 + 2H20 < — > H2C03 + H20 (eq. 2.11) 

After having established the stablity of a six membered cyclic complex ( see Fig. 
2.5 ) involving one molecule of carbon dioxide and a dlmer of water, they suggested 
that the reaction of C0 2 with the water dimer is clearly favoured through an energy 
advantage over that with one water molecule. Also the activation energy calculated 
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Fig.2.5. The mechanism of carbonic acid formation proposed by Nguyen and Ha. Species 
(4) Is a transition complex. Species (3) Is the stable cyclic complex mentioned in 
the text. 

for the proposed mechanism closely approximates the experimental results found in the 
aqueous CO, solution. In the proposed mechanism shown In the Fig. 2.5, the water 
dlmer is presumed to act under its ionized form (HjO .OH"). Thus water is transformed 
into an acid-base bifunctional catalyst through the formation of H,0+ and OH". Conse­
quently the addition of OH" to the carbon atom (now without an activation barrier) is 
facilitated by the simultaneous capture of the excess charges by the HjO+ ion. 

A mechanism similar to that of Nguyen and Ha utilizing the concept of the cyclic 
complex had also been proposed earlier by Pocker and Bjorkqulst [61] in a stopped 
flow study of the carbon dioxide hydration. 

The importance of the six membered complex in the carbonic acid formation has 
its parallel In the formation of ammonium carbamate. In a very recent low tempera­
ture Infrared study of solid ammonium carbamate [62] the existence of a six membered 
cyclic complex composed of one molecule of CO-, and a dimer of ammonia was proposed. 
The suggested structure of the cyclic complex in which one ammonia molecule is bonded 
straight to the central carbon atom and the other ammonia molecule is hydrogen bonded 
to the end oxygen atom resembles very much the cyclic complex proposed by Nguyen and 
Ha for the aqueous system. It is quite probable, although it was not suggested in the 
infrared study, that a similar bifunctional active catalytic role is played by the 
ammonia dlmer in the formation of ammonium carbamate. However, it was suggested in 
the same study that the proton transfer in the cyclic complex of carbon dioxide 
diammoniate occurs at about - 80°C to form ammonium carbamate. 

The central feature of the above proposals for the cyclic complexes lies in the 
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fact that the simultaneous proton transfer to the central carbon atom with nucleo-
philic bond fomation is much more favourable than the sequential process. As the 
reader will appreciate In the succeeding section 2.14.1, such a cyclic complex might 
indeed play a crucial role in the formation of ammonium carbamate even in aqueous 
solutions. 

7. The ease with which C0 2 reacts with ammonia in the liquid phase to form 
carbamate through the reaction (eq.2.10) partially explains the unlikelihood of 
observing free CO-, in significant amounts in a liquid phase containing ammonium 
carbamate and ammonia. Whether CO, has a poor physical solubility in the molten 
carbamate Is difficult to establish experimentally. Purely on the theoretical 
grounds discussed so far, however, we can venture to suggest that this solubility has 
to be very small. 

8. In addition to the primary reactions already mentioned (eq. 2.7, and eq. 
2.8), there are also secondary reactions involving C02. For example with water, the 
carbonate formation is favoured at high pH and at high temperatures. 

HCOj" + H20 <—> H 30 + + COj" (eq. 2.13) 
Similarly with ammonia, the following two step reaction may be considered as the 

secondary one. 
NH2COOH + NH2" <—> NH2CONH2+ OH' (eq. 2.14) 
NH 4

+ + OH" <—> NH3 + H20 (eq 2.15) 

Both these schemes (eq. 2.13 and the combination of eq. 2.14 and 2.15) represent 
the reversals of natural spontaneous reactions, since the proton migrates from an 
atom having a low effective nuclear charge (C In the case of eq. 2.13 and N In the 
case of eq. 2.15) to an atom having a high effective nuclear charge (0 In both the 
schemes). Hence these reactions require an addition of energy and an Increase In 
entropy in order to proceed. Given the characteristics of the levelling and differen­
tiating effects previously mentioned in section 2.4.8 for the solvents ammonia and 
water, it can be inferred that the progress of the reaction (eq. 2.13) will be much 
more limited than that of the reaction (eq. 2.14 and eq. 2.15) 

The similarity of the above two schemes emphasizes the Influence of solvent 
dissociation equilibria on the progress of individual reactions. Such decisive 
influence of the solvent enables the preparation of certain compounds in NHj which 
are otherwise Impossible in water [22]. 

9. Faced with a restricted possibility of dissolution in water through chemical 
means, C0 2 does not easily enter into physical dissolution either, since its own 
structure prohibits it from forming hydrogen bonds with water molecules. If a proto-
nated orbital of one water molecule aligns with the non-bonding orbital of the C02 
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molecule (Fig. 2.4a and Fig. 2.4b), the second protonated orbital of the sane water 
molecule (which is at an angle of 104.5 with the first) comes directly under the 
influence of the antibonding orbital of the COj molecule leading to the repulsion of 
the water molecule. 

Likewise, as discussed earlier (section 2.4.9.111), the possibilities for ente­
ring Into the interstices of the water structure or being attracted by the van der 
Vaals forces of the monomer water are very much limited for CO-,. 

2 . 8 . The C02-H^O system: 

h' 
2 CO 

—K min 

HoO 

Fig. 2.6. p-T-x diagram for the COy-Hfl system. Kg denotes the lover critical 
endpolnt and K , -the minimum critical point. Lj and Z.̂  are the liquid phases. [69] 

Much of the unusual phase behaviour of the COj-HjO system has been observed in 
geochemlcal studies [63,64,65,66,67,68]. The steep bubble- and dew-point surfaces are 
widely separated at temperatures below 200°C and are near to pure component p-T 
planes even at thousands of atmospheres. Below 250 C, the gas phase contains little 
water even at high pressures (p>1000 bar). The behaviour of the critical line with 
two branches is unusual. One branch starting at the critical point of CO2 ends at a 
point called the lower critical end point (31.5°C, 74 bar, 99.951 COj). The second 
branch beginning at the critical point of water ( T- 347°C ), as shown in Fig. 2.6, 
first falls gradually to a minimum critical point around (266°C, 2450 bar,41.5ï C0 2), 
and later reverses direction heading for high temperatures and pressures. Between 
40°C and 265°C no critical behaviour is observed. Above 266°C fluid lmmlsclblllty 
occurs. There is also the formation of an addition compound CO2.6H2O [69). The reader 
is refered to Gmelin [70] for further details on the (X^-HjO system. 
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Describing the (X^-f^O system quantitatively through the use of the classical 
Krichevsky-lllinskaya equation seems to work reliably up to about 300°C as long as 
the mole fraction of COj does not exceed 0.1 [66,71]. Beyond that concentration, 
the unreliability of the experimental data published for temperatures from 50°C to 
200°C [66] is too poor to attempt a model. 

A number of features observed in the CO2-H2O system have their analogues in the 
system NHj-CO* which is decrlbed in the next section. 

2.9. The My CO2 system: 

The NH3-CO2 system is of fundamental importance to urea synthesis. It remains 
purely binary until about 100°C. Thereafter, it can be treated as pseudo-binary from 
100°C to perhaps about 160°C, if the slight formation of urea is neglected. Beyond 
160°C, the pseudo-binary treatment is quite unrealistic. The utility of the pseudo-
binary treatment is related to two facts, namely: 

I. the residence time in the urea process high pressure condenser is short 
enough to warrant the neglect of urea formation, and 

II. the inlet gases of the high pressure condenser contain very little water 
(usually about U to 6 molel), and hence the phase equilibrium behaviour is 
largely determined by the binary system NH-J-COJ. 

Over and above the practical utility, the NH^-CO, system is Interesting also 
from a scientific viewpoint due to a number of observed or Inferred phase phenomema 
[1], such as a maximal temperature azeotrope, liquid-liquid immlsciblllty in the C0«-
lean region (relative to the stolchlometrlc composition of ammonium carbamate), and a 
lower critical end point in the CO*-rich region. 

In spite of the importance of the system NH3-CO2, realized as early as the 
1930's, the amount of published experimental data is seriously inadequate. For exam­
ple, the density of solid ammonium carbamate, whose value is needed at least at one 
temperature for any meaningful calculation of the S-G equilibria of the NHJ-COJ 
system at high pressures and temperatures, was not known until recently through a 
crystallographic study [72]. Similarly in the region of liquid-liquid lmmlsclbility 
the number and the quality of tie-line data [3] are, respectively, too few and too 
poor to be of any possible use in application. In what follows the available litera­
ture data are used to describe qualitatively the binary / pseudo-binary system of 
NHj-COo; also these results are presented In Fig.2.7. 

The central aspect of the NH3-CO2 system is, of course, the formation of ammo­
nium carbamate, a dissociating compound. Solid ammonium carbamate is hydrogen bonded 
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In all three directions. The hydrogen atoms of each NH^ are hydrogen bonded to the 
oxygen atoms of four separate carbamate ions, and each carbamate oxygen Is bonded to 
two different NH^ Ions. There is also a hydrogen bond between the centrosymmetrlc 
pairs of carbamate ions similar to that of primary amide structures. Curiously, one 
of the hydrogen atoms of the carbamate ion is not involved in hydrogen bonds [72]. 
Further, the ease of dissociation of solid NH4COONH2 appears to be due to low poten­
tial barrier for a proton transfer from the ammonium ion to the carbamate ion [73). 

Starting the description of the p-T-x space model from 20°C as illustrated In 
Fig. 2.7.1, the p-x cross section is found to contain a 'shallow trough' representing 
the solid-vapour equilibria and two envelopes at both corners representing the 
vapour-llquld equilibria. The minimum of the trough corresponds to the composition of 
ammonium carbamate and its sublimation pressure.( A quantitative description of the 
S-G equilibria is presented in appendix A.) There are two S-L-G equilibria, one 
occurring at a low pressure in the ammonia-rich region (relative to ammonium carba­
mate) and the other at a high pressure In the CO^-rlch region. Similar p-x cross 
sections (Fig. 2.7.2) can be constructed until the critical temperature of CO2 
(31.06°C) is reached. Crossing the critical temperature of COj, the CO^-side vapour-
liquid envelope starts to recede inwards until it becomes a lower critical end 
point, (which Is estimated to occur at 32°C and 74 bar) (Fig. 2.7.3). 

Further temperature Increase changes the area demarcation little until about 
116°C (Fig. 2.7.4, Fig. 2.7.5 and Fig. 2.7.6). At this temperature liquid-liquid 
immisclblllty begins with the occurrence of a four phase equilibrium L.-Lj-S-G (Fig. 
2.7.7). This quadruple point is estimated to occur at 80 bar and 116°C with the 
mole I of NH3 of the individual phases being: G-100I; Ly >98X; L^- approx.78X; S-
66.6671. Further increase up to the ammonia critical temperature results in the 
growth of the L, region (Fig. 2.7.8). On passing the critical temperature of ammonia 
(132°C), the NHj side vapour-llquld envelope starts receeding inwards (Fig. 2.7.9). 
At about 133°C the liquid immiscibility (Lj-Lj equilibria) transforms into gas-liquid 
equilibria (Fig. 2.7.10). 

At temperatures higher than 133°C, the enclosed L2 region widens, and the criti­
cal solution line of the two liquid phases gradually transforms Into a gas-liquid 
critical line. Just before 147°C another gas-liquid critical line starts In the C0 2 

rich region (Fig. 2.7.11). At 147°C the azeotropic line starts (Fig. 2.7.12). Further 
Increase brings out two gas-liquid envelopes on both sides of the azeotropic point 
and, in quick succession, the maximum sublimation point and the minimum melting 
point. The maximum sublimation point, often incorrectly referred to as the melting 
point, has been measured to be around 153-156°C and 88 bar [74], Also, In a thermo-
graphic analysis of urea synthesis. Kucheryavyi et al [75] referred to the "melting 
point" of ammonium carbamate as 155 C and 75 atm. Unlike the maximum sublimation 
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point, which is the maximum temperature ac which the gas and solid can coexist in the 
absence of liquid, the minimum melting point (i.e. the minimum tenperature at which 
the solid and liquid can coexist in the absence of gas) is unknown and perhaps does 
not exist. Based on tentative grounds, Lemkowitz et al [1] arbitrarily assigned the 
point to occur at 155°C and 111.5 bar. Crossing the minimum melting point, there are 
exclusive vapour-liquid envelopes on both sides of the azeotroplc point. These enve­
lopes recede eventually into a critical end point above which only a fluid exists 
(Fig. 2.7.13, Fig. 2.7.14, Fig. 2.7.15, Fig. 2.7.16 and Fig. 2.7.17). 

Zernike (69] states that a minimum azeotrope persisting up to the critical 
region is rare. The NHJ-COJ system appears to exhibit such rare behaviour. 

The above explanation of the phase diagrams Is, perhaps, too brief for readers 
not familiar with the phase theory. A detailed explanation of the same system from a 
p-T cross section viewpoint is presented by Lemkowitz et al [1]. The most Important 
phase behaviour for the urea technology is the occurrence of azeotropy. As will be 
explained in the succeeding chapter, this behaviour in the binary system Induces two 
top-ridge curves, one In the bubble-point surface and another in the dew-point 
surface of the NH^-CC^-l^O ternary system (In which the species urea does not exist). 
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The operation of a high pressure condenser In the stripping processes around 
the top-ridge curves results in condensation at the highest possible temperature for 
a given pressure, leading to a substantial energy recovery. Also the condensation can 
be achieved with a minimum surface area (i.e. mlmlmal equipment size) in these 
processes, since it occurs at conditions close to the binary azeotrope and practi­
cally without diffusion limitations (i.e. analogous to pure component condensation). 
In fact, one of the factors which effectively clinched the commercial success of the 
stripping processes in the early seventies was this near-azeotroplc condensation. It 
was a highly imaginative application of the principles of phase equilibria to a 
process design. 

After having dealt at length with the behaviour of the basic species NHj, C02 

and H2O, one can now turn to the larger species like urea and the anions. 

2.10. The molecular characteristics of urea and their relevance to the pure component 

and solution behaviour: 

1. The urea molecule is characterized by its planar structure with its lone C 
atom at the centre and two NH» groups and an 0 atom situated on the vertices of an 
almost equilateral triangle. The N-C-0 and N-C-N bond angles are approximately 120°. 
The C-N bond lengths are shorter than the single bond lengths, and the H-N-H bond 
angles are approximately 104.5° [76,77,78], See Fig.2.8. 

Solid urea has four hydrogen bonds per molecule. The lone pair orbitals of the 
oxygen atom are the acceptor sites, and each amide group acts as a donor group. Just 
like the carbamate Ion, one of the hydrogen atoms in the amide group does not appear 
to take part in hydrogen bonding [79,80). 

Fig.2.8.Structural representation 

of an urea molecule. Shaded areas 
denote the nonbondlng orbitals and 
striped areas denote TT orbitals. 
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2. The polar character of the urea molecule Is caused by the presence of nega­
tively charged non-bonding orbitals at the oxygen atom and the predominance of the 
positive charge at the protonated orbitals of the N atoms. 

3. There la a specific difference in the behaviour of urea in aqueous and 
ammonlacal solutions. Urea acts as a proton acceptor In water unlike In ammonia, 
where it donates protons and form salts with strong bases like the alkalis [22]. 

4. Urea Is one of the few substances which increases the dielectric constant of 
water on dissolution [81]. Such an Increase reduces the energy required to dissolve 
an ionic solute in urea-water solution relative to that required in pure water. 
Consequently the solubilities of many Ionic solutes excepting a few are higher in 
urea-water solutions Chan in pure water. For example, Bower and Robinson [82] report 
of the saltlng-ln effect of NaCl at low and high urea concentrations and the contrary 
saltlng-out effect at moderate urea concentrations in the system NaCl-H,0. 

5. The effect of urea on the solubility of CO2 in water at low temperature was 
studied by Kiss et al [83] in the early twenties and their data are plotted in 
Fig.2.9. From these data, it is difficult to say whether the solubility of C0 2 in 
water at high temperature is increased or decreased by adding urea. 
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6. The effect of urea on the solubility of NHj in water was studied by 
Worthlngton er. al [84], again at low temperatures. Their recalculated results are 
presented in the Fig.2.10. It is notable that the presence of urea Increases the 
solubility of ammonia in water and hence a reduction of vapour pressure. The effect 
of urea on aqueous NH3-CO2 mixtures was also observed to be similar [85). 

7. In spite of the capability of the urea molecule to form hydrogen bonds in 
aqueous solution, both NMR and spectroscopie evidence Indicate a lack of self asso­
ciation on dissolution [86]. Still self-association has often been invoked in the 
literature to explain the behaviour of urea in solution [87,88,89]. 

8. Divergent opinions exist in explaining the urea-water interactions. Some 
investigators [90,91,92] claim that urea can enter into the three dimensional network 
of water, while others [34,93] claim that the geometry of the urea molecule precludes 
it from entering into the same network. 

Investigators who claim that urea is like the monomer water in Its interactions 
with other water molecules cite a number of facts to support their claim. Similarity 
of the standard heat of solution of urea in water (3.5 kcal /mole) to the heat of 
fusion of urea (3.6 kcal/mole) [1] and the close agreement between the partial molar 
heat capacity of urea at infinite dilution and that of the solid urea [90] are just 
two examples of such evidence. 

In terms of the structural geometry, an arbitrary water molecule can be said to 
interact with its neighbours through its two orbital pairs, namely: 

i) the positively charged pair of the protonated orbitals, and 
li) the negatively charged pair of the non-bonding orbitals. 

Likewise, an arbitrary urea molecule interacts with its neighbours through its 
two positive pairs of the protonated orbitals and one negative pair of the non-
bonding orbital. Hence, given the fact that one of the hydrogen atoms of the amide 
groups in urea molecule does not form a hydrogen bond (as mentioned in point no.1 
above), it is conceivable that the non-ideality of the urea solution is minimal, as 
it really does, due to similar orbital pair angles (for e.g., around 118° for both 
urea and water [94,95,99]), Intramolecular bond lengths (namely, N-H bond length in 
urea is 0.1 nm [94] and that of 0-H in water is 0.096 nm [95,96]), and comparable 
attractive or repulsive forces [91,92]. 

In an effort to discern between the longstanding and differing opinions raised 
in the literature, two Independent theoretical investigations (the so-called 
"computer experiments") [91,92] on the hydratlon of urea in an infinitely dilute 
solution were recently carried out, and the results are quite revealing. 
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Tannka et al (91) have shown that the original water structure is changed only 
upto the second hydration shell near a urea molecule in an infinitely dilute solu­
tion. The urea-water Interactions are claimed to be short ranged and short lived. 
According to their calculations, urea enters the water structure without appreciable 
distortion. The coordination number of water molecules around an urea molecule at a 
distance of 40 nm is said to be the same as that in pure water. Also the water 
molecules orient themselves separately to the cis-H of the amide group and the 
carbonyl lone-pair of the urea molecule. One of the hydrogen atoms of the amide 
group, namely the trans-H, does not take part In the hydrogen bonding. This behaviour 
In the urea solution is remarkably similar to that of solid urea, as given In point 1 
above. Regarding the endothernlc heat of mixing, Tanaka et al suggest the main cause 
to be the breaking of urea-urea hydrogen bonds. This Is contrary to Frank and Franks 
[34], who attributes It to the change in water structure of the second cosphere. 

Kuharskl and Rossky [92] have adduced additional aruguments to these findings. 
They suggested that the average binding energy (i.e. the sum of all interaction 
energies attributed to one water molecule with all other water molecules in the 
vicinity) and the binding energy distribution of water molecules are the same in the 
primary solvatlon shell and the bulk region. Also the average number of hydrogen 
bonds formed by the water molecules in both the shell and the bulk region are deduced 
to be equal. 

Such behaviour of urea appears to be similar to that of the ammonium ion; i.e., 
the first cosphere (or the primary solvatlon shell) and the bulk solvent are energe­
tically similar, and the influence of the second cosphere is small. 

2.11. The urea-water system: 

The p-x behaviour of the urea-water system up to 80°C was investigated by Peraan 
[97], while the vapour pressure of the saturated solution was studied by Kucheryavyl 
et al [98], The system cannot be considered as binary when hydrolysis occurs at high 
temperatures and high water concentrations, and should be treated as a ternary with a 
material balance constraint. However, the equilibrium studies on urea hydrolysis 
[97,98] are very inadequate. In spite of their importance to the design of evapora­
tors and crystallizers. 

The system at low temperature is nearly ideal and the vapour pressure curve 
(i.e. the bubble-point behaviour) is regular (Fig. 2.11). A similar behaviour also 
occurs In the ternary NHj-CX^-H.O system (with equilibrium concentration of urea and 
no excess NHj or CX^) even at high temperatures without any modification, as observed 
by Lemkowltz et al [1]. 
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Fig. 2.11. The p-x behaviour of the urea-water system [97]. 

Essentially, two models have been proposed to explain the vapour-llquld 
behaviour and other thermodynamic properties of the urea-water system, namely: 

I) the urea association model [87,88,89], and 
II) the water structure breaking model [34]. 

The urea association model considers the urea molecules to be associated (i.e. 
by forming dlmers, trlmers, etc.) and water to be essentially unassoclated. It fits 
the experimental osmotic coefficients Impressively well, In spite of the unrealistic 
assumption of the lack of water structure. However, the model predictions of the heat 
of solution values [34] are not yet satisfactory. 

The water structure breaking model, also known as flickering cluster model, Is 
based on the fact that, although the urea-water interactions are similar to water-
water Interactions, urea is precluded from entering the long range network of water 
by Its incompatible geometry. Instead, urea is said to perturb the equilibrium 
between the structured and the unstructured water (I.e. the bulk and the dense 
species; see section 2.4.10). This model explains satisfactorily the qualitative 
behaviour of both the phase equilibria and the enthalpy aspects, although quantita­
tively there is much to be desired. 
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On the basis of the molecular dynamics calculations, the validity of the struc­
ture breaking model seems to be doubtful; yet, in their original studies, Frank and 
Franks applied their model to a 7 H urea solution and strongly argued the suitability 
of their model to the urea-water system. In a persuasive follow-up of the Frank and 
Franks model and in an application to describe the heat of solution of urea-like 
solutes, Barone et al [93] had this to say: "We believe that the excess thermodynamic 
properties of aqueous solutions of urea-like solutes are determined mainly by the 
rearrangement of water molecules. In other words, the processes in solution Involve 
solute-solvent and solvent-solvent Interactions rather than the solute-solute and 
solute-solvent Interactions." 

Thus, the interpretations regarding urea-water solutions still remain inconclu­
sive. Perhaps the knots will be untied in the future and this long held controversy 
will be solved. 

2.12. The urea-ammonia system: 

The urea-ammonia system has been studied by Scholl and Davis [99], Janecke [3] 
and Lemkowitz et al [1]. At high ammonia concentrations the system is quite stable. 
Irreversible chemical reactions leading to the formation of biuret, trluret, cyanurlc 
acid etc. complicate the phase behaviour only at high temperatures and at high urea 
concentrations. 

Vapour pressure of saturated solution of 
urea - NH, 

-30 -10 10 30 50 70 90 110 
Temperature in C 

Fig.2.12.Vapour pressure of saturated solution of" Urea-HHj. 
The curve with the cross marked points Is due to Janecke [3], 
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Fig. 2.13. The p-x behaviour of the ammonia-urea system. > . + , v , v . B , o . A . A . * . 0 . 
and "k refer to the bubble-points at temperatures, repectlvely, 80, 110, 120, 130, 

140, 150, 160, 170, 180, 190, and 200° C. x - a critical point. [1J 

The equilibrium behaviour of the ammonia-urea system Is quite analogous to that 
of the urea-water system. As noted earlier, the NHj molecule has no charged pairs. 
There is a single non-bonding orbital and a cluster of three protonated orbltals. 
The kind of interaction which an NH^ molecule will experience with another NHj 
molecule may appear to be different from the interaction which it will experience 
with an urea molecule. But, given the tendency of NHj molecules to form hydrogen 
bonded chains and rings and the fact that one hydrogen atom in the urea NH2 gtoup 
does not take part in hydrogen bonding, It is possible that urea can form hydrogen 
bonds through utilization of Just one acceptor site and one donor site. Hence it is 
not surprising that urea is ammonophilic. Such amtnonophilicity is illustrated through 
the formation of an addition compound (Nh^CONh^.INHj). The same compound exerts an 
appreciable influence on the saturation vapour pressure of the ammoniacal urea solu­
tions, as seen in Fig. 2.12. 
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The similarity of Che ammonia-urea and the ammonia-water systems In their phase 
behaviour was observed by Lemkowltz [1]. As can be seen in Fig. 2.13, the bubble-
point behaviour and the critical line are regular. At high NH^ concentrations in the 
liquid phase the vapour phase consists of almost pure NHj. It Is considered probable 
that urea can dissolve In supercritical NHj [1]. 

2.13. The carbon dioxide-urea system: 

Phase equilibrium measurements of this system are extremely difficult and highly 
non-reproducible at temperatures above the melting point of urea (132.7°C) due to the 
rapid reaction of urea to form polymerisation products. The evolution of ammonia as a 
by-product complicates the measurements further by forming ammonium carbamate with 
the carbon dioxide present. The near equilibrium bubble-point measurements for 10.6 
mole X CCU mixture are presented by Lemkowltz et al [1]. Through these measurements 
and due to similarity of urea and water in their orbital Interactions with a third 
molecule It is possible that the CC^-urea system is similar to the CO^-^O system. 

Whether the unusual behaviour of a critical line with lower critical end-points 
(as observed In the CCU-H^O and CCU-NH^ binary systems) and liquid-liquid lmmlsclbl-
lity can also be expected to occur In the CC^-urea system is a moot point over which 
one can only speculate. 

After having discussed the binary equilibria and the relevant molecular charac­
teristics of the simple species like ammonia, carbon dioxide, water, ammonium ion and 
urea, there is still one other aspect yet to be discussed, namely the molecular 
characteristics of the anions and species similar to urea. 

2.14. The molecular characteristics of the urea-like species and their relevance to 

the solution behaviour: 

Excluding the OH" ion, whose structure resembles the species H-O, NHj, H,0 and 
NH,+, there are three anionlc species, namely the carbamate, bicarbonate and carbo­
nate ions bearing a close resemblance to urea. Additionally there Is a neutral 
molecule, carbamic acid (NHjCOOH), which is considered to be a major intermediate in 
urea synthesis [100,101]. See Fig. 1.14. 

1. Carbamic acid, one of the simplest amino acids and also an amide analogue of 
carbonic acid, has never been isolated in the pure form, although a number of Its 
salts arc known. At 25°C Its dissociation constant has been estimated to be around 
10 [102]. Also it is suggested that It cannot exist as a zwitterlon unlike other 
amino acids [73,103,104]. At high temperature, the formation of lsocyanic acid (HNCO) 
by the dehydration of carbamic acid is quite possible, and, in fact, in one of the 
mechanisms proposed for the urea synthesis, such a dehydration step Is considered to 
be Important [100]. 
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a.NH2COOH b.NH2COO' 

c.HCOj' d.C03~ 

Fig. 2.14. Molecular representation of urea-like species. 

The existence of carbamic acid in the NH3-CO2-H2O solution has often been specu­
lated [100,101], although no specific spectroscopie evidence has yet been found. 
However, Marion and Dutt [105] have presented arguments based on their calculations 
suggesting a plausible existence of the ion-pair NH^.HCOj0. Such an ion-pair would, 
of course, be thermodynamically identical to a hydrated carbamic acid or to another 
ion-pair, oxonium carbamate ( H J O ^ N H J C O O ' ) • Similarly the ammonium carbonate ion-pair 
can be viewed as the ammonium carbamate monohydrate. In spite of these theoretical 
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possibilities, however, the extent of ion pairing in the NH3-CO2-H2O solution has not 
yet been experimentally investigated. 

Additional support for the probable existence of carbamate In more than one form 
was found in a recent Laser Raman spectroscopie study on the NHo-COn-HjO system by 
van Eck [106). This study was concerned with the In situ analysis of the species 
composition in a transparent high pressure equilibrium cell. On fitting the observed 
bands with Gauss/ Lorentian symmetrical peaks at the known fraquencles of carbamate 
[107), bicarbonate [108] and carbonate [109], it was found that the carbamate band 
was unsymmetrlcal, and at least two peaks were necessary to fit the observed band. 
The same behaviour, but to a much lesser extent, was seen with a solution of ammonium 
carbamate in formamide. The anomalous behaviour of the carbamate in the aqueous 
system persisted even at a pH of 14, and could not be explained by assuming conver­
sion of carbamate to bicarbonate or carbonate. Van Eck suggested the possibility of a 
dynamic equilibrium, similar to the ones proposed for other simple amino acids [28], 
between the protonated and non-protonated species, as given below. 

H3N+-C0O" 

H0N-C00H 
HoN-COO" (eq. 2.16) 

It is to be remarked, however, that the suggestion of the amino acid type 
equilibrium and especially the zwltterionic equilibrium is at variance with the 
conclusions of at least three related studies [73,103,104). The fully protonated form 
NHj+COOH, if it exists, has to be short-lived in view of the potential barriers to 
form such species. In fact van Eck had discounted the possibility of observing this 
species. Among the remaining species, the carbamic acid is already stressed. The 
second most likely candidate to explain the unsymmetrlcal carbamate peak In the Laser 
Raman spectroscopie study would be the cyclic dimer of the carbamate ion, namely the 
stable dimer observed In the crystallographic study of NH.COONH*. (see section 2.9 
and 2.14.3 below.) 

2. The saturation of ionic solutions leading to the precipitation of solids 
occurs when the solvent molecules become Incapable of blanketing the interionic 
forces. In the case of the ternary system to be considered in the next chapter, a 
number of solids are known to precipitate under varying conditions, namely ammonium 
bicarbonate, ammonium carbonate monohydrate, ammonium carbamate, a double salt of 
bicarbonate and carbonate monohydrate (2NH^HC0j. (NH^nCO* .JUO) and another double 
salt of bicarbonate and carbamate (NH^HCO-j.NH4COONH2) [2]. 

3. In order to quantify the ion-specific interactions in concentrated solutions, 
Friedman and Krishnan [110] presented two possible Interactions involving ionic 
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Fig. 2.15 Ionic hydratlon interaction mechanisms suggested by Friedman and Krlshnan 
1110). 'a' denotes the relaxation of cosphere water into the bulk phase and 'b' 
denotes the inclusion of bulk water into the cosphere. Shaded portions denote the 
water regions Involved. 

cosphere overlap namely, the "mutually destructive" one and the "mutually construc­
tive" one. See Fig.2.15. In the first case some solvent in the overlapped cosphere is 
displaced into the bulk solvent. In the second, the overlapped cosphere takes up 
additional solvent molecules from the bulk region. Although the mutually destructive 
case is the normal one, there are cases for which the mutually constructive situation 
prevails. One of the significant overlap effects above the concentration of 1 M is 
the apparent solute-solute attractions caused by the solute-solvent interactions. 

Such solvent mediated interactions can lead to associated species which are very 
similar to those existing in the solid crystals. For example in solid ammonium 
bicarbonate the bicarbonate ion is known to exist in an Infinitely long polymer 
chain, while the same bicarbonate ion in the potassium salt exists as a cyclic diner 
in an elongated benzene type hexagonal structure [111,112]. Similarly, as remarked 
earlier in the section 2.9, the carbamate ion in the ammonium carbamate crystal 
exists as a cyclic dimer. The carbonate monohydrate ion can also in principle be 
arranged into a polymeric sequence or Into a dimer form, even though no crystallo-
graphic study has yet inferred such a sequence with the carbonate monohydrate. All 
these possibilities of the anion association in the crystal structure suggest that 
associated species can also exist in the concentrated solutions, in turn leading to 
the formation of solid phases on saturation. On the basis of the present inadequate 
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knowledge, however, It Is difficult to ascertain whether this hypothesis does indeed 
occur in reality. Perhaps future spectroscopie studies can clarify the situation. 

4. While spectroscopie studies are successful In establishing species identi­
ties, their use in interpretation of the ionic interactions Is problematic. For 
example spectroscopie studies have clarified the understanding of alkali nitrate 
solutions [113] through the effect of cations on the anion bands, while similar 
attempts on the alkali bicarbonate are inconclusive [114]. 

5. The phenomena of salting out, in which the solubilities of the volatile 
neutral solutes are reduced by the addition of salts, is difficult to establish 
quantitatively for the interested ammoniun salts, since these salts react with water. 
Salting out depends on the ionic sizes, their charges, their concentrations, the 
nature of the non-electrolyte and the temperature. Although many studies 
[115,63,64,66] have established the solubility of C0 2 in aqueous alkali electrolytes 
to be lower than that In pure water, none of them are satisfactory due to their 
neglect of the simultaneous ionization reactions. The studies with ammonia are not 
hampered to the same degree, since the ionization of NHj is less severe in the 
aqueous alkali electrolytes. Attempts to explain the effects of alkali salts on the 
volatility of molecular solutes are very few. Recently, Pawllkowskl et al [115] have 
done so regarding the effects of alkali salts on the volatility of NHj and CO2 in 
terms of specific ionic contributions utilizing the model of McDevlt and Long [116]. 

Further to these remarks on the characteristics of the urea-like solutes and how 
they affect the thermodynamlc solution behaviour, the phase equilibria of the ternary 
and quarternary systems are discussed In the next chapter. 
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CHAPTER 3 

PHASE EQUILIBRIA OF THE TERNARY AND QUARTERNARY SYSTEMS 
COHPOSED OF AMMONIA, CARBON DIOXIDE, WATER AND UREA. 

3.1. Introduction: 

The presence of simultaneous phase and reaction equilibria in a number of asso­
ciated systems leads to new phenomena, rich in their variations and poor in their 
amenability to quantitative description. This condition is especially evident when 
one of the components is water. For example, the systems hydrogen hallde-water (HC1-
H20, HBr-H20, HI-H20 and HF-HjO), nitric acid-water, formic acid-water and ethylene 
diamlne-water all exhibit minimum azeotropy (maximum boiling point) and form addition 
compounds [1]. The systems composed of ammonia and hydrogen sulphide or hydrogen 
halide also form dissociating compounds and hence exhibit maximum sublimation points, 
minimum melting points and minimum azeotropy [1]. Similarly, the hydrogen hallde-
water and S02-water systems exhibit liquid-liquid immlscibility, again an unusual 
phenomenon. According to Zernike (1], a maximum in the boiling curve combined with 
demlxing Is rare, and he cites only the hydrogen halide-water systems. 

It is in this rare class that one finds the system ammonia-carbon dioxide. The 
related system of carbon dioxide-water exhibits only demixing and compound formation 
[2). Two other binary systems, namely the systems NH^-^O and NHj-urea, are known to 
form addition compounds, but do not show demlxing [3]. There is also an azeotrope 
formed in the NHJ-HJO system at an extremely low concentration of ammonia [4]. Of the 
two remaining systems, the urea-water system is regular with no unusual phenomena and 
the COj-urea system is experimentally inaccessible at temperatures above the melting 
point of urea <T-132.5°C). 

The interplay of these binary systems In forming ternary and quarternary systems 
creates further complications, new compounds and unusual behaviour. Although the 
ternary system NHJ-COJ-HJO has a long history of experimental studies and qualitative 
treatments, It still defies a thorough quantitative description. The complexity of 
the system makes all exhaustive attempts very difficult to sustain and to bring to 
fruition. Instead, quite a number of studies carried out in restricted ranges have 
met with success. For example, van Krevelen et al [5] described the vapour-liquid 
equilibria of dilute solutions (at low tenperature and pressure with high ammonia to 
carbon dioxide ratios) rather satisfactorily. Frohlich [6], Uicar [7] and Verbrugge 
[8] had a limited success In empirically extending the model of van Krevelen et al to 
a moderately high concentration (10 molal Ionic strength) with pressures ranging from 
1 bar to 50 bar and temperatures up to 130°C. The recent attempts by Edwards et al 
[9], Pawlikowski et al [10] and Muller [11] using ionic interaction models are quite 
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successful up to 100°C and up to a fairly large concentration of ammonia (>20 molal). 
Similarly, the equation of state proposed by Nakamura et al |12] enables one to 
calculate the S-G equilibria of ammonium carbamate extremely well utilizing the known 
data on the dissociation pressure ( See appendix A). 

Given the possibilities of modern molecular chermodynamic descriptions, it is 
imperative for phase equilibria Investigators to have a qualitative understanding of 
the probable phase behaviour of the systems being studied. It is in this area where 
the phase theory can be Immensely helpful. The combination of modern applied thermo­
dynamics with its high-powered calculational tools and classical phase theory with 
its far-reaching suggestlveness can be synerglstic In devising new chemical enginee­
ring applications. Such a synerglstic Influence can be clearly seen in the develop­
ment of urea processes. 

The phase equilibria of the ammonia-carbon dioxide-water systems (with and 
without the presence of urea), the ammonia-water-urea system and the ammonia- carbon 
dloxlde-water-urea system are described in this chapter mainly with respect to 
experimental investigations found in the literature. 

3.2. Compounds occurring In the ternary system of WiyCOi-Rfl (without the presence 
of urea): 

Starting with the high pressure (Kp<30 bar) and high temperature (8CXT<120°C) 
description of the ammonia-carbon dioxide-water system (without the presence of 
urea), one finds four binary compounds and four ternary compounds occuring at condi­
tions below 155°C [3,8). The formulae of these compounds together with their symbols, 
as used in this chapter, are given below. 
H - C02.6H20, B - NH4HCOj, A - NH2COONHft. C - ( N H ^ C O J . H J O 

NH3.2H20. P - 2NH4HC03.(NH6)2C03.H20. NHj.^O, R - NH^HCOj.NH2COONH4 

The behaviour of the gas hydrates, the ammonium carbonate monohydrate and the 
ammonium sesqulcarbonate monohydrate ( i.e. the double salt of the bicarbonate and 
the carbonate monohydrate), which occur only at low temperatures, are not treated in 
this chapter, since their influence in the chosen pressure and temperature range is 
marginal. This leaves only ammonium bicarbonate (B), ammonium carbamate (A) and Che 
double salt of carbamate and bicarbonate (R) as being relevant to the high tempera­
ture equilibria. Ammonium carbamate, treated in the last chapter at some length, is 
easily hydrolyaed at temperatures below 58°C to ammonium carbonate (as shown below in 
(eq. 3.1)), which in turn cryscallizes as Che carbonace monohydrace Jusc below 66°C 
[13). In fact, it is possible to have appreciable concentrations of carbonate even ac 
high cemperacures. 

NH^COONHj + H20 < > (NH4)2C03 (eq. 3.1) 
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3.2.1. Aaaonlum bicarbonate: 

1. Crystallographlcally ammonium bicarbonate resembles sodium bicarbonate with 
Its long and flat anionlc chain [14] of hydrogen bonds as given below. 

o o 

i A 
while Che extent of H-bondlng between Che ammonium and bicarbonaCe ions in Che 

ammonium bicarbonaCe cryscal is not known, polymeric H-bondlng is noted to be an 
unusual occurrence [15]. Such an infinitely long anionlc H-bonding differs from the 
centrosymmetric cyclic bonding observed in potassium bicarbonaCe crysCals [16] and, 
as given Che lasC chapcer, in ammonium carbamaCe crysCals. 

2. In spite of the difference In H-bondlng, ammonium bicarbonate resembles 
ammonium carbamate in many ways. It is also a dissociating ammonium compound having a 
maximum sublimation point (19.5°C and 0.0466 to 0.052 bar [17]) and a minimum melting 
point (which was not observed but estimated [17] to occur at 114± 2°C and at a 
pressure exceeding 200 co 300 bar). The wide range of bicarbonate S-L-G equilibria 
(i.e. from 19.5 to 114 C) and Its low sublimation pressure, compared respectively Co 
Che small range of carbamaCe S-L-G equilibria (from 153 Co 156°C), and ics sublima­
tion pressure ac equal temperatures probably indicates a greater stability of ammo­
nium bicarbonate than ammonium carbamate. This high stability ;ould be due to poten­
tial barriers placed against the proton transfer from the nitrogen atom of the NH^ 
ion to the oxygen atom of the HCOj" ion. 

3. Zernike [17] InvesClgaCed S-L-C equilibria of ammonium bicarbonaCe and Che 
p-T behaviour of Che saCurated bicarbonate solution. Also SCobleckl et al [18] 
sCudied Che p-T behaviour of the same and presenCed Cheir daCa under the mistaken 
notion of being related to the sublimation behaviour. They were apparently not aware 
of Zernike's work, and especially the low value of the maximum sublimation point of 
bicarbonate. In fact, by plocclng on a p-T diagram (Fig. 3.1) cheir daCa can be seen 
Co be similar Co Che S-L-G daCa of Zernike. These data are useful, as demonscraced In 
secCion 3.3.7, in establishing the boundaries of the S-L-G equilibria involving 
NH.HCOj in the N H J - C O J - ^ O system. There is also one ocher vapour pressure sCudy of 
ammonium bicarbonaCe by Bonnier [19], which differs by a conscant value from these 
two groups of researchers. Studies of ammonium bicarbonate S-L-G equilibria are 
difflculc due Co Che greac difference in solubillcies of NHj and C0 2 In wacer. In 
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Fig. 3.1. a. Vapour pressure curve of Che saturated NH^HCOj solution, b, S-L-C curve 
of NH.HCOj. In the figure, the S-L-C and boiling temperatures are also marked for the 
pressures 5.41 bar, 10 bar, 20 bar and 30 bar. 

fact, accurate S-L-G measurements necessitate that the mole ratio (NHjl/ICOjl in the 
liquid phase be kept at unity. This is possible only when the vapour volume is kept 
extremely small. Failure to appreciate this Important factor has led many investiga­
tors [20,21,22] to report much too low vapour pressures of the saturated solutions. 
As shown in Fig. 3.1, the correct vapour pressures are very high; such high pressures 
are necessary Co maintain the poorly soluble (XU in the liquid phase. 

4. If amnoniuB bicarbonate resembles ammonium carbamate as a dissociating 
compound, it Is natural for the question to be raised as to why one does not observe 
any azeotropy Induced by bicarbonate formation similar to that induced by carbanate 
formation. The answer to this question is easily provided by phase theory in terms of 
generalised models of dissociating compound behaviour. 

Consider Che system made of CO2 and NH^OH. The pure compound NH^OH has not been 
isolated, and many investigators even doubt the existence of species like NH^OH [23]. 
However, for pedagogical purposes one may consider the fully associated equlmolar 
aqua-ammonia as NH^OH. The pure component vapour pressure of NH^OH may be presumed to 
be similar to that of H2O (In view of its potential H-bonding capabilities) and hence 
low with respect to that of COj. For a binary system of this type with the vapour 
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pressure of the dissociating compound having a value between those of the original 
components, the probable p-x behaviour Just below the maximum sublimation tempera­
ture, at the maximum sublimation temperature and at the minimum melting temperature, 
are shown respectively In figures 3.2.1, 3.2.2 and 3.2.3. All systems similar to the 
one shown above have been generally observed [1J not to exhibit azeotropy. 

2.2. The double salt (R) of carbamate (A) and bicarbonate (B): 

1. Although no crystallographlc study of the double salt (R) has been reported. 
infrared and optical study of its crystals [24] Indicate similarities of the double 
salt with bicarbonate (B) and carbamate (A). Further one may suspect that the salt 
anlons in the double salt are extensively H-bonded, since it dissociates easily Into 
its constituent salts which are themselves H-bonded. 

2. Terres and Behrens [25) studied the melting behaviour of B-R mixtures, while 
Janecke [26] studied Che melting of A-B mixtures. It can be inferred from these 
studies that the double salt is quite unstable above 100°C and it probably decomposes 
into carbamate and bicarbonate through a solid state reaction 

R„ <—> . As + Bs (eq. 3.2) 

3. Broers [3] estimated the sublimation vapour pressure of the double salt (R) 
at 65°C to be 1 atm. He also established the probable existence of a quadruple point 
BRAL in the NH3-CO2-H2O system at approximately 100°C with a liquid composition of 35 
molel NH3 and 29 mole! CO2. The pressure at the quadruple point was not estimated due 
to dearth of data on the R-L-G equilibria. There are three other quadruple points 
Involving the salt R In addition to BRAL, all of which were determined by Guyer and 
Plechowlcz [27]. The reader may refer to Broers [3] or Verbrugge [8] for the values 
of these quadruple points. Further, the pressure dependence of these quadruple points 
can be neglected, In view of the absence of the gas phase in these equilibria. 

3.3. The ternary system NH3-C02-H20: 

3.3.1. Characterization of the system: 

The ternary system NH3-CO2-H2O involves both physical and chemical equilibria. 
The possible chemical reactions (involving either a simple proton transfer or a 
proton transfer coupled with nucleophllic bond formation) are as follows. 

OH' (eq. 3.3) 
H+ (eq. 3.4) 
H+ (eq. 3.5) 
H+ (eq. 3.6) 
H20 (eq. 3.7) 
H20 (eq. 3.8) 
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If the last reaction is artificially restricted from proceeding, one is left 
with 9 species, 3 components and 5 reactions together with one electroneutrality 
constalnt. This means that at least three intensive thermodynamic properties (called 
"intensities" in the rest of this work) have to specified to fix a two phase equili­
bria and two intensities to fix a three phase equilibria. Accordingly the pressure, 
temperature and any one of the phase compositions may be chosen. The equilibria can 
be conveniently plotted in p-T cross sections drawn on triangular composition 
diagrams, as shown variously in this chapter. An advantage of this method is the 
immmediate visualization of the two phase tie-lines and a possible check on the 
Inconsistency of data (like the crossing of tie-lines, the transformation of the 
vapour-liquid region into a three phase region, incompatibility with the tie-line 
data of the boundary binary systems, etc). (Interestingly enough, many researchers 
did not check their experimental results this way, and at least part of their data 
are found to be inconsistent.) 

Early works prior to 1950's on the NH3-CO2-H2O system were mostly concerned with 
the solid-liquid and vapour-liquid equilibria. Of the three major studies 
(25,26,27) on the solid-liquid equilibria, only two [25,26] have Included high tempe­
rature data. In the 1960's, a follow up study of the S-L and S-L-G equilibria was 
published by a group of Japanese Investigators [28]. In the next section, the S-L / 
S-L-G equilibria studies are first described in chronological order and the salient 
points are assessed later. 

3.3.2. Investigations of Terres et al on the S-L equilibria: 

Continuing the earlier work of their laboratory, Terres and Behrens [25] studied 
the S-L-G equilibria in the range of 80-135°C. Due to the corrosive nature of the 
solutions, all experiments were carried out In either rubber-lined or glass-lined 
vessels. The solutions were prepared by mixing either the bicarbonate or the carba-
mate salt with aqua-ammonia of known composition. The equilibrium vessel was manually 
shaken. The temperature at which the last trace of salts just dissolved was 
established visually, and was taken to be the solubility temperature for the given 
gross composition. The time needed to attain equilibrium was stated to be around 4 
hrs (which appears to be rather short), and the pressures were said to be roughly In 
the range of 30 to 50 bar. After cooling the samples, the crystals were separated and 
microscopically investigated. In certain experiments, the liquid phase was also 
chemically analysed. 

Although Terres et al clearly mentioned that their data concerned the S-L 
equilibria, one may easily infer the presence of a gas phase through Indirect means. 
For each experimental composition, Terres et al gave the original composition of the 
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Fig. 3.3. The presence of gas phase in 
Terres ec al measurements. 

aqua ammonia solution and the salt 
employed for the preparation of 
the mixture. For example, as shown 
in Fig. 3.3, by mixing the salt S 
and an aqua ammonia solution of 
composition L', the final 
composition should be in the line 
connecting S and L'. Instead, the 
analysed liquid compositions of 
Terres et al were always very much 
different from those on the line, 
as composition L shows in Fig. 3.3. 
Such a dlfferene Is possible only 
when a significant amount of gas 
phase is also present. Since the 
S-L-G equilibria are strongly 
lnfluened by pressure, specifying 
the liquid composition to be only 
a function of temperature which 
Terres and Behrens did, is 
incorrect. 

One therefore has to conclude that the non-isobaric data of Terres and Behrens 
is only of qualitative significance. Even so, their pioneering Investigations 
proved to be useful In organizing later studies. Qualitatively the picture they drew 
remained more or less valid through the succeeding studies. 

In the range of 80 to 100°C, Terres and Behrens found three S-L regions asso­
ciated with the three salts B, R and A and one quadruple point B-R-A-L (see section 
3.2.2). The R-L equilibria region in the p-T cross sections was observed to shrink 
fast with increasing temperature. As mentioned earlier, Terres and Behrens also 
investigated the melting behaviour of R-B mixtures, which led them to conclude that 
the "melting point" of bicarbonate was around 106°C and that the salt R decomposed 
even In the solid state to bicarbonate and carbamate. 

3.3.3. Investigations of Janecke on the S-L equilibria: 

Investigations of Janecke were presented in a series of three articles 
[26,29,30] in the years 1929-1932. Leaving aside his third article [30] (which 
Involved urea and its related species), one may consider the two investigations 
related to the NH3-CO2-H2O system (without urea). 
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In hls first article [29] Janecke reported the solubility of ammonium 
bicarbonate in water. Experiments with low concentrations of bicarbonate were 
performed In glass vessels, while those with high concentrations were performed in 
metal autoclaves. It is not clear whether the maximum charge density (i.e. negligible 
amount of gas phase) was achieved In each experiment. As a result of these experi­
ments and those concerning the melting behaviour of bicarbonate-carbamate mixtures, 
JSnecke arrived at the "melting point" of bicarbonate as 108°C with p - 75 to 78 atm 
(In a later article [26] 80 atm), which is quite below the value estimated by Zernike 
(114±2°C and 200-300 atm) [17]. 

Considering the difficulties involved in measuring the high temperature 
solubility, the reliability of the earlier researchers' solubility data, presented 
here in Fig.3.4, is surprisingly good, but only up to about 100°C. 

In the second article [26] Janecke reported the solubility data of more than 250 
mixtures. Each mixture was prepared by mixing either the bicarbonate or the carbamate 
with aqua-ammonia of known composition. Being well aware of the problems faced by 
Terres et al, Janecke carried out his experiments In sealed glass tubes with known 
gross compositions. He chose the highest possible charge density in each tube In 
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Fig. 3.4. The solubility of NH^HCOj in water. 
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order to get a negligible vapour volume. Once again the temperature at which the last 
solid speck dissolved was taken as the solubility temperature for the given gross 
composition. Janecke did not carry out any liquid or gas phase analysis and also did 
not measure the pressure in the tubes. Often the glass tubes exploded leading to a 
need for placing them in metal autoclaves with high pressure glass windows. All the 
glass tubes placed outside the autoclaves were mechanically shaken while those placed 
inside (I.e. the high temperature equilibria mixtures) could not be stirred. Janecke 
did not state the time involved for attaining equilibrium, although he mentions the 
heating rate prior to the equilibrium as 10°C/hr. It is quite possible that equili­
brium was not achieved in many experiments. The microscopic investigations of the 
crystals were performed after cooling the sealed tubes and breaking them. 

Since Janecke did not separate the crystals before cooling, he relied mainly on 
discontinuities of the solubility isotherms to distinguish between the different S-L 
equilibria. This method can be very troublesome if there is appreciable scatter in 
the data. In fact, Janecke differs from Terres et al [25] in Identifying the solids. 
He gives the composition of sesqulcarbonate as unhydrated and discounts the possibi­
lity of a salt like R. Such conclusion is at odds with the results of the solubility 
studies of Guyer and Plechowlcz [27], to be described shortly, and the optical and 
Infrared studies of Scalar [24]. 

Through his experiments on the melting behaviour of bicarbonate-carbanate 
mixtures, Janecke also established the eutecclc composition and temperature to be 35 
moll NH-,, 33 noIX CO, and 112°C, respectively. Furthermore his experiments on the 
liquid demixing are few and far between; his demarcation of the deraixlng region can 
be considered only as qualitative. 

3.3.4. Solubility investigations of Guyer and Piechowitz: 

In an effort to settle the controversy between Terres and Janecke, Guyer et al 
[27] carried out their experiments, by maintaining a constant pressure of 0.963 bar 
with mercury seal, In closed glass vessels. After reaching the equilibrium, both the 
liquid and the crystals were separately analysed. Unlike the previous two Investiga­
tors, Guyer et al presented the Interpolated liquid compositions (and not the raw 
data) of the Si-S^-L equilibria at various temperatures (the solids S^ and S2 being 
any two of the set A, B, C, P and R), the liquid compositions of B-L-G and A-L-G 
equilibria at various temperatures and the quadruple points (BPCL, PRCL and ARCL). 
Their values presented by Broers [3] and Verbrugge [8] are given here in Table 3.1 
for the readers' convenience. One Important and novel feature of the work of Guyer et 
al was a clear demarcation of the S-L equilibria as opposed to the S-L-G equilibria. 
They referred to the curve traced by the liquid compositions on the CO2- side of the 
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Table.3.1. The liquid compositions ot the various equilibria studied 
by Guyer and Plechowltz at 0.963 bar. 

Related equilibria T*C Liquid composition In noleX 
NH ecu 

B-L-G ("C02 saturation line") I 
14.8 

4.2 4.7 5.3 6.0 7.0 8.1 9.5 

A-L-G 
("NH3 saturation line") 

41.3 40.6 39.9 39.4 38.9 38.6 38.4 

11. 12 13 14 15 16 17 

B-P-L 2C I 19.2 19.6 20.3 25.8 

9.8 10.1 10.5 13.0 

B-R-L 27.2 28.2 29.0 29.8 

13.5 14.2 15.0 15.9 

C-P-L 

P-R-L 

C-R-L 

20 
25 

30 

30 

23.1 
26.8 

27.8 

29.0 

10.6 
12.6 

13.4 

13.4 

A-C-L 39.1 37.4 36.0 
11.9 13.2 14.3 

A-R-L 36.4 37.1 37.7 38.3 

15.1 15.8 16.4 17.1 

m 27.1 27.9 35.8 
13.4 13.3 14.5 
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S-L-G equilibria ( at various temperatures but at a constant pressure ) as the "CO, 
saturation line" and a similar one on the NH-j-slde as the "NHj saturation line". 

In view of the care taken In organising their solubility experiments and their 
appreciation of keeping the vapour volume negligible, the data of Guyer et al appear 
to be quantitatively more reliable than those of all previous investigators in 
describing the probable behaviour of the ternary system at 1 atm pressure [3,8]. 
Since the maximum temperature reached In the work of Guyer et al was unfortunately 
only 50°C, one has to turn elsewhere, mainly to a group of Japanese investigators, 
for high temperature and high pressure measurements. 

3.3.5. Determinations of the saturated solution pressures by Takahashl et al: 

Not being aware of the work of Guyer and Piechowitz on the S-L and S-L-G equili­
bria at constant pressure, but conscious of the need for the knowledge of equilibrium 
pressures of the saturated solutions, Takahashl et al [28] set out to close the gap 
left by the earlier two investigators, especially by JHnecke. 

They reported the results of 48 experiments performed In an autoclave of 50 ml 
capacity at a charge density of 0.6 gm/ml. In addition to charge density, the weight 
ratios (NH3)/(C02> and (HjOl/ICOj] were considered as independent variables. After 
charging the autoclave, the temperature was raised slowly up to the solubility tempe­
rature of the given composition, as read from JHnecke [26,29]. Corresponding to this 
temperature, the average of two pressure readings, one on heating and the other on 
cooling, were taken as the equilibrium pressure. 

Elegant though the technique is with no need for liquid phase analysis, there is 
one unanswered question (leaving aside the point about the literal and uncritical 
acceptance of Jgnecke's solubility temperatures). Was the vapour volume negligible? 
This question Is quite Important, since Janecke's solubility data were supposed to 
have been obtained with negligible vapour volume. While Takahashl et al were justi­
fied in choosing the Independent variables as the (NH^I/ICC^) ratio, Che (l^OI/ICOjl 
ratio and Che charge denslcy, lncerpreclng Chelr resulcs In cerns of equilibrium 
diagrams can be meaningful only when the vapour phase was indeed negligible; I.e., 
when Che charge denslcy equals Che liquid denslcy. Unfortunately, nowhere in their 
article have they mentioned this factor explicitly. However, In one figure of their 
article they do mention that the equilibrium pressures of the saturated solutions are 
plotted against the liquid composition. On the whole, their data is in a strange 
setting: an apparently valid set, but no clear scacemenc of Che experimencal condl-
Clons. Similar lack of clarity prevails over their VLE data of the unsaturated 
solutions presented in the same article. The present author Is unable to fix clearly 
whether their data refer to bubble point compositions or gross compositions. 
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If the daca of Takahashi eC al concerning Che equilibrium pressures of Che 
saCuraCed solutions had Indeed been obcalned with negligible vapour volume, there is 
one important Implication for the VLE experimental studies and for solid formation In 
industrial practice. The data of Takahashi et al suggest that, at pressures higher 
than about l.S bar and upon heating the system, the last S-L-G equilibria to trans­
form into a L-G equilibria extending over the whole ternary composition range is the 
one involving only carbaaate. This situation Is In sharp contrast to the behaviour at 
lower pressures. For example at 1 atm. the last salt to dissolve completely is the 
double salt of carbamate and bicarbonate. (Refer Co Fig. 2.11.g In Verbrugge's 
dissertation [8]. Also see Che section 3.5.7 for further elaboration on this point.) 

Prior to the above work on the vapour pressures of the saturaced solutions, the 
same group of Investigators carried out VLE scudies. In one of Chelr studies [31], 
presenCed by Otsuka et al, Che onsec of S-L-G equilibria is discussed in terms of lcs 
imporcance to the solution handling of urea processes, and Just four liquid composi­
tion daCa on Che NHj-slde A-L-G equilibria were given in the same article. Otsuka eC 
al called Che liquid phase composition of Che S-L-G equilibria Che "liquefying polnC 
(Che translator's cerm)" ac Che chosen pressure and temperature. The locus of Che 
"liquifying polncs" ac consCanC pressure with varying temperatures would become "the 
NHj saturation line" or "the CO2 saturation line" of Guyer and Fiechowlcz. 

Before consolidating the salient points of the S-L / S-L-G equilibria, it Is 
useful Co describe nexc Che earlier works on the vapour-liquid equilibria (VLE) at 
the chosen range of 80°C<T<135°C and l<p<30 bar. 

3.3.6. Vapour-liquid equilibria of Che NHyC02-H^> syscem: 

Previous studies on Che VLE aC near-acmospheric pressure and below 80°C were 
reviewed by Broers [3] and Verbrugge [8]. Ac high pressures many researchers, like 
OCsuka et al [31], Takahashi [32], Jager et al [33,34], Schmidt [35], Yanaglsawa ec 
al [36,37], Pawllkowskl eC al [10] and Muller [11], sCudled Che system NHj-COj-h^O 
(without urea). Further, chere Is Che sCudy by Frolich [6] on the quarternary syscem 
of NHj-C02-H20-NH^N03 and Che VLE SCudy of the presenC syscem by Koren and AndreaCch 
[38] (utilizing infrared speccroscopy). 

Ocsuka ec al measured Che VLE at 20, 40 and 60° C by the flow method and further 
ac 80 and 100° C using a sclrred auCoclave. In addicion Co temperature, Cwo ocher 
variables, namely Che wc.I of ({NH3)+(C02)) In Che liquid phase and Che gross wC. 
fracclon ((X^I/OCOjI + INl^)) were chosen as independenc variables. Based on Cheir 
measuremenCs, OCsuka ec al esCablished a pressure minimum ac each of Che temperatures 
studied, in the vicinity of the (NH^^COj sCoichlomecric composlclon. The data of 
Otsuka et al appear to be quite reliable and consisCent with Che generally accepced 
crend. (See figures 3.6.1 and 3.6.2). 
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Takahashl measured the VLE at two different pressures (2 and 15 Kg/cm abs) with 
temperature and (NHjl/ICO*) ratio In the gas phase as the other two variables. The 
low pressure experiments were performed by the flow method and the high pressure ones 
In an autoclave. The data at 2 Kg/cm abs. appear to have a systematic error compared 
to the data of others. (See Fig. 3.6.1) 

Jager et al studied the system NH6COONH2-NH3-H20 in the range of UO to 100°C 
and up to 35 bar using both the flow and static methods. In their first study, they 
measured the vapour pressures of carbamate solutions of known composition by bubbling 
nitrogen at a very low flow rate of 2 1/hr for a period of 5 hrs, and analysing the 
saturated outlet stream for NH-j and COn. Under the assumption of Insignificant change 
in liquid composition, Jager et al plotted the solution vapour pressures against the 
carbamate compositions. Apparently the fact that carbamate in low concentrations 
hydrolyses easily to carbonate at temperatures below 58 C seems to have been over­
looked. Their plot at A0°C is in conflict with the saturated solution compositions as 
measured by others [13]. In their second study with aqua-ammonia solutions of carba­
mate, Jager et al presented constant temperature and constant pressure sections 
obtained through a semi-empirical interpolation of their experimental data. Unfortu­
nately, the data for carbamate-water solutions from their second study show inexpli­
cable discrepancies with similar data of their first study. Moreover their high 
pressure data are incompatible with the VLE data of the system NH-j-H20 [39]. Due to 
all these factors, one has to critically assess the data of Jager et al in relation 
to other sources before using them for any model evaluation. 

9 
Yanaglsawa et al studied the ternary system at 20 Kg/cm abs. and at varying 

temperatures. Known amounts of carbamate or bicarbonate salts together with aqua-
aomonla were placed in a 500 ml autoclave. The contents of the closed autoclave were 
frozen and the air inside was evacuated. After the required temperature and pressure 
were established within 3 hrs during which the equilibrium was said to have been 
reached, the gas and liquid samples were drawn and analysed using a gas-solid 
chromotograph (Poropak Q coloumn of 2.5 m length and at 145°C), the accuracy of which 
was not given by the authors. Since previous experience [40] with poropak Q is not 
encouraging (due to small water peak occurring as shoulder In ammonia peak's tall), 
one has to approach their results with certain reservations. In fact, a number of 
Yanaglsawa's data with NH, concentrations >95I are not consistent with the binary 
NH3-H20 vapour compositions, although the "tongue like" character of the bubble-point 
curve of the ternary system is confirmed qualitatively. They also suggested that the 
(NH-j)/(C02) ratio In the gas phase Is directly proportional to a similar ratio In the 
liquid phase with the constant of proportionality being only a function of tempera­
ture. It is not clear whether this conclusion is valid over the whole range of 

76 



composition. Other literature sources mentioned at the beginning of this section do 
not confirm this behaviour in the whole composition range. 

Recently Pawllkowskl et al presented a few measurements of the NHj-CC^-HjO 
system. All the data given were on the CO^-rich side. The measurements were performed 
in an autoclave of about 1.85 1 capacity. After an overnight equilibration, both the 
liquid and gas samples were analysed using gas-solid chromotography, Juat as 
Yanagisawa et al had done. There are, however, certain differences. The coloumn 
employed was Chromosorb 103, which is usually considered to give a better separation 
of polar gas mixtures than Poropak Q. The coloumn temperature was kept at 70°C until 
the ammonia peak began to elute; then the temperature was Increased to 150°C to 
reduce the width of the water peak and thereby reduce the analysis time. Since 
Pawllkowskl et al were mainly Interested in the application to sour water stripping 
processes, they did not measure in a wide composition range. As is evident from Fig. 
3.6.2 and Fig. 3.6.3, the data of Pawllkowskl et al suffer from the inaccuracy of 
the vapour phase analysis. This Is In contrast to their liquid phase analyses, which 
seem to be more or less consistent with data from other sources. 

The latest series of Investigations was carried out by Muller. He provided a 
large number of data including those of the binary systems NH3-H2O and CO2-H2O, over 
a wide pressure (Kp<100 bar) and temperature (100<T<200°C) range (254 ternary VLB 
data points and 89 binary VLE data points). Acknowledging the difficulty of liquid 
sampling from a pressurised vessel without disturbing the equilibrium and also the 
difficulty of liquid phase analysis Itself, Muller analysed only the vapour composi­
tion. Measuring the liquid volume through a level Indicator and knowing the amount of 
the materials charged into the autoclave, the liquid composition was calculated 
through material balances. Furthermore, In order to apply the material balances, the 
vapour density was calculated by means of the Nakamura et al [41] equation of state. 
This method differs from the approach of Kawasuml [42] and Durlsch [43] who, in their 
investigations of the NH3-CO2-H2O system (with equilibrium concentration of urea), 
measured the vapour density and did not resort to calculations. 

Muller's experimental procedure was In principle a simple one. Starting from the 
ammonia-water binary side, measured amounts of CO2 were added to get a series of 
ternary data points. Each of the data series was Identified by the starting binary 
liquid phase ammonia composition and the temperature. The equilibration time for the 
binary ammonia-water system Is stated to be more than 12 hrs and that for the ternary 
measurements, after the addition of CO2, as about 2 hrs. The gas chromotographlc 
analysis was performed using a Poropak T coloumn with an oven temperture of 95°C. 

Due to the nature of the experimental procedure, It appears that the C0«- rich 
ternary points, obtained usually at the end of a particular series, suffer from the 
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H20 plane with a constant rato of 

Fig. 3 .5 . The p-x-y diagram of the ternary system at constant temperature. 
Dotted line - the gas ridge curve; Dot-dashed line - the liquid ridge curve; Plus-
dashed line - the critical curve; Hatched area - the dew-point surface. Also a 
typical gross composition plane at constant (NHjI/ICO*) is shown. 
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Table 3.2.The VIE data of the NHyC02-H2O system at 100°C and 2,3 and 6 bar. 

The data are mostly Interpolated from the original sources. 

Investigator Liquid composition Gas composition Pressure 
molel NH, moleX CO, moleX NH, mole* CO, in bar 

Pawllkowskl 
Takahashl 
Muller 
Muller 
Otsuka 

Pawllkowskl 
Muller 
(fuller 
Muller 
MUIIer 
Otsuka 
Otsuka 
DSM 

Pawllkowskl 
Pawllkowskl 
Miiller 
MUller 
Miiller 
MUller 
Muller 
Muller 
Muller 
DSH 
DSM 
DSM 
DSM 

5.25 
10.10 
6.2 
6.5 
6.7 

5.2 
6.0 
6.5 
10.0 
11.2 
8.2 

12.9 
13.7 

5.2 
13.8 
6.3 
9.8 

10.7 
22.0 
28.0 
28.8 
24.1 

7.2 
10.2 
32.9 
28.4 

1.26 
2.23 
1.6 
1.4 
1.6 

1.7 
2.5 
2.7 
3.9 
3.8 
3.4 
1.1 
4.6 

2.7 
6.4 
3.5 
5.2 
5.5 

10.5 
12.5 
9.2 
2.7 
4.1 
5.3 

13.0 
6.8 

32.0 
47.0 
33.5 
37.5 
35.3 

13.7 
12.5 
13.0 
23.2 
37.0 
17.8 
64.7 
47.5 

4 

10 

3 
6 
8 

20 

J6 

80 

87 

11 

14 

74 

79 

2 

0 

5 

7 

0 

0 

0 

0 

2 

7 

0 

5 

7 

20.0 
16.0 
18.5 2 
12.0 
13.0 

43.3 
56.0 
55.0 
48.0 
34.5 3 
51.0 
3.3 
23.5 

77.5 
74.2 
81.5 
78.5 
77.5 
68.2 
54.0 6 

7.5 
0.8 
77.0 
75.5 
14.2 
5.0 

1', 



:1 
8 -

6 -

N. 

\ 

\ G 

-
-

— 

- Pawlikowski 

- Muller 

- Olsuka 

— Takahashi 

2 bar 

K)0*C 

l l _ . \ 

.2 -

¥ .2 .* 
mole fraction 

NH 

Fig. 3.6.1. Vapour-liquid equilibria of HH3-C02-Htf) system ae 2 bar and 100°C. 
Some of Che data marked in Che figure are incerpolaced values. 

— Pawlikowski 
— Muller 

—Olsuka 

— DSM 

3 bar 

100* C 

2 * 
mole fraction 

Fig. 3 .6 .2 . Vapour-liquid equilibria of MyC02-H20 syscem at 3 bar and 100°C. 
Some of Che data marked In Che figure are Incerpolaced values. 
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Pawlikowski 

Muller 

i .4 
mole fraction 

Fig. 3.6.3. Vapour-liquid equilibria of NHyCO^-H^ system at 6 bar and 100°C. 
Some of Che data marked In the figure are Interpolated values. 

accumulated errors Involved in the calculation of material balances. These errors are 
especially apparent in high temperature measurements. Further, Muller did not observe 
the pressure minimum for the data set at 140°C and higher, possibly due to the 
experimental procedure. As the reader may see in Fig. 3.5, which illustrates the 
p-x-y diagram at constant temperature, the pressure minimum is quite shallow at high 
temperatures, and it is most visible when the data are collected at constant water 
compositions. When one carries out experiments with the gross (NHol/IH^O) ratio kept 
nearly constant and the gross ICOj) amount varied, as Muller did, it Is easy to miss 
the pressure minimum because of the angle at which the overall gross composition 
plane (constant gross (NH-jl/IH^O) ratio plane) intersects the bubble-point surface. 
(See Fig. 3.5 for an overview of the bubble-point and dew-point surfaces at constant 
temperature. In this figure the gas and liquid ridge lines are also presented, the 
explanations of which will be given in the later part of this chapter.) 

In general Muller's data appear to be reliable over the whole composition range 
at low temperatures and on the NHj-rich side at high temperatures. 

With this review on VLE, one would naturally like to compare the mutual consis­
tency and the rellabilty of various data. Such a task is quite difficult in the range 
of interest, since these insufficient data have been obtained at very different 
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conditions. Hence, falling back to the only recourse possible, the available original 
data and certain Interpolated data at 100°C are presented in Table 3.2 and plotted 
In Fig. 3.6.1 to 3.6.3 at 2,3 and 6 bar. In these p-T sections the data of Jager et 
al could not be plotted due to Insufficient data from their study. 

Subsequent to these discussions on the G-L, S-L and S-L-G equilibria studies 
carried out by the earlier researchers, the probable behaviour of the NH^-COn-HoO 
system (without the species urea) are presented by consolidating the salient features 
in the following section. 

3.3.7. The probable behaviour of Che HH^-CO^-H^O system at high pressures and 
moderately high temperatures: 

Interest in the behaviour of NHj-CC^-H^O system is based on two grounds: 

1. It appears to be an unique example of a complex ternary system; hence there 
Is a purely scientific value in presenting its behaviour. 

2. The system is also of practical Interest. Estimating the minimum tempe­
rature for each pressure at which a continous L-G region can exist in the 
p-T sections (starting from the CC^-H^O system to the NIU-HjO system 
without any intervening S-L or S-L-G equilibria, i.e. without the 
occurrence of crystallisation) is essential in applications related to urea 
and melamine manufactures. Such estimations help in the design of low 
pressure condensers and decomposers and in fixing the lowest allowable 
temperature of the pipelines, pumps and valves handling NH^-CO^-IUO 
solutions. One may call this temperature "the S-L-G onset temperature" or 
"the minimum temperature for the absence of S-L-G". 

Before proceeding to describe the behaviour, clarifying one aspect of termi­
nology is in the interest of pedagogy. In a ternary system like the present one, the 
S-L-G equilibria is represented in constant p-T cross sections by a triangular 
region, as shown in Fig. 3.7. Within this triangular region of SLG, any given gross 
composition will split into three phases. The relative amounts of the individual 
phases depend solely upon the gross composition and the material balances. If the 
gross composition is very close to the vertex L, there will be a very large amount of 
liquid phase and very small amounts of gas and solid phases. Similarly close to the 
vertex G the gas phase predominates over the other two phases. Knowing the composi­
tion of G and L is relevant to every S-L-G equilibria for each p and T. In this 
system there are two S-L-G equilibria of which one is concerned with the CO^-rlch gas 
phase and the other with the NHj-rich gas phase. 

The locus of points like L involved in such S-L-G equilibria for various tempe­
ratures but at one pressure serve an Important function of delimiting the G-L 
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region. Such a locus of L-composi-
tions has been variously termed In 
the literature as "the saturation 
line" (Guyer and Plechowitz), "the 
line of liquefying points" (Otsuka 
et al) and "the isobarlc solubi­
lity line" (Takahashi et al). In 
the present writer's opinion, 
however, none of these terms 
capture the essential feature of 
the points in the said line, namely 
the insignificant proportions of 
solid and gas along with a large 
amount of liquid. In other words, 
there is simultaneously a tiny gas 
bubble and a tiny amount of solid 
("frost") being present along with 

Fig. 3.7. Three phase S-L-G equilibria a very large amount of liquid 

phase. To imply this graphic description and to refer to the points like L clearly 
and consisely it is proposed to call them "the riming bubble-points". In a similar 
vein, one may call points like G "the riming dew-points". The term "riming" is used 
exactly in the same sense of frosting (i.e. the formation of ice crystals) in 
meteorological studies and was first suggested by Altmann [44]. 

It Is the locus of the riming bubble-points for various temperatures but at 
constant pressure together with the loci of the double riming liquid compositions of 
the various S,-S2-L equilibria which are crucial in understanding the behaviour of 
the present system. All these loci are plotted in the Fig. 3.8. Since Guyer et al 
were the first investigators of the present ternary system to appreciate the 
importance of the riming bubble-points and since their data on the liquid composition 
loci of various S^-S2"L equilibria are the most reliable, their values are used for 
plotting such loci in Fig. 3.8. To extend their data to higher temperatures, both 
the data of Terres and Behrens and of J'anecke are employed with a reasonable (but 
admittedly subjective) extrapolation. The salt identifications of Guyer and 
Plechowitz are accepted for the reasons mentioned earlier in section 3.3.3. All the 
liquid compositions in Fig. 3.8 which can potentially exist In B-L or B-L-G equili­
bria and which are bounded by the liquid composition loci of the B-R-L equilibria and 
the B-P-L equilibria are said to constitute the riming field of the bicarbonate 
(RFB). Similarly other riming fields may be suitably defined. All the riming fields 
are marked In Fig. 3.8. 
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B E 

mote fraction of NH — 

Fig. 3.8. The loci of riming bubble points and the double riming liquid compositions. 

RFB denotes the riming Held of B. Similarly RFR - R; RFA - A; RFC - C. B denotes the 

composition of bicarbonate and E denotes the eutectlc of B and A. ARL. &RL and RCL 

denote the double riming boundary lines. 

As Is evident In Fig. 3.8, the riming bubble-point curve at 0.963 bar (the curve 
measured by Guyer and Plechowltz) has a discontinuity at the point marked (1). The 
two branches (which are really the loci of the liquid compositions of the B-R-L and 
the A-R-L equilibria), on either side of the discontinuity, Intersect the boundaries 
of the riming regions at two points marked (2) and (3) In the figure. The quadruple 
point BRLG (2) (31.0 moleX NHj, 17.4 molel CO, and 58°C), the quadruple point ARLG 
(3) (38.0 molel NHj, 17.2 moleX C0 2 and 52°C) and the S-L-G onset point (1) (35.5 
molel NH3, 19.3 moleX COj and 65°C) at 0.963 bar have been established and presented 
by Broers |3] and Verbrugge [8]. 

Unfortunately when It comes to higher pressures, one is hampered by the dearth 
of data and is therefore unable to trace similar C02-slde branches of the rinlng 
bubble point curves. Regarding the NH-j-slde branches, not withstanding the doubts 
mentioned earlier concerning the negligiblity of the vapour volume and also due to 
the lack of any other data, one may provisionally plot the data of Takahashi et al, 
as Is done In Fig. 3.8. 
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Looking at the curvature of these KH, side branches of the riming bubble-point 

curves In the Fig. 3.8, one may assert that at pressures higher than 2 bar the 

discontinuities associated with the riming bubble-point curves have to occur in the 

riming field of A. It is to be emphasized that the present author does have reserva­
tion about such an Inference, since it depends very much on the validity of the data 
of Takahashl et al. Nevertheless this inference, if found valid, answers one impor­
tant querry, namely which sale is involved in the onset of S-L-G as the system is 
cooled from temperatures above that of the S-L-G onset. Incidentally such an 
Inference brings forth a special feature of carbamate. Unlike the equilibria with the 
salt R, the S-L-G onset equilibria involving carbamate gives way simultaneously to 
two separate L-G and S-G equilibria on increasing the temperature. This behaviour Is 
mainly due to the high minimum melting point of carbamate and because carbamate Is a 
binary compound. In other words, the solid carbamate, on increase of temperature from 
the S-L-G onset, will always disappear only by sublimation and not by melting. The 
present writer is Indebted to Dr.H.S. van der Kooi for clarifying this point. 

There is one more interesting aspect of the present system. When the A-R-L 
boundary Is intersected by the NH-j-side branch of the riming bubble-point curve 
(points like (3)) at pressures around 1 bar, the gas phase of the ARLG is NHj-rlch, 
and when the A-R-L boundary Is intersected by the CC^-slde branch at pressures above 
2 bar, it is CC^-rlch. Hence at an intermediate pressure when the discontinuity of 
the riming bubble-point curve falls right on the A-R-L boundary, one should get the 
ARLG point giving way directly to an L-G and A-G equilibria, as shown in Fig. 3.9. 

Fig. 3.9. The ARLG quadruple point, giving rise to LG and AC equilibria directly upon 

a slight temperature increase. At the equilibrium, the probable composition of G — R. 
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Fig. 3.10. Multiphase equilibria of Che MyC02-H^D system. 
V. Jvsc above ARLG equilibria Cemperacure. VI. Approaching ALG Cemperacure. 

Fig. 3.10.Multiphase equilibria of Che HHyC02-H^> system. 
VII. Close Co ALG equilibria temperature. VIII. Ac ALG equilibria Cemperacure. 
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Fig. 3.10.Hulclphase equilibria of the NHj-C02-H^O system. 

IX. Continents LC and AC regions. Approaching AC equilibria temperature. 

Consolidating various special features, the probable behaviour of the SH^-CO^-
H2O system at a pressure greater than 2 bar are qualitatively sketched in Fig. 3.10 
(I) to (IX). There are four Important p-T sections In Fig.3.10 related to the BRLG, 
ARLG, ALG onset, and AG equilibria. With the available data, only the first and the 
last equilibria temperatures for various pressures can be estimated, and these are 
usually sufficient for Industrial applications and for planning VLE experiments. 

Table 3.3. BRLG and AC equilibria temperatures for the experimental pressures 

chosen in the present study. 

Pressure 
In bar 

"l.ltl 

10.00 
20.00 
30.00 

BRLG equil 
in °C 
82.00 
89.60 
97.20 
101.00 

temp. AG equil.temp 
In °C 
90.75 

104.15 
120.45 
130.66 

The BRLG temperature can be read from the data of bicarbonate S-L-G equilibria 
[17,18], since the gross composition equalling the bicarbonate composition has to be 
also in equilibrium with R In quartenary systems. The reader may refer to Fig. 3.8 
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once again to appreciate this argument. Further, the A-G equilibria temperature is 
the sane as Che dissociation temperature of ammonium carbamate at the given pressure. 
(See appendix A.) The BRLG and AG temperatures for the experimental pressures chosen 
in the present study are presented in Table 3.3. 

3.3.8. Topologlcal features of Che T-x surface and Che distillation boundaries: 

Before concluding the discussion of the NHj-COj-l^O system (without urea), it la 
essential to understand two aspects related to the urea, melamine and sour water 
stripping processes. The first aspect concerns the pressure minima (temperature 
maxima) In the constant p-x (T-x) sections and the tongue-like character of the 
bubble-point curve in the constant p-T sections. The second aspect is related to the 
stripping technique in urea processes and the possibility of obtaining pure COj and 
NHo through fractionation in the melamine and sour water stripping processes. Thermo-
dynamlcally the second aspect Is related to the distillation boundaries. 

In this section, the topologlcal features of the isobarlc T-x surfaces or 
(equlvalently the isothermal p-x surfaces) are treated first, followed by the 
distillation boundaries related to the T-x surface. 

As asserted earlier, the only possible ternary phase equilibria above the decom­
position temperature of NHACOOKH» at each pressure are the L-G equilibria covering 
the whole region of the ternary composition simplex extending from the CO7-H0O side 
to the NHj-HoO side. If the system were ideal, the Isothermal bubble-point surface 
would be a two dimensional plane in the p-x space, and the dew-point surface would be 
a rectangular hyperboloid in the same space [1). Instead, the presence of a binary 
azeotrope in the system (NH-^-COo) induces the bubble- and dew-point surfaces of the 
present system to buckle. In other words, the binary azeotroplc point behaves as a 
mathematical "singularity" [45]. 

Azeotropy in two phase equilibria is a particular case of general phenomena 
known as phase reactions [46] during which the relative amounts of the phases at a 
given gross composition in a closed vessel can be changed at will by heating or 
cooling with no effect on the intensities like the phase compositions, pressure and 
temperature. Such phase reactions are not something unusual in phase equilibria. 
These are rather common occurrences. For example the process of pure component evapo­
ration is a phase reaction. The consequence of phase reactions for a multlcomponent 
VLE leads to special features, one of which can be understood easily In terms of 
material balances. Denoting the liquid compositions for components (i - 1 to c) as 
x., the gas compositions as y, and the gross compositions as z,, the material 
balances per mole of the gross amounts with L moles of liquid and (1-L) moles of gas 
can be written as follows. 
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L*xt + (1-L)*yt - z t 1 - 1 to (c-1) (eq. 3.9) 

Remembering the functional dependence of y^ on X[, p and T, one can differentiate the 
above relations with respect to L and get the following: 

(c-1) 
dx, r — oy, dx, ay, dp ay, dT 

(Xj- y,) + L*(--i) + (1-D* ( > (--*)*(--*) + (--*>*(---) + (--*)*<---)) - 0 1 * dL £ — 3x, dL 3p dL 3T dL 

(eq. 3.10) 

Stipulating the phase reaction conditions (I.e. dx,/dL - 0, dp/dL - 0 and dT/dL 
- 0 ) one gets the well-known result 

xt - yt 1 - 1 to c. (eq. 3.11) 

Theruodynanlc textbooks usually define azeotropy as a state in which the two 
phase compositions are equal. Such a receipe although factual gives a poor 
perspective of azeotropy by missing the aspect of phase reactions. 

Many thermodynamic features have two aspects; one by viewing the feature as a 
state produced by a phenomenon and the other by viewing it as a phenomenon induced by 
a state. Both are valid view points, and one is the inverse of the other. Viewed as 
a state, azeotropy belongs to a class of indifferent states with phase composition 
equalities. Such states are indifferent because the intensities are not affected by 
the extenslty changes. Given the phase composition equalities, the converse can be 
proved viz., that dp/dL, dT/dL, dx^/dL and dy^/dL are equal to zero; In other words 
we can establish the existence of phase reactions related to the indifferent state of 
equal phase compositions. 

Further to the phase reaction conditions, there are pressure and temperature 
extreme at the azeotroplc point leading to ridges (or troughs) In the ternary bubble-
and dew-point surfaces. Such extremities in the binary system NH3-CO2 can be 
expressed as follows with x denoting the mole fraction of NHj. 

(dT/dxn) - 0 at constant pressure, or (eq. 3.12) 
(dp/dx ) - 0 at constant temperature. (eq. 3.13) 

3.3.8.1. The ridge curve: 

There are many assertions in the literature [47,48,49) equating the ridges and 
troughs with the distillation boundaries (about to be treated shortly). There are 
also counterclaims to the contrary [51,52,53,54). In order to assess these conflic­
ting views, one needs a workable definition of ridges and troughs with no reference 
to the distillation boundaries. Restricting the discussion to an lsobarlc ternary 
system (illustrated in Fig. 3.11) with one binary maximum temperature azeotrope, some 
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Fig. 3 .11 . Bubble-point and dew-point surfaces of a ternary system with one 
binary maximum temperature azeotrope. The dot-dashed lines represent the 
liquid and gas ridge curves. Also a constant p-T cross section is shown 
along with tie-lines. Just for easy understanding, the bubble- and dew-
point surfaces are shown as touching the pure componont boiling tempera­
tures. In reality, with the condition being above critical, the binary 
envelopes on the NH^-C02 side do not touch the pure component ordlnate. 
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of the definitions presented in the literature can be reviewed. In the figure, the 
components NH3 (N) and C0 2 (C) fora a binary azeotrope NH^COONH^ <A>• a n d H2° W 
Influences the formation of a ridge. 

These definitions as applied to the present system may be given as follows: 

1. Starting from the binary maximum azeotropic composition, erect constraint 
planes of constant W composition. Along the intersection curves of these planes with 
the T-x surface, establish the maximum temperature points. The locus of such points 
In the T-x surface is called the ridge curve [54]. 

2. The ridge curve is the locus of points of maximum curvature of the isothermal 
Isobars in the T-x surface [55]. 

3. The ridge curve is a curve on the T-x surface dividing the families of tie-
line directions [56] . 

4. The ridge curve is one In the T-x surface such that at each chosen point of 
the curve, if a composition constraint plane is erected normal to the ridge, the 
intersection of the said plane with the T-x surface shows a temperature maximum at 
the chosen point [57]. (This definition differs subtly from the original source.) 

While all these definitions are valid, there are lnefflcacles and Inconveniences 
In some of them. For example, the first one is too special for systems having one 
binary azeotrope. Any constaint plane will be sufficient for these systems to 
establish the temperature maximum, and the choice of constant W composition planes 
Is convenient and simple. But when more binary azeotropes and in some cases a ternary 
azeotrope occur causing more than one ridge branch, this definition will not work. 
Similarly the second definition is limited to systems containing only one binary 
azeotrope, and algorithms based on this definition are rather difficult to implement 
in highly non-ideal systems. The third definition, although concise, is unworkable in 
the stated form, except by a very large number of phase equilibria measurements. The 
fourth definition is free from all these difficulties, since it uses only the 
intrinsic properties of the ridge curve and the T-x surfaces. One can also alterna­
tively state the fourth definition in a still more convenient form which Is easy to 
visualize and whose vality was established by Sobolev et al [55]. Additionally this 
alternative form bears a close relation to the third definition given above. 

"For each point in the constant p-T bubble point curve, associate a tie line 
direction and a normal. Scanning all the points in the bubble point curve, find out 
the point having its tie-line direction coinciding with its normal. Such a point is 
called the ridge (trough) point. The locus of all such ridge (trough) points obtained 
from each p-T section and plotted at constant pressure (temperature) Is called the 
isobarlc (Isothermal) ridge curve." 

92 



A general algorithm to find the ridge curves using the fourth definition is 
given by Doherty et al [57]. The present writer has used the first definition to 
establish the ridge curves of the system NHj-COj-l^O utilizing the local model of 
Durisch [43], and the related software Is listed in Appendix B. Such a software Is 
needed to optimize the HF condenser temperature of the stripping processes and that 
of the Hot Gas Recycle Process (HGRF) for urea manufacture. 

Further to the application on high pressure condensers, the ridge curves are 
relevant In deciding which of the solutions are stripped economically by CO, and 
which are best stripped by NH-j. This aspect has been lucidly dealt with earlier by 
Kaasenbrood [54]. 

3.3.8.2. The distillation boundaries and the residue curves: 

Leaving the ridge curves for the noment, one can move to the distillation 
boundaries. One of the simplest distillation process is the open evaporation process 
(also known as the Raleigh distillation process) [58] in which a solution of given 
composition is boiled isobarically and the vapour is contlnously withdrawn as soon as 
it is formed. Starting with one mole of the liquid (l.(| - 1), let the withdrawal rate 
be kept very small so as not to disturb the equilibrium inside the vessel. One may 
write the material balances valid at any instantaneous moment as follows. 

I^dxj^ + Xj*dL - yj*dl. 1 - 1 to (c-1) (eq. 3.14) 

Rewriting the above relation and denoting (-In L) as , one gets 
dXj/d - ( x r y i ) 1 - 1 to (c-1) (eq. 3.15) 

when the still runs dry, L becomes equal to zero, and hence will tend to 
Correspondingly can serve as a parameter to follow the progress of the liquid 
composition during the simple distillation. Since the infinitesimal amount (-dL) of 
the vapour withdrawn at any moment is In equilibrium with the liquid, one may again 
consider the y, (1 - 1 to c-1) to be the functions of x>, p and T. Hence it is 
possible to solve the above set of autonomous differential equations, provided the 
pure component points are not included in the integral solution curves. Thermo-
dynamlcally the trajectories of these differential equations, known as the simple 
distillation residue curves, can approach the vertices as much as one wants to, but 
cannot end technically at these points, and cannot Intersect each other. Further, the 
liquid composition In a simple distillation always move In the direction of boiling 
point increase [45]. A qualitative illustration of residue curve trajectories In the 
ternary composition simplex is shown in Fig. 3.12. In addition to the residue curves, 
one may also follow the distillate compositions (in equilibrium with the residue 
compositions) and associate a distillate curve. Given these two curves, it is 
possible to locate the tie-lines through a simple construction, as follows. 
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W mole fraction — A 
Fig. 3.12. The qualitative behaviour of the residue curves. The distilla­

tion boundary curves separate the section into 2 regions. 

Fig. 3.13. The tangent construction to identify the tie-lines from the residue 
curve (marked as full line) and distillate curve (marked as dashed line). 
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First one erects tangents at various points of the residue curves. These 
tangents intersect the distillate curves to give the equilibrium vapour compositions 
of the chosen liquid compositions. An example of this construction is given in Fig. 
3.13. Incidentally, the residue and the distillate curves of a binary system are Just 
respectively the bubble- and dew-point curves themselves. 

The behaviour of the simple distillation residue curve can become complicated in 
systems showing phase reaction at isolated composition points in addition to the pure 
component state. For example, introducing the phase reaction conditions (dx,/dL - 0) 
in the simple distillation equations (eq. 3.14) suggests that the azeotroplc points 
act as singularities in organizing the integral curves of the simple distillation. In 
other words, such points act as nodes, foci, saddles or centres. The residue and 
distillate curves of the NHj-CC^-l^O system are very similar to the one Illustrated 
In Fig.3.12 and Fig.3.13. More complicated systems and residue curves are beyond the 
scope of the present discussion, and the reader is referred to Doherty et al [45,59]. 

As the reader may observe In Fig. 3.12, the residue curves approaching the 
least volatile component split into two families, one starting from the neighbourhood 
of the most volatile component and the other from the neighbourhood of the component 
of intermediate volatility. The distillation boundary between these two families is 
an unusual trajectory obtained through a simple distillation of a very large amount 
of ternary solution having its composition equal to that of the binary azeotrope with 
a negligible impurity of the third component. 

Having noted the features related to simple distillation one may wonder as to 
what use they can possibly have for processes involving continous fractlonatlon. A 
simple answer is the fact that the liquid composition profiles In a continous frac­
tlonatlon column resembles largely the simple distillation residue curves and that 
these two become identical at the total reflux operation [57]. Such prior knowledge 
about the possible composition profiles at total reflux Is very useful in tight 
designs of distillation colounms. 

3.3.8.3. Are the ridge curve end the distillation boundary the same? 

Summarising, one may say that the ridge curve of the present system starts at 
the binary azeotrope, and the distillation boundary starts very close to the binary 
azeotrope. Regarding the end-points, Chermln [60] claims to prove that the ridge 
curve has to end in one of the non-azeotropic binary system (in the present case it 
appears to be NH3-H2O system) and not at the third vertex. It is already said that 
the distillation boundary approaches the third vertex, but not quite to the end. Now, 
the crucial question is: Are these two curves the same? It is difficult to provide a 
conclusive answer from a theoretical point of view, but at least In the present 
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system in view of the available experimental VLE data, these two curves appear Co be 
experimentally indistinguishable. 

Chermin [60] also proves that each point in the liquid ridge curve is connected 
to another point in the the gas ridge curve through a tie-line. In other words, If a 
tie-line direction coincides with the normal to the bubble-point curve, it will also 
coincide with the normal to the dew-point curve. 

Before moving on to the next ternary system, there is one final remark 
concerning the supposedly Impassable character of the distillation boundaries. 

The only restriction the distillation boundaries pose Is on the set of residue 
compositions which are split into two regions. If a solution In region I Is 
distilled, the residue compositions would continue Co remain in Che same region buC 
Che distillate composition may move Co the second region. Accordingly one can always 
separate a given mixture by stepwlse fractlonatlon, skillfully utilizing the distil­
late curve and residue curve behaviour. The reader may refer to Zernike [1] and 
Doherty et al [45) for the underlying rationale of the separation. There is also the 
method of Schreinemakers [60] mentioned In many patents [61] to transgress the boun­
dary using stills operating at two different pressures to obtain pure NH, and pure 
CO2 from NHJ-CX^-HJO solutions. 

3.4. The ternary system ammonla-urea-water: 

Often in phase equilibria studies, investigations on one subsystem bring up 
similarities and differences with respect to another leading Co fundamencal changes 
In the way one looks at the global behaviour of a combined system. This is also true 
of the NHJ-COJ-H^O sysCem (wlch equilibrium concencration of urea). 

Adopting the reciprocal salt-pair square as a model for the p-T sections, as 
shown in Fig. 3.14, Lemkowltz [62] presented the bubble- and dew-point behaviour of 
the NH-j-CO^-H^O system (with equilibrium urea concentration) above and below the 
saddle azeotropic point. 

As the reader may observe In Fig. 3.14.(a), Che shape of Che bubble- and dew-
point curves at constant p and T in the triangular subregion of the (2NH,)-COJ-HJO 
sysCem ac chemical equilibrium very much resembles Che behaviour of Che same syscem 
aC physical equilibrium (I.e. with no urea formacIon), In ocher words, Che qualica-
clve behaviour at conditions below the saddle azeocrope Is noc Influenced as Che urea 
formaclon proceeds. Now curiosity arises as Co know whecher the behaviour of the 
system at chemical equilibrium above the saddle azeotropic conditions has an analogue 
in some other system at physical equilibrium. The likely candltate appears to be the 
2NH3-H20-NH2

CONH2 s v s C e B «hose probable behaviour Is presented in this section. 
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Fig. 3.14. Reciprocal salt-pair phase model proposed by Lemkowitz [62] for the NH-,-
C02-Hft system at chemical equilibrium, (a) ■ pressure below the saddle azeotrope 
pressure; (b) - pressure above the saddle azeotrope pressure. 

H,0 0-9 08 0-7 0-6 05 0-4 0-3 0-2 0-1 NH 
mole fraction 

Fig. 3.15. The solubility characteristics of the NH3-H20-NH2CONH2. 
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Fig.3.16. The WTj-tf^O-M^0"'^ system, (a) at 6 bar-iO°C and (b) at 22 bar-90°C. 

The solid-liquid equilibria of the NHJ-HJO-NHJCONH^ system was investigated by 
Janecke [30] and Uorthlngton et al [63], mainly at low temperatures (i.e. up to 
40°C). The binary addition compound NH-CONHo^l Influences the ternary solubility 
behaviour up to 46°C. Since the temperature dependence of the solubility compositions 
at constant (NHjl/(HjO) ratio is fairly linear, It is possible to extrapolate at 
least up to 90°C. The solubility characteristics of the system utilizing the (recal­
culated) literature and extrapolated data are represented in Fig. 3.15. 

Regarding the vapour pressure data, again one has to rely on Janecke [30] and 
Uorthlngton et al [63). While Janecke's data were related to the saturated solutions 
(S-L-G equilibria), the data of worthington et al were concerned with the bubble-
point behaviour of the unsaturated solutions. Combining the solubility and bubble 
point data of Worthington et al together with Janecke's S-L-G data and through 
extrapolation, it is possible to trace the system behaviour at 6 bar-40°C and 22 
bar-90°C as shown here in Fig. 3.16 (a) and (b). Now as the reader can easily 
observe, the bubble point behaviour of the NH3-CO2-H2O system In chemical equilibrium 
above the saddle azeotropic conditions remarkably resembles the NhS-HjO-NHjCONHj 
system at physical equilibrium. 
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With this brief presentation completed, the quarternary system will now be 
discussed In the next section. 

3.5. The quarternary system MTj-CÔ -Jf̂ O-JŴ COfM̂  and Its transformation to Che 
ternary system at chemical equilibrium: 

3.5.1. The concept of a manifold: 

As suggested In the previous chapter, this system remains quarternary only In a 
restricted range, the limits of which are hard Co establish exactly, since the range 
depends on the relative rates of the various chemical reactions and the speed of the 
phase composition measurements. Somewhat arbitrarily, one may define the quartenary 
system to exlsC up to about 100°C and about 30 bar. Beyond this range, the urea 
formation and hydrolysis proceed to appreciable extents at significant rates, and the 
system gradually Curns lnco a ternary one at chemical equilibrium. Similarly the NHj-
COj-HoO ternary system at physical equilibrium also transforms Into a ternary system 
at chemical equilibrium. Such behaviour la associated not only with the system 
composed of NH3, CO2 and H2O, but also with many other systems. To put It precisely, 
the ternary and quarternary systems at physical equilibrium are just the transitory 
entities in their eventual transformation to the ternary system at chemical equili­
brium. Such a transitory character In turn raises the age-old basic question about 
the spaclal representation of the reactive phase equilibria. 

According to phase rule, 

F - c + 2 - r (eq. 3.16) 

where F Is the number of Intensities which can be Independently varied in any equili­
bria, c Is the number of components and r la the number of phases. Since at least one 
phase has to be present, one needs a space with a minimum of (c+1) dimensions Co 
illustrate all possible phase behaviour. 

This space Is Invariably chosen to be Cartesian orthogonal by almosC every phase 
equilibria InvesClgaCor, probably due to accepted traditions, irrespective of the 
presence or absence of possible simultaneous reaction equilibria. While this choice 
is pragmatic and In most cases sufficient, there are features like Important species 
concentraclons which cannoC be represenced In the Cartesian space. Afterall, Che 
phase rule dlctaces only Che dimensionality of the needed state space and states 
nothing about the representation of it. when nature prefers no special co-ordinate 
system imposed on it, there la a price to pay for the insistence on Che CarCesian 
orchogonalicy of Che working space: "The descriptions of Che reacClve phase equili­
bria will become piecemeal." 

For example wlch Che phase model of the NHo-CO^-tUO system at chemical equlll-
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brlum suggested by Lemkowltz [62], one cannot deduce whether the maximum urea yield 
Is related to the minimum bubble-point. To do that, one needs additional, more 
complex diagrams and/or new models. (These might be the conversion formula due to 
Kucheryavyi [64] or Inoue [65]). Such additions may provide acceptable numerical 
answers but no graphic and lucid explanations of the phenomena involved. What is 
needed however Is a fundamentally new way of presentation through manifolds. 

The use of manifolds for representing reactive phase equilibria was first 
suggested by Chermln [60] with a specific view of applying It to the NHj-COj-K^O 
ternary system at chemical equilibrium. Recently, the manifold representation of the 
reactive phase equilibria was hinted in a cursory manner by Perry et al [66]; but the 
emphasis was in developing the general formalism and not on exploring the topological 
features of the dew- and bubble-point surfaces. 

Chermin's attempt in this direction was largely aimed at explaining the saddle 
azeotropy of the NHj-CC^-IUO system at chemical equilibrium. While he forcefully 
contested the novel phase model of the Delft school [62], he barely sketched his 
alternative proposal at the Fertilizer Society of London [67]. Since Chermin's model 
is very relevant to the general problem of representing the reactive phase equilibria 
and not necessarily to the particular problem on urea systems, It is worthwhile to 
discuss the various features of the same In little more details. What Is described 
below Is largely Chermin's work together with the present author's substantial re-
interpretatlons and explanations. 

3.5.2.1. The scolchloaetrlc composition spaces (or Che SC spaces): 

A manifold may be Intuitively understood as a hypersurface with only a local co­
ordinate system defined on the neighbourhood of any chosen point. Further the 
manifold may be immersed in higher dimensional ambient spaces with a global co­
ordinate system. An obvious example is the earth surface with the left-right and 
front-back co-ordinates and immersed in the 3-dimensional space. 

Now moving to the phenomena of reactive phase equilibria, consider a concrete 
example of a two component system composed of S^ (say NHj) and S2 (say CO2) reacting 
further towards Sj (say ammonium carbamate). 

» 1 S 1 + i>2S2 + y3 S3 — ° (e<l- 3 1 7 ) 

Also assume that the system composed of species Sj and S2 at physical equili­
brium (I.e. a relatively fast transfer of species between the phases without any 
appreciable formation of So) exhibits azeotropy. 

To represent this reactive system at constant pressure by a manifold, one needs 
a 3-dimenslonal ambient space. With two co-ordinates to represent the species compo-
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sltlons coupled with the normalisation condition of the mole fractions, the composi­
tion space may be chosen as a right triangular simplex with the hypotenuse represen­
ting the system Sj-S, at physical equilibrium. The temperature co-ordinate can be 
erected vertically above the right triangular simplex. 

Now, as often stressed earlier, It la difficult to measure the physical equili­
bria alone by inhibiting the reaction equilibria. Nevertheless, quite a number of 
investigators have tried ingenious ways to circumvent this problem and have often 
succeeded. Plotting such data on the vertical plane erected above the hypotenuse 
yields the familiar bubble- and dew-point envelopes. 

Now the question is how an arbitrary point in the bubble- and dew-point 
envelopes of the hypotenuse plane will move into the prism as the reaction proceeds. 
The answer is easily provided for a reaction of m species by the principle of equal 
proportions as follows: 

dn» 
--* - dn i-1 to m (eq. 3.18) 
»i L 

where»^ is the stolchiometrlc coefficient of the species 1 and n^ is the amount of 1 
in moles and n is the reaction extent. Integrating the above expression from the 
start to the end of the reaction yields: 

ni " ni0 + T-**! 1_1 to D *"'• 3 1 9> 
Combining the above relation with the definitions of mole fractions one gets: 

m m 
(XJOLIIJQ) - n10) - n^lj^ - XjEiJj) i-1 to m-1 (eq. 3.20) 

Eliminating r\ from the above independent (m-1) relations, one further gets: 
m 

{*{*1 - Xi"i) - (xixl " xlxio' *"«*J " **lxi0 " ̂ 1*1 i - 2 t o B" 1 iXiO'j^j 
(eq. 3.21) 

Now the above set of (m-2) relations defines a one dimensional linear subspace 
in the (m-1) composition space. For a particular case of a binary system at chemical 
equilibrium with three species, it may be stated as: 

(Xj»»! - x1U2) - (x2
xio " xlx20>*<tfl + W2 +"3> - v l x 2 0 ' Ü2 X10 <e<!- 3-22> 

The above linear relation between x, and x^ for arbitrary values of XJQ and x ™ 
defines a subspace of the composition simplex, and also partition the simplex into 
disjointed subspaces, as shown in Fig. 3.17. These subspaces may be called the 
stolchiometrlc composition spaces (SC spaces). (Chermin [60] called these subspaces 
the reaction paths, which in the present writer's opinion may not be appropriate, 
since no chemical equilibrium relation Is used In deriving these subspaces. Further-
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■ore It is difficult to extend the tern 'reaction path' to nultlreactlon situations. 
SC spaces are entirely defined by the stolchlometric principle of equal proportions 
and by the number of reactions.) 

Further to SC spaces, one can get SC-T hyperplanes by erecting a tempera­
ture axis over these spaces. These hyperplanes are, In a sense, analogous to the 
tie-lines of the L-G equilibria. These planes connect the physical equilibrium! 
points to the chemical equilibrium points. 

Fig. 3.17.The stolchlometric 

composition spaces. 

mole fraction 

Fig. 3.18. The reaction equilibrium surface. 
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3.5.2.2. Isobaric reaction equilibrium surface (The RE surface): 

For a simple case of one reaction in a three species system, the following 

relation is obtained from thermodynamics. 

"]/*l + ^2^2 + > V 3 " ° (e<«- 3-23> 

Further, one may obtain from the above the following implicit relation defining 
an isobaric reaction equilibrium (RE) surface (Fig. 3.18) by expressing the chemical 
potentials to be the functions of T and x*'s. 

g (x1,x2,T) - 0 (eq. 3.24) 

3.5.2.3. The intersection of the BP surface and the RE surface: 

For a non-reacting three species system with one boundary system exhibiting 
azeotropy and the other two behaving regularly, the isobaric bubble-point surface (BP 
surface at physical equilibrium) will appear as shown in Fig. 3.19. 

Fig. 3.19. The bubble point surface of a three species system in which one binary 

system exhibits azeotropy and the other two behave regularly. 

When the BP and RE surfaces are interposed as in Fig. 3.20, one finds an inter­
section curve which may be called a reactive bubble-point (RBP) curve satisfying the 
criteria of simultaneous reaction and phase equilibria. In the same Fig. 3.20, the 
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Fig. 3.20. The intersection of BP and RE surfaces giving rise to the RBP curve. Also 

in the figure two SC-T planes and their Intersection with the BP surface are given. 

The point of tangency between the RBP curve and the isobaric isothermal curve (marked 

M) Is the maximum bubble point temperature one can achieve in a reactive phase 

equilibrium with high yield. Left of H the maximal yield point Y is shown. The 

physical ridge point R is to the right of H. 

intersection curves of the SC-T planes with the BP surface are shown as tie-line like 
curves connecting the physical bubble-points to the reactive bubble points. One 
notable feature Is the tangency point H of the RBP curve with the isothermal Isobaric 
physical bubble point curve. It Is at M that one can simultaneously get a maximum 
conversion and the highest bubble-point temperature. The maximal yield point with no 
simultaneous phase equilibria is represented by the point Y and the maximal bubble 
point temperature with no reaction equilibria is given by R. The temperature of M is 
slightly less than that of R, and the conversion at M is slightly less than that Y. 

The projection of RBP curve on to the composition simplex is represented In Fig. 
3.21. The maximal yield point Y. the tangency point M and the ridge point R are also 
marked In the figure. By following the SC curve connecting the maximal yield point Y. 
one can identify the point Yĵ  In the Sj-S2 system which gives rise to the maximal 
yield. One may call such a point In the S1-S9 s y s C e m a s c n e maximum yielding binary 
point. Similarly, other points like H and R can be related to their respective binary 
points. Further It can be observed that the intersection point of the physical ridge 
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curve with the RBP curve has lost its earlier importance by the very presence of the 
reaction equilibria. 

What has been achieved so far in the physical bubble point surface at one 
pressure can be repeated at all other pressures to generate additional RBP curves. 
The collection of all these curves constitutes the RBP manifold. Also one can repeat 
the same procedure with the dew point surface to get the reactive dew point manifold 
(RDP manifold). However, these manifolds do not have global co-ordinate systems. In 
fact, this particular aspect may be discomforting for many researchers used to 
smooth bubble- and dew-point surfaces in three dimensional p-x-T spaces. But then the 
fact that the manifold is still two dimensional and that the isobaric or Isothermal 
representation brings up a host of new features suggests that the approach is worth 
persuing. Admittedly, multireaction and multispecies situation will make these 
features much more complicated; but a suitable algorithmic approach can be dlvised to 
handle such systems. 

3.5.2.4. Application to a four species system: 

Moving to a four species system (ABCD) with one binary azeotrope (BC), one can 
construct the isobarlc Isothermal BP and DP surfaces in a tetrahedral composition 
simplex as shown in Fig. 3.22. Further, if a single reaction constraint is placed on 
these species, 
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I.e., B + C - A + D (eq. 3.25) 

the resulting isobarlc Isothermal RE surface will have a saddle shape as shown In 
Fig. 3.23 due to stolchlometry and the reaction extent. In many systems, the 
reaction extent can be increased at a constant pressure by changing the temperature. 
Topologlcally, such Increased extent Is reflected by the approach of the saddle 
surface towards the edge connecting the product species A and D. 

Now, if the Isobarlc Isothermal BP surface and RE surface are plotted together 
on a composition simplex, one gets an Intersection curve (I.e.,the Isobarlc Isother­
mal RBP curve) with two branches enclosing two liquid regions. A similar construction 
with the Isothermal DP surface would yield the RDP curve with two branches, but 
enclosing a single contlnous gas region. The degeneration of BP and DP surfaces onto 
RBP and RDP curves In the case of reactive equilibria is shown In Fig. 3.24. 

Fig. 3.22. The Isobarlc Isothermal bubble-point and dew-point surfaces of the 
quarternary system. 
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Fig. 3.23. The reaction equilibria (RE) surface of Che quareernary system. 

The existence of tvo branches in the Isobarlc Isothermal RBP curve raises a 
question whether these branches will touch each other for some specific conditions. 
The answer is affirmative at one temperature for each chosen pressure. Beyond that 
temperature for the chosen pressure, the character of the RBP and RDP curves will 
reverse, i.e., the branches of the RBP curve enclose a contlnous liquid region while 
the branches of the RDP curve enclose two separated gas regions. Incidentally, 
Chermln [60] proved that if the two branches of the RBP curves touch each other, so 
do the branches of the RDP curve. Now, how does one interpret the phenomenon of the 
touching branches and what does one call it ? The Delft School [62] called the 
phenomenon reactive saddle azeotropy, and Kaasenbrood and Chermin [67] called it the 
indifferent point. Setting aside the semantic interludes, the significance of the 
phenomenon should not be lost. The reader may refer to section 3.3.8 regarding the 
earlier discussion on azeotropy. If one projects the RBP and RDP curves looking from 
the 1:1 mole ratio of A-D composition, one will find the gas and liquid compositions 
to be the same In terms of the components, although not in terms of the species, 

Proceeding further, the collection of the isobarlc isothermal RBP and RDP curves 
In the four dimensional space at constant pressure would constitute the three dimen­
sional isobarlc RBP and RDP manifolds. Similarly the three dimensional Isobarlc RE 
manifold can be erected. As a result the RBP and RE manifolds would touch 
tangentlally along a curve. The projection of the tangent curve onto the composition 
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Fig. 3.24. The degeneration of the quarternary system at physical equilibrium to 
the ternary system at chemical equilibrium. 

P. CONST. 

intersection 
curve 

chemical equilibrium 
Curve 

maximum yield curve 

isobaric isothermal 
RE curve 

Fig. 3 .25. The CER and other curves projected onto the RE surface. 
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simplex Is marked on the RE surface of Fig. 3.25. This tangent curve, also known as 
chemical equilibrium ridge curve (CER curve) Is analogous to the tangent point H 
discussed In the three species case. Similar projection curves like the maximum yield 
curve and the physical equilibrium ridge curve can all be marked on the RE surface as 
shown In Fig. 3.25. Further projection of the CER curve In the quarternary composi­
tion simplex onto the reciprocal salt-pair construction (I.e..viewing from 1:1 A-D 
point), as mentioned earlier, will give raise to the "equilibrium ridge curve" of the 
Delft School model. 

Following such elaborate discussion on the quarternary system and Its transition 
to the reactive ternary system, It is now useful to move on to the experimental 
investigation of the ternary system at a pressure range of 5 to 30 bar and a tempera­
ture range of 80 to 130°C, in the next chapter. 
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CHAPTER 4 

THE EXPERIMENTAL STUDY 

4.1. Introduceion: 

The vapour-liquid equilibria (VLE) of the NHJ-CC^-HJO system have been studied 
during the last sixty years for many reasons. Initially these studies were performed 
for the coke oven industry, notably by Terres et al [1] and van Krevelen et al [2). 
Later in the fifties, propelled by the sudden upsurge in urea manufacture, and 
because of the limited urea conversion leading to recovery and recirculation of the 
unreacted raw materials, the VLE study of the NH3-CO2-H2O system became Important. 

In the fifties and sixties the process engineering companies working on urea 
technology carried out studies In limited regions of the p-T-x space suitable to 
their own processes. However, the data thus obtained were prlve to these companies 
with a result that a unifying thermodynamic description was never developed in the 
open scientific literature. In fact, having concentrated very much on the Individual 
trees, an overview of the encompassing forest was lost from sight. Formulae based on 
regression analysis, interpolations and safety factors became the main alleys through 
which the journey to scale-up was taken. Yet the results of the sixties and seventies 
were impressive, and it was not difficult to design plants even up to 1750 tonnes/day 
based on such empirical foundations. Large-scale energy economies were achieved 
rather easily, but only upto a point, when the process companies pushed to the 
extremes of the recycle techniques, the flow sheets became more complicated, and the 
law of diminishing returns started to cloud the future of the solution recycle 
processes. To improve energy economy still further by a small amount or to create a 
marginally simplified flowsheet, the cost of the research effort grew exponentially. 

It was not long before the value of a systematic study of the NHo-COj-HoO system 
was appreciated in Industrial and university laboratories. Although the stripping 
processes were an outcome of this trend, they were only the beginning. It was 
realized at the Delft School, based on available data, that one of the old processes, 
namely the Hot Gas Recycle Process (HGRP), had to be reassessed In the light of new 
stripping techniques, and that a new version of the HGRP could be developed by 
rectifying or minimizing the design deficiencies, the process constraints and the 
Inherent operating problems. 

With this objective, Lemkowitz [3] thoroughly studied the bubble-points and dew-
points of the NH3-CO2-H2O system with equilibrium concentrations of urea at a 
pressure and temperature range of 30 - 1000 bar and 130 - 260°C respectively. While 
he established the techno-economic feasibility of the HGRP in a general way by 
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concentrating on the reactor, the condenser and the turbo-compressor, there was one 
aspect related to stripping which required a thorough study. The economy of the 
process, In comparislon with the commercial stripping processes, was estimated to 
depend very much on the chosen stripping pressure (ft). 

Hence to establish the optimal conditions of the stripper, a systematic Investi­
gation was Initiated at the Delft School to cover a pressure and temperature range of 
1-30 bar and 40-130°C respectively. Under this initiative P. Verbrugge [5] carried 
out VLE studies at atmospheric pressure and within a temperature range of 40° - 90°C. 

The present study was performed as a sequel to Verbrugge 's work with the covered 
pressure range being 5.41<p<30 bar and the temperature range being 88.7<T<130°C. In 
the succeeding pages of the present chapter an account of the experimental rationale 
of the study, the experimental set-up, the procedure, the analysis methods and a 
discussion on the results obtained are presented. 

4.2. The rationale for choosing the present system: 

As explained in the last chapter, there are three multicomponent systems which 
are of Interest to urea technology, namely the NHj-COj-^O-Nl^CON^ system, che NH-j-
COJ-HJO system (without the presence of urea) and the NHJ-CC^-HJO system (with 
equilibrium concentration of urea). Among these three systems. It is difficult to 
study the VLE of the first two unambiguously, since they are just the transitory 
entities of the third system. 

In order to appreciate this important transitory character, It Is worthwhile to 
consider the spatial representations of the bubble- and dew-point compositions of the 
three systems at a representative pressure and temperature. 

C O , 

Fig. 4 . 1 . Typical bubble- and 
dew-point curves of the ternary 
system at physical equilibrium. 

H.0 mole fraction 
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P. Verbrugge [5] represented the bubble- and dew- point composition of the 
ternary system at physical equilibrium under constant pressure and temperature in a 
composition triangle as shown In Fig. 4.1. The bubble-point curve looks like a 
"tongue", while the dew-point curve is nearly straight. The most sensitive region 
occurs around the tip of the "tongue" at which a small change In the liquid composi­
tion causes a large change in the vapour composition. Accordingly, It becomes impera­
tive to have reliable sampling and accurate analysis procedures for both the phases. 

Regarding the quarternary system, Kaasenbrood [6] and Chernln [7) extended the 
spatial composition simplex to a tetrahedron. The bubble- and dew-point surfaces at 
each stipulated pressure and temperature had the characteristic features as shown in 
Fig. 4.2. The sharp curvature of the bubble- point surface at the tongue-tip once 
again pointed to severe composition effects. 

Fig. 4.2. Typical bubble- and dew-point surfaces of Che quarternary system at 
physical equilibrium. 

Lemkowitz et al (8) represented the ternary system at chemical equilibrium (for 
a given temperature and pressure) on a composition plane. Explaining the reciprocal 
salt-like nature of the system they outlined the bubble- and dew-point curves. The 
characteristic features of the bubble-point tongue-tip are also found here on both 
the tongues as shown In Fig. 4.3. 
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Fig. 4.3. Typical bubble' and dew-point curves of Che ternary system at chemical 
equilibrium, (a) Pressure above the saddle azeotrope pressure, (b) Pressure below Che 
saddle azeoCrope pressure. 

Although at the outset all these representations appear disconnected, there Is 
an underlying transparent unity at temperatures higher than about 120 C. For example. 
the quarternary system Is no longer stable, and It transforms into the ternary system 
with equilibrium concentration of urea. 

In other words if we wait long enough, the two dimensional bubble- and dew-point 
surfaces of Fig. 4.2 will degenerate into one dimensional bubble- and dew-point 
curves embedded on the same surfaces but contained within the tetrahedral space, as 
shown In Fig. 4.4. Let us call these two curves the chemical equilibrium (CE) 
bubble-point and dew-point curves. If these two curves are projected down to a base 
looking from the equimolar point of (urea/water-1), one gets the composition plane of 
Lemkowltz et al [8]. 

Also shown In Fig. 4.4 Is a curve generated by the change In the liquid 
composition during the transition from the quarternary physical equilibrium to the 
ternary chemical equilibrium. At constant temperature and pressure, such a curve can 
be called the reaction progress (RP) curve (shown in dashes). 

An Important question posed to an experimenter is whether he can measure the two 
end-points of the RP curve with equal ease. The answer is affirmative if the tempera­
ture is below approximately 100°C. At higher temperatures the quarternary physical 
equilibrium point is difficult to measure unless it is attained fast and the sampling 
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uree 

2NH 

Fig. 4.4. Degeneration of the bubble- and dew-point surfaces of the urea-CO?-(2NH^)-

WoO system into the bubble- and dew-point curves of the ternary system CO2- (,2NH^)-Hft 

at chemical equilibrium (shown as dot-dashed curves). Also shown is a typical 

physical equilibrium tie-line of the boundary system which changes into the chemical 

equilibrium tie-line situated inside the tetrahedron. Further the reaction progress 

(HP) curve is shown in dashes. 

time is insignificant relative to the rate at which the chemical reaction occurs. 
Otherwise one may end up finding one of the composition points in the RP curve. In 
essence, the experimental difficulty of VLE measurement Is very severe in the case of 
the quarternary system and the ternary system at physical equilibrium. Such diffi­
culty does not arise in measuring the ternary chemical equilibrium; here one only has 
to wait long enough. 

It was this rationale which forced the present study to choose the unambiguous 
ternary system at complete chemical equilibrium for VLE measurements. Unfortunately 
the utility of such a study for the optimization of stripper conditions can be 
realized only through a model capable of describing both the ternary and quarternary 
systems. Given the intensive work carried out by various eminent researchers in the 
field of electrolyte solution theory in the recent decade [9,10] with regard to 
thermodynamic modelling, it was considered possible to derive such a specific model 
suitable to the present systems. Consequently, deriving the model parameters became 
one of the objectives of the present study. 

119 



4.3. The experimental method: 

Among the various methods available for VLE studies, the static method was 
chosen by various researchers mainly due to the difficulty of recirculating vapour at 
small flow rates. The other methods like the distillation method, dew-point/ bubble-
point method and the flow method are somewhat limited in their applications to the 
study of VLE at high pressure and temperature. 

For example with the distillation method, one cannot take Isothermal data, 
although the amount of time taken for measuring each individual datum is quite small. 
This method can, however, be quite useful in certain quick-assessment studies. 
provided adequate care is taken in the design of the distillation vessel with regard 
to the separation of phases, the carry over, the thorough mixing of the phases and 
the necessity of taking small samples 

Alternatively, the dew-point/bubble-point method also has certain limitations 
when applied to ternary systems. The foremost limitation, as well as its strength, 
concerns the analysis aspect. While one can trace out the bubble- and dew-point 
surfaces elegantly and systematically, it is not possible to locate the corresponding 
tie-lines, for want of analyses of the individual phases. 

When applied to the present ternary system, the flow method necessitates an 
accurate feeding of the two hot volatile gases (NHj and CO2). Such accurate feeding 
is not hard to achieve with modern mass flow meters. Subsequently the gas streams can 
be heated to the required temperature. A major merit of the flow method is the 
flexibility in moving easily from one datum to another In a series of measurements. 
In spite of such an advantage, the flow method Is not preferred for high pressure 
systems due to the non-availability of pressure control devices to maintain the 
pressure inside the equilibrium vessel with small flow rates. Moreover, many-a-tlme, 
there is a basic problem in attaining the equilibrium through this method. Hence the 
flow method is mostly preferred for low pressure and atmospheric studies. 

This leaves only the static method, which is quite naturally suited to the high 
pressure and high temperature application. The principle involved Is quite simple, 
although error-free practice is a bit tricky to achieve with the present system. The 
possibility of a three phase equilibria occurring in the experimental range desired, 
together with the Inability to infer directly the presence of such equilibria without 
the aid of visual observations, is very real. 

4.4. The experimental apparatus: 

A general overview of the experimental arrangement Is provided in Fig. 4.5 
(autoclave side view), Fig. 4.6 (GLC side view) and Fig. 4.7 (a view of the gas 
storage tanks). A schematic diagram of the experimental apparatus incorporating the 
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autoclave, the storage tanks, the transducers and the GLC is presented in Fig. 4.8. 
The central part of the apparatus is the titanium autoclave fitted with a magneti­
cally operated reciprocating agitator to effect a thorough mixing of the phases. The 
vessel and the agitator details are presented in Fig. 4.9 and 4.10. The volume of 
the vessel at 20.2° C was estimated through a series of 4 capacity measurements to be 
1511.7 cc with a standard deviation of 1.6 cc. The vessel is provided with a cover 
tightly secured to the vessel through 6 bolts. The sealing between the cover and the 
vessel is achieved through a tapered plug arrangement, i.e., through line closure. 

4.4.1. The agitator details: 

The top portion of the agitator shaft protruding from the cover is encased in a 
titanium tube. Internally, if needed, the top end of the agitator shaft containing a 
soft iron core, encased in titanium, can be easily dismantled from the bottom end 
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Index for che Flg.ü.8. 

1. NH3 cylinder. 
2. NHj feed pump. 
3. NHj storage tank (NHj-ST). 
4. NH,-ST air thermostat. 
5. NH,-ST pressure Indicator. 
6. NH-j-ST pressure transmitter. 
7. NHj-ST pressure gauge. 
8. NHj-ST temperature indicator. 
9. NH3-ST rupture disc. 

11. COj cylinder. 
12. COp feed pump. 
13. C0 2 storage tank (C02-ST). 
14. C02-ST air thermostat. 
15. C02-ST pressure indicator. 
16. C02-ST pressure transmitter. 
17. C02-ST pressure gauge. 
18. COj-ST temperature indicator. 
19. C02-ST rupture disc. 

21. Water feed pump suction burette. 
22. Water feed pump. 
23. Water heater. 
24. Water heating coll. 
25. Water line pressure gauge. 
31. Star junction. 

41. Magnetic reciprocating mechanism. 
42. Stlrrer. 
43. Autoclave (AC). 
44. AC oil thermostat. 
45. AC pressure Indicator. 
46. AC pressure transmitter with seal. 
47. AC pressure gauge with seal. 
48. AC temperature indicator. 
49. AC rupture disc. 

51. GLC sample injection valve. 
52. GLC sample loop. 
53. GLC column. 
54. GLC air thermostat. 
55. GLC buffer capacity vessel. 
56. GLC catharometer sensor cell. 
57. GLC pressure tapping buffer vessel. 
58. GLC manual sample injection knob. 
59. Solenoid valve for air supply. 
60. Sample flow rotameter. 

61. GLC carrier gas outlet manometer. 
62. GLC carrier gas supply cylinder. 
63. GLC carrier gas inlet press, control 
64. GLC carrier gas outlet flow control. 
65. Catharometer. 
66. Filter for GLC carrier / sample gas. 
67. Integrator. 
68. Printer. 
69. Strip chart recorder. 
70. GLC carrier gas outlet press.control 
71. Alternate gas sampling bottle. 
72. Heater for alter, gas sample bottle. 
73. Alter.gas sample flowmeter. 
81. Liquid sample ballon. 
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1. Agitator sheath. 
2. Agitator sheath top end plug. 
3. Agitator chamber thermowell. 
4. Outer brass sheath. 
5. Bottom spacer between the agitator 

sheath and the brass sheath. 
6. Top spacer. 
7. Shaft coupling union. 
8. Top sealing nut. 
9. Reciprocating permanent magnet. 
10. Agitator shaft. 

Fig. 4 . 9 . Autoclave details. 
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Fig.4.10.Agica cor Impellers. 

containing the Impellers. The Impellers are shown In Fig. 4.10. On the outside of 
the agitator tube are two permanent magnets which are suspended through a pully 
arrangement and are sllded up and down to cause a reciprocating movement of the 
agitator through magnetic action. Additionally In order to avoid carbamate condensa­
tion on the inside surface of the titanium cover tube as well as on the top end of 
the shaft, the titanium tube is provided with skin heating through a defroster trans­
former operating at 2 volts and about 500 amps. The titanium tube is surrounded by a 
brass tube with diatomaceous earth filling the annular section; such heat insulation 
prevents the titanium tube from coollng-off and the magnets from becoming too hot. 

4.4.2. The pore deacails: 

The vessel is provided with 6 ports through the cover. The port A of the vessel 
cover is connected to a gas sampling line, and the port B is utilized for feeding the 
volatile gases and water. Through Port C, a platinum resistance thermometer is 
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provided to measure the temperature. Further, In order to maintain a nearly constant 
level of the phase Interface in all experiments, an on-off level indicator is fitted 
through port D. The pressure Inside the vessel is sensed through port E and trans­
mitted to the pressure transducers. Finally the liquid sampling line is extended 
through port F into the vessel until the entrance of the line is situated below the 
bottom of the agitator impeller. 

4.4.3. The level Indicator: 

The on-off level indicator is a simple stainless steal 316 rod covered with a 
teflon sheath. Adequate sealing is provided at port D where the level indicator 
emerges from the cover. Just 2 cm above the inside tip of the level Indicator rod, 
the teflon sheach is terminated and the annular gap between the sheath and the rod is 
sealed with Araltlte, a thermosetting resin. A lead attached to the rod is connected 
through a battery and an ammeter to the cover of the vessel. The vessel and its cover 
are electrically Isolated from the oil bath, whenever the liquid surface touched the 
inside tip of the rod, the circuit closed, as shown by a sudden, dlscontinous 
increase in current. Any further Increase in the level showed Itself by a further, 
continous increase. Conversely, a decrease in the level below the desired value was 
indicated by a break in the circuit causing a dlscontinous drop In current. Such a 
simple level indicating device served the purpose adequately despite trivial 
problems, like the leakage current increasing over a period of months. 

4.4.4. The pressure transducer: 

The pressure inside the equilibrium vessel was sensed through two Foxboro 
diaphragm seals. One was directly connected to a liquid filled Foxboro pressure gauge 
to provide a rough pressure Indication and the other ( Mansfield and Green model by 
Foxboro) to a Foxboro pressure transducer (model E11GM). For a pressure range of 0 -
40 bar, the transmitter provided an output signal of 4 - 20 mA, which was measured 
using a multimeter. The pressure transducer and the autoclave pressure gauge were 
calibrated against the standard Helse pressure gauge CM37015 (P m a x " l"" *>ar; 
accuracy and reproducibility within 0.1Ï). The calibration was found to be linear and 
reproducible. There was only a mild drift of about 0.2 X over a three year period. 
For a further confirmation the pressure transducer was tested and found to be in 
agreement with a dead weight pressure apparatus. 

4.4.5. The temperature calibration: 

Subsequent to the pressure transducer calibration, the vessel was filled with 
distilled water. Further, water was allowed to boil while the vapour outlet port was 
completely open. This procedure was followed to ensure that the outcoming water 
vapour was pure and air-free. With repeated additions of water nearly to the full 
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capacity (1500 al) of Che autoclave and boiling the water at least three tines, all 
the air Inside the vessel was expelled. The quality of the water vapour that case out 
was checked through a GLC coloumn specially kept at 120°C. The platinum resistance 
thermometer (Pt-100 supplied by Klaasing Electronics BV of the Netherlands) installed 
through the cover into the autoclave was further connected to a digital indicator 
(Control and Readout Ltd, England). It was calibrated against the saturation tempera­
ture of steam. Since the pressure transducer had earlier been calibrated to a very 
high precision, the saturation pressure measured by the transducer became a 
reference, and the saturation temperature corresponding to the saturation pressure 
was plotted against the measured temperature shown by the digital indicator. The 
calibration was again linear and reproducible to within 0.11. 

4 . 4 . 6 . The thermostat: 

The autoclave securely fitted to an overhanging cover was left suspended inside 
a 'Tamson (The Netherlands) make' oil thermostat filled with Tamson oil 150. Although 
this oil had appreciable vapour pressure only above 130 C, it was susceptible to a 
gradual degradation above 120 C. Hence the oil had to be changed at least three clues 
over a period of 3 years. The thermostat had, further, a stirrer, two contact thermo­
meters with one for control and the other for safecy, a booscer heater to rapidly 
Increase the temperature during scart-up, and a fine tuning heater to provide an 
accurate temperature control of 0.1°C. Such a fine control also made the difference 
between the autoclave temperature and the bath temperature hardly noticeable 
(<0.1°C). As an additional safety precaution, if Che cemperacure of Che Chermoscac 
exceeded che presec cemperature (140°C), an electric signal originating at the safecy 
contact thermometer cut off the power supply Co the thermostat, causing the heater 
and che thermostat stirrer Co scop. The thermostat was also provided with cwo glass 
windows Chrough which aucoclave flange leaks, if any, could be observed. ExcepC for 
the oil oxidation problem leading Co scirrer failures once In a while, no ocher 
problem occurred wich the thermostat. 

4.4.7. The autoclave safety details: 

The autoclave was provided with a safety rupture disc (John Matthey Metals Ltd, 
England) made of stainless sceal 316 wlch a size of 1/2 Inch orifice and a bursting 
pressure of 53.2 atm + 10X at a Cemperacure of 150°C. Since Chere was no pracclcal 
cemperacure difference becween Che aucoclave Cemperature and the bath, the tempera­
ture protection facility of the bath served adequately for the dual purpose. The on-
off level Indicator described earlier in che secclon 4.4.3 was mainly Installed as a 
protecelon against the occurrence of high liquid level leading Co a high pressure 
Increase which would cause Che safecy disc Co rupCure. Furcher all inlec and ouclec 
lines of Ch. aucoclave were provided wich heaclng coll or heaclng cape arrangemenCs 
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to protect those lines against cooling (which may further lead to solid carbamate 
plugging). Additionally hot water clearing connections were also provided to such 
lines in order to be able to dissolve any solid carbamate formation which might have 
formed in the lines. 

4.5. The feeding arrangement: 

The two volatile gases, NHj and COj, were stored in separate autoclave-like 
tanks which were in turn kept in air thermostats. The tanks were provided with Pt -
100 thermometers, Foxboro pressure transducers and Econosto pressure gauges (of the 
Netherlands). All these instruments were also calibrated in the same manner as the 
Instruments fitted in the autoclave. The foxboro transducers fitted in the NH3 and 
CO9 tanks gave an accuracy of 0.1X, and the resistance thermometer coupled to a 
digital read-out performed to a precision of 0.1°C. The gases were stored at condi­
tions close to their respective critical conditions. This was done to enable a 
maximal storing at one filling from the gas cylinders while maintaining the 
components in the gas phase. 

Initially It was felt that, by utilizing accurate pressure transducers and 
resistance thermometers together with a known equation of state, the amount of 
materials drawn from each tank could be estimated and used for a material balance 
check across the autoclave. Unfortunately this scheme ran into problems because of 
the unduely large amount of line volume which came about during fabrication of the 
experimental set-up and which could not be estimated with sufficient accuracy. 
Moreover the calculation involved in finding the masses drawn out of each tank became 
time-consuming and almost counter-productive. As a result, c'..e idea of a material 
balance check was reluctantly dropped. 

Each tank was provided with a rupture disc (John Matthey metals Ltd, England) 
with a bursting pressure of 270 atm. Adequate shut-off and regulating valves were 
also provided In the inlet and outlet lines of the tanks to prevent carbamate 
formation by Inadvertent mixing of the gases at high pressures. 

The third component, water, was pumped into the autoclave through a reciproca­
ting pump. The amount of air-free distilled water thus admitted into the autoclave 
was found through a burette provided at the pump suction. A variable water flow rate 
could be achieved by adjusting the piston stroke of the pump. 

All the three feed lines Joined a "five star "connection which had a drain 
provision and a common outlet line leading to the autoclave. Additionaly a wash-
water connection was provided to the "five star" outlet line. The "five star" was 
kept in a separate air thermostat and kept at a fairly high temperature exceeding 
160°C. Although the provision of the "five star" made the operating procedure sone-
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what cumbersome, It gave adequate insurance against valve failures and line 
blockages. Feeding was always effected through a sequential procedure consisting of 
Interspersing the pumping of water between the additions of the volatile gases; i.e., 
the filling pattern resembled the order ammonia - water - carbon dioxide - water -
ammonia ...etc. Such a practice very effectively avoided the carbamate blockage 
problem most of the times. Still there were three occasions in which the said problem 
did occur and had to be cleared by washing. 

4.6. The experimental procedure: 

The earlier studies on the NH3-CO2-H2O system were mostly restricted to the NHj-
rlch region, and the amount of data on the COo-rlch region was very much limited in 
the open literature. Any CC^-scripping process, in our case the improved HGRP, 
requires that this Inadequacy be rectified. Hence the present study naturally 
focussed its attention mostly on the CC>2-rlch region. 

For each set of experiments, the first datum was always that of the binary 
system of carbon dioxide - water. This procedure had certain practical advantages. 
CO2 being almost insoluble In water, it was very easy to build up pressure in the 
autoclave enabling a faster start of the experimental series. Also the establishment 
of equilibrium during each measurement, which was said to be attained when the 
pressure did not change by more than 0.1X during a period of not less than 1 hour, 
was fairly rapid, i.e., usually within about 3 to U hours. 

Air-free water was added first Into the autoclave almost to the full, as this 
was done during the temperature calibration step. With repeated boiling (not less 
than three full autoclave volumes) at temperatures around 120°C, the air Inside the 
autoclave system was expelled. Subsequently the water level was reduced, and CO? was 
admitted, equilibrated and purged until air could not be detected in the gas sample 
through a GLC analysis. The system was then considered to be ready for starting a 
series of measurements, 

Once again the liquid phase was built up to the predeslred level and the system 
was brought to a desired temperature. Later more COj was added or some vapour from the 
vessel was purged, depending on the desired pressure. Fine additions and purglngs 
were further effected until equilibrium was achieved. 

Admittedly the whole process of achieving the equilibrium at the desired 
pressure and temperature was very time consuming, sometimes extending as much as 8 
hrs for a datum In the binary system and even 2 to 3 days for the data in the 
ammonia-rich region of the ternary system. In spite of this drawback, the procedure 
was adopted because it yielded isothermal isobaric data whose internal consistency 
could be checked In a straight forward manner by a simple plotting without any neces-
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slty for model interventions. Often enough in previous phase equilibria studies of 
the NH3-CO2-H2O system, the main problem vas the lack of internal consistency. On an 
isothermal isobaric plot, the crossing of tie-lines, which may easily happen due to 
analysis error or sampling problems, is very glaring, as are gas-llquld tle-llnes 
which extend Into the three phase region. Most investigators who had such probleems 
[11,12] do not seemed to have noticed them, probably because they never plotted their 
data on such a graph. 

Subsequent to the achievement of equilibrium In this study, the gas sample was 
analysed through GLC, as described in appendix C. The liquid sample was collected in 
sample ballons filled with dilution water. The amount of the dilution water had an 
effect on the analysis, as described In the section 4.9. The liquid analyses 
procedures are described in appendix D. 

Once the binary point of the COo-H^O system was completed, some amount of 
ammonia and water were added. Such additions lowered the pressure due to carbamate 
formation and physical absorption. Again fresh CO2 was added to raise the pressure. 
This process of addition of COo and NHj, interspersed with H2O additions, was 
continued until the predesired pressure was achieved. During all this time, the level 
was maintained with the help of the on-off level Indicator by draining the excess 
material from the autoclave through the liquid sampling line. Similarly gas purglngs 
could be effected through the vent line provided In the autoclave. Once equilibrium 
was attained, samples were taken and analysed. Thus starting from the (X^-slde of the 
composition triangle, additional data were obtained by Increasing the NHj and CO2 
contents as and when required. 

4.7. The preliminary results: 

In order to check the whole experimental set-up with regard to the reliability 
and accuracy of Its functioning, initially the known system of NH3-H2O was investi­
gated at 80 and 100°C, the results of which are presented in Fig. 4.11 and Fig. 4.12. 
Since the data obtained were quite close to the experimental curve of Clifford and 
Hunter (13], Che experimental set-up was accepted as reliable, thus leading Into the 
ternary measurements. 

4.8. The ternary measurements: 

In total, there are 47 ternary measurements covering a pressure range of 5.41 to 
30 bar and a temperature range of 88.7°C to 130°C. For each measurement, at least 
four gas samples and two liquid samples were taken to check the reproducibility of 
the analyses. Further, the order in which the measurements were carried out at a 
given p and T was random so as to avoid the errors usually caused by a sequential 
progress of measurements. 
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NH,- HJJsystem at 80 C 

x measured points 

01 0-2 03 04 0-5 0-6 0-7 08 0-9 10 
mole fraction of NH 

Fig. 4 . 1 1 . VLE data of the NHj-H^ system at 80°C. The full lines are taken 
from Clifford and Hunter. [13] 
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NH -H20 system at 100*C 
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Fig. 4 .12. VLE data of the Ntfj-tf^O system at 100°C. The full lines are take 
from Clifford and Hunter.[13] 
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Once the equilibrium was apparently attained and there was no appreciable change 
In pressure, the temperature of the autoclave was taken up or down by about 2°C, kept 
at the new temperature for about 15 mln. and brought down again to the original 
temperature leading to a fresh equilibrium at the original conditions. This way, if 
the same pressure was finally obtained as earlier, one can take such agreement to be 
the confirmation of the attainment of equilibrium. 

The results are presented In Table 4.1 and in figures 4.13 to 4.20. In taking 
these measurements, great care was observed in choosing regions so as to avoid 
measuring three phase equilibria inadvertently. With no glass windows in the 
autoclave, the possible presence of three phases could be checked only by indirect 
means (I.e. by consolidating the earlier works of Janecke [14], Guyer and Plezowltz 
[IS], and that of DSM [16] on the onset of three phase equilibria and inferring the 
possible occurrence). However, the accuracy of the boundary values between S-L-G and 
L-G equilibria (obtained from these works) appears to be uneven and occasionaly 
unreliable, although the inner S-L-G region had been accurately covered. 

According to the phase rule, the number of Intensities one can freely set for a 
ternary system consisting of three phases Is limited to only two, compared to three 
of the two phase situation. Choosing temperature and pressure, let us say one datum 
of our system has been measured at a pressure p^ and temperature T^. Unless the datum 
Is far away from the the onset of three phase equilibria or very clearly inside the 
three phase region as inferred by the earlier studies, one cannot be sure whether we 
have Inadvertently crossed into a three phase region. This is because of the 
uncertainty of the three phase boundary values presented by the earlier authors. 

To check whether we have indeed crossed into the three phase region, one has to 
adopt a search procedure. In other words one can change the gross composition a 
little towards the well established three phase inner region and see whether the same 
liquid and vapour composition Is obtained. If a three phase equilibrium exists, then 
one should get the same phase compositions Irrespective of the gross composition. 
There were at least 7 occasions In all the series of measurements when such time 
consuming local explorations had to be resorted to, and two occasions proved to be 
real three phase situations. Additionally operating problems like the sluggishness of 
the pressure transducer, the erratic gas analysis and clogged feed lines were clearly 
dominant during such occasions; the latter problem could be rectified only by 
excessive water washing. 

4.9. Discussion of Che results: 

At 88.7° C and 5.41 bar (Fig. 4.13), 3 gas-liquid data and 2 three phase data 
were measured. The three phase equilibria were observed through the search procedure 
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Table 4 . 1 . The experimental data of the NHj-C02'H^) system 

Pressure Temperature Liquid composition Gas composition 
in bar in°C moleX SH3 moleX C02 mole! NH} moleX C02 

. . . . . . . . . "ffi'j" 

5.41 100.0 

5.41 110.0 

10.0 110.0 

10.0 120.0 

20.0 120.0 

10.3 
14.4 
19.25 
42.7 
46.0 

25.8 
27.8 
28.3 

6 . 0 

11.5 
12.5 
14.5 
14.3 
15.6 
16.5 
16.2 
18.0 
18.0 

9 . 8 

12.8 
20.0 
25.5 
27.2 

14.5 
19.0 

21.1 
23.5 
24.0 
24.0 

18.5 
23.2 
26.0 
28.7 
32.0 

6 . 0 

8 . 0 

10.5 
22.5 
21.3 

10.8 
11.2 

9 .7 

4 . 7 

5 .0 

5.2 

5.55 
5 .7 

5 .8 

6 . 0 

6 . 0 

5.9 

4.75 

5 .4 

7 .0 

11.5 
14.7 
16.2 

6 .0 

7 .2 

18.5 
19.0 

8.9 

8 . 0 

9 . 5 

12.0 
13.5 
14.2 
15.7 

7.65 
10.0 
11.5 
58.0 
75.5 

39.0 
53.6 
72.0 

23.2 
24.7 
28.1 
33.5 
35.2 
40.7 
44.5 
47.5 
56.7 
67.7 

6 . 5 

9 .6 

16.2 
22.0 
25.4 

17.2 
27.2 
37.0 
44.6 
50.0 
64.5 

10.5 
13.8 
19.5 
32.3 
27.8 

81.5 
79.5 
78.5 
41.8 
24.2 

50.5 
37.0 
15.2 

55.5 
55.0 
50.5 
46.0 
44.8 
39.2 
34.5 
31.8 
22.7 
12.0 

80.3 
77.7 
71.8 
66.8 
64.2 

65.0 
55.8 
46.0 
38.5 
34.4 
19.5 

81.0 
77.8 
73.2 
70.0 
66.5 
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Pressure Temperature Liquid composition Gas composition 
In bar ln°C moleX Ntfj moleX C02 moleX NH3 moleX C02 

"iöTö" ""iiöió" 

30.0 130.0 

24.0 
26.6 
27.8 
29.0 
30.8 
32.7 
33.2 
34.5 
34.2 

27.8 

32.5 
34.2 
34.3 

11,0 
12.0 
12.5 
12.7 
13.4 
14.0 
14.0 
13.2 
12.8 

13.5 
16.0 
16.5 
16.6 

23.0 
27.5 
31.4 
34.3 

40.6 
46.0 
55.7 
63.4 
72.0 

11.3 
20.0 
25.0 

28.0 

65.7 
61.4 
57.8 
55.0 
48.8 
43.2 
35.0 
26.5 
18.3 

81.7 
79.7 
70.6 
69.0 

mentioned earlier. The gas phase compositions in both cases (one In the (XU-rlch 
region and the other In NHj-rlch region) contained only negligible water concentra­
tions. It was gratifying to note such observations, since these shed light on the 
abstract theoretical arguments raised in the previous chapter about an impossible 
three phase situation with solid ammonium carbamate and a binary gas phase (i.e. 
involving only NH3 and CO2) In equllbrlum with a ternary liquid phase. Further, when 
the dew-point curve on the C^-rlch side was extrapolated to intersect the CO2-NH3 
diagonal to obtain the gas phase composition related to the S-G equilibria of 
ammonium carbamate, the value so obtained clearly matched with the predicted value 
( See appendix A and [17,18,19]). Similarly the gas composition of the binary CO^-HjO 
system matched with the earlier observations of Ulebe and Gaddy [20]. 

At 100°C and 5.41 bar (Fig. 4.14), only 3 gas-llquld data around the tongue In 
the liquid phase area were measured, since Huiler [21] in his recent studies on the 
same system had already covered the non-tongue region. The Interpolated data from his 
measurements and the present data clearly fill the entire region adequately. There 
are no three phase equilibria at these conditions. Once again the well-known special 
feature of the tongue region, where a small change in the liquid phase composition 
begets a much larger change in the gas phase composition, can be observed. Unlike 
Mtiller's data, Pawlikowski data [22] do not fit on the dew-point curve. Clearly there 
appears to be a problem in the vapour phase analysis of Pawlikowski's work. The 
binary data on the ammonia side ( Clifford and Hunter [13) ) and the carbon dioxide 
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side (Uiebe and Gaddy [20]) are also plotted in all the figures showing the present 
experimental data. 

At 110°C and 5.41 bar (Fig. 4.15), 10 data points were measured. Excepting one 
datum, all other data appear to be Internally consistent. Since the tie- line 
concerned did not fit with the regular pattern of the other tie-lines, it was not 
Included in the model development. 

The reason for the dlscrepency of the said datum is suspected to be due to the 
sampling procedure. This particular datum was one of the earliest attempted in all of 
the series. During this initial period, the amount of the dilution water taken in the 
sample ballon was quite low, being only 100 ml., while the amount of the liquid 
sample was comparatively large, being around 30 ml. Accordingly all the free NHj 
might not have been captured through absorption in the ballon. Further the escaped 
NH, might have accumulated in the air space of the ballon. As a result, the final 
analysis of the liquid phase In the ballon would indicate a slightly NH-j-lean compo­
sition. To overcome this problem, the amount of the dilution water In the liquid 
sample ballon was gradually Increased to 300, 500 and finally to around 800 to 900 
ml. Additionally after collecting the sample, the contents were thoroughly mixed and 
transferred straight to a double cocked sampling bottle without exposure to the 
atmosphere. The diluted liquid samples were then taken from this bottle for analysis. 
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Fig. 4 . 1 3 . VLE of Che ternary system HHyC02-Hfi aC 5.&1 bar and 88.7°C. 
Also Che ALC equilibria compositions are marked. 
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Fig. 4 .14. VLE of Che ternary system VHyCOn-RA at 5.il bar and 100.0°C. 
Also the data due to Miller and Pawllkowskl are plotted. 
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Fig. 4 .15 . VLE of the ternary system NHyC02-H20 at 5.41 bar and 110.0°C. 
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During all these modifications of the liquid sampling procedures, the 110°C -
5.41 bar series was continued. The effect of the liquid sampling procedure can also 
be observed in the said series on the two pairs of tie-lines that cross each other. 
This difficulty was also due to the low volume of the dilution water, in these cases 
being around 400 to 500 ml. The data were accepted because the crossings were so 
close and the liquid composition deviation was within the analysis accuracy. Only 
when the dilution water was taken to a high value around 900 ml for all the remaining 
series could the analysis error causing the tie-line crossings be eliminated. 

As the temperature is Increased from 88.7°C to 110°C at a constant pressure of 
5.41 bar, it can be observed that the dew-point curve moves towards the water corner 
and the curve Increasingly becomes a straight line connecting the two binary dew-
points. This behaviour is also coupled to the receding of the all-liquid region. 
Further temperature Increase will lead to very low NH, and CO2 concentrations in the 
liquid phase at a pressure of 5.41 bar. Such data are useful only for low pressure 
applications, like the sour water stripping. Since our aim at present is not related 
to such applications, additional data collection at still higher temperatures and at 
the same pressure was not attempted. 

Shifting to a pressure of 10 bar, the first temperature to be tried was 110°C. 
At these conditions (Fig. 4.16) only 5 data could be collected starting from the C0-,-
H,0 side due to operating problems like the clogging of autoclave feed line and the 
leakage of the liquid sample Isolation valve. Instead of continuing at this tempera­
ture, the temperature was raised to 120°C and a new series was started. The sane 
regular pattern of the tie lines was also observed in the 110°C - 10 bar series. 

At 120°C - 10 bar (Fig. 4.17), only 6 data were collected, since miller's data 
[21] complemented the remaining region. The present data appear to be consistent with 
that of Muller. Both the data put together cover a broad region nicely. Since the dew 
point curve had started becoming straight and the liquid region narrow, the pressure 
was raised once again, this time, to 20 bar at the same temperature of 120°C. 

At 120°C - 20 bar (Fig. 4.18), 5 data were collected. Further measurements was 
not carried out due to suspicion of solid formation. This Inference was given further 
credence by Che calculation of the carbamate S-G equilibria. The dew-point curve 
appears to be rather straight and heading for the NHj - CO2 diagonal, intersecting it 
very close to the solid carbamate composition point. In the same Fig. 4.18, two 
interpolated data points from Muller's work are also also presented. It can be easily 
observed that his gas compositions are too COj-rlch. The source for the discrepancy 
could lie with the experimental approach he chose, as explained in the previous 
chapter 3. 

138 



HO 01 02 03 (K 05 06 0-7 08 09 NH 
* mole fraction • - 3 

Fig . 4 .16 . VIE of the ternary system NHyCOj-Hp at 10.0 bar and 110.0°C. 

HO 0-1 0-2 0-3 H 05 0-6 0-7 0-fl 09 NH 
mole fraction »• 

Fig. 4 .17. VLE of the ternary system NWj-CO -̂W^O at 10.0 bar and 120.0°C. 
The data of Huiler are also plotted. 
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Fig. 4 .18. VLE of the ternary system UHyC02-H^) at 20.0 bar and 120.0°C. 
The data of Huiler are also plotted. 

H O 0-1 02 0-3 Oft 0-5 06 07 0« 09 NH 
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Fig. 4 .19 . VLE of the ternary system HByCOf-BjO at 20.0 bar and 130.0°C. 

140 



Fig. 4.20. VIE of the ternary system NH3-C02-H20 at 30.0 bar and 130.0°C. 
The data of DSM are also plotted. 

Further at the same pressure of 20 bar, the temperature was increased to 130°C 
and a new series of measurements were started. Nine data were taken in the new 
series. As can be seen in Fig. 4.19, the behaviour shown is very regular and exhibits 
no complications. The dew-point curve at 130°C - 30 bar is less curved. 

The last series of measurements were taken at a pressure of 30 bar and at a 
temperature of 130°C. Here only four readings could be taken. The fourth datum was 
plagued with solid formation. Since its reliability could not be checked thoroughly, 
the reading was not Included in subsequent model analysis. In Fig. 4.20, one datum of 
Miiller [21J on the C^-rich side and two data of DSM [16] on the NH3-rlch side are 
also plotted. 

In all the above measurements, the pressure deviations were less than 0.5%. 
Similarly the temperature deviations were less than 0.2°C. The relative precision of 
the liquid phase analyses for each of two components was around 2 to 4 raoleZ and that 
of the gas phase analyses was around 1 to 2 moleX. 

One general observation from the bubble-point behaviour at various temperatures 
and pressures Is the narrowing of the tongue-tip with pressure increase at constant 
temperature and bulging of the same with temperature increase at constant pressure. 
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CHAPTER 5 

THERMODYNAMIC DESCRIPTION OF THE REACTIVE VLE IN THE SYSTEM OF 
NH3-C02-H20 THROUGH AN ION SPECIFIC INTERACTION MODEL. 

5.1. Introduction: 

The last three decades of applied thermodynamics (both classical and statis­
tical) have seen many developments in treating non-Ideal systems of chemical 
engineering Interest. Better equations of state based on hard sphere reference 
systems [1], in-depth analysis about mixing rules [2,3], and local composition models 
like Wilson, NRTL, UNIQUAC, UNIFAC and ASOG to describe liquid phase non-idealities 
are some of the developments that have taken place. 

Unlike the progress in non-electrolyte systems, the progress In electrolyte 
systems, since the early work of Debye and Huckel [4], was slow In coming until a 
breakthrough was achieved by Card and Valleau [5] through molecular dynamics calcula­
tions. Subsequent theoretical developments due to Friedman [6], Rasalah [7], Walsman 
and Lebowltz [8], Stillinger and Lovett [9], and Andersen, Chandler and Weeks [10] 
were exhaustive In describing the primitive electrolyte with equal sized cations and 
anions. The utility of these advances relates not only to the understanding per se of 
the electrolyte solutions but also to suggesting the type of terms to be considered 
in semi-empirical models. 

Recourse to serai-empirical models were rather inevitable, since rigorous theore­
tical models could describe at the most only 2 molal solutions. 

One of the earliest seml-emplrlcal models, the ionic hydration model proposed by 
Stokes and Robinson (and recently Improved [11]), can describe a pure electrolyte 
solution of molality around 20 to 30 with just two constants. Similarly, the models 
proposed by Bromley [12], Helssener [13], Sorensen et al [14], Pytkowlcz [15], Triolo 
et al [16], and Cruz and Renon [17] could describe at ease the pure electrolyte 
solutions over wide concentration ranges. But the models available for multi-
electrolyte systems are few and far between. 

There are five models proposed in the literature with specific reference to 
multi-electrolyte systems. These are: 

1. The Ion specific Interaction model proposed by Pltzer [18). 
2. The virlal coefficient model of Scatchard [19]. 
3. The free energy mixing model of Rellly, Wood and Robinson [20]. 
4. The Kirkwood-Buff model as elaborated by 0'Connell and DeGance [21]. 
5. The local composition model as proposed by Chen et al [22]. 
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Of these five models, the vlrlal coefficient, and the free energy nixing models 
have been applied for common Ion - two electrolyte mixtures. There Is also a reported 
case [23] on the extension of Bromley's model to multi-Ion mixtures. The Kirkwood-
Buff model has a lot of potential for the future, provided additional semiemplrlcal 
features are built Into it. The attractive feature of the local composition model is 
its capability in also describing the non-aqueous electrolyce solutions. But unfortu­
nately it suffers in accuracy in describing aqueous systems of molalitles greater 
than 6 to 10, although there are exceptions. This leaves the Ion specific Interaction 
model as the one presently suitable to handle concentrated multlelectrolyte systems. 

Such a choice was quite natural in view of its earlier proven capabilities in 
describing complex electrolyte systems like artificial sea water [24] and the eight 
component system of Na+-K+-Mg2+-Ca2+-H+-Cl"-S0ft"-OH"-HCO3"-CO3"-C02-H2O [25]. 
Recognising the efficacy of Pitzer's model, Edwards et al [26], Beautier et al [27], 
Maurer [28], Chen et al [29], and Pawllkowski et al[30] and recently Miiller [31] have 
applied similar models to the system NHj-tX^-l^O. 

In this chapter, the ion specific Interaction model Is applied to the system of 
NH3"C02"H2° w l t h suitable modification, important parameters, like the heats of 
dissolution of NH, and CO, and the reaction equilibrium constants for the formation 
of carbamate and urea, are also derived. Further, the optimization procedure used In 
arriving at the model parameters are described. Finally, the model fit is compared 
with the experimental data. 

5.2. DescrlpCion of Che problem: 

Consider the system NHJ-COJ-HJO at chemical and physical equilibria. For this 
system, several reactions are possible giving rise to a number of species. Kawasumi 
[32], Lemkowltz [33] and Gorlovskli [34] considered the system close to urea 
synthesis conditions as containing five species, namely NHj, CO2, H^O, NHjCOONH. and 
NH2C0NH2. Baranski and Fulinski [35] discounted the possibility of analysing 
NH4CCONH2 l n solution and hence their school considered only four species. Durisch 
[36] followed the approach of the Delft school [33] except by inclusion of biuret and 
isocyanic acid. Two notable features in all the above approaches are the limitation 
to only molecular species and the exclusion of the two remaining ammonium salts, 
namely the bicarbonate and carbonate. 

In contrast to the urea synthesis studies, the washing and recovery studies 
(pursued initially by van Krevelen [37] and followed later by Othmer and Frollch 
[38], Edwards et al [26], Beutler and Renon [27], Maurer [28], Pawllkowski et al 
[30], Miiller [31], Ulcar [39] and Kotula [40]) considered the system through ionic 
equilibria. However, none of these authors excepting Wlcar and Kotula included urea 
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formation reaction in these models. The studies of the later two authors were, 
however, related to the quarternary system. 

One may very well ask the question as to which model, the ionic or the non-
ionic, will be most suitable for describing the ternary system NH3-C02-H20 under the 
temperature and pressure conditions of the present study. With the concentrations of 
non-urea species being very high under these conditions as observed through experi­
mental data, the choice Is quite obvious In favour of Ionic species and ionic 
reactions. Additionally the choice is supported through a recent in-situ Raman 
spectroscopie investigation of urea forming solutions by van Eck [41). His study 
establishes the existence of bicarbonate, carbonate and carbamate as being present 
mostly in their Ionic forms even at high concentrations at temperatures around 100°C 
and pressures around 20 to 30 bar. 

In proposing an ionic model we consider 6 reactions and 10 species, namely 4 
molecules (NH3, C02, H20 and NH2C0NH2), 2 cations (NH4

+ and H+) and 4 anions 
(NH2C00~. C03~, HCOj" and OH"), and one electroneutrality constraint. 
Correspondingly, the system has to be ternary with three degrees of freedom in a two 
phase situation. The six reactions considered are the following: 

1. Dissociation of aqueous ammonia. 
NH3 + H20 <—> NH 4

+ + OH" (eq. 5.1) 
2. First dissociation of aqueous carbon dioxide. 

C0 2 + HjO <—> HC03" + H + (eq. 5.2) 
3. Second dissociation of aqueous carbon dioxide. 

HCOj" <—> CO3" + H+ (eq. 5.3) 
4. Dissociation of water. 

H20 <—> H + + OH" (eq. 5.4) 
5. Formation of carbamate ion. 

NH3 + HC0 3" <—> NH2C00~ + H20 (eq. 5.5) 
6. Formation of urea. 

NH2C00" + NH 4
+ <—> NH2CONH2 + H20 (eq. 5.6) 

The above equilibria can be described thermodynamically as follows: 

K l - V u l - T m l ' n c l - » c l n , a 4 - r a 4 " ° <e<»- 5 7 > 
K 2- a w n B2- y >2 - D,c2-*c2-n,a3-Va3 " ° (eq. 5.6) 

K 3 B a 3 * a 3 ~ mc2*c2-Ba2-Va2 " ° (eq. 5.9) 

K4- -w-»c2 -»c2 - B . f t -Va4 - ° ( e « - 5 ' 1 0 > 
K5mml> fml-n,a3-Va3 ~ « v " a l ' * a l " ° ( e q - 5 " U > 
K 6-»c l -yc l - m a l -*a l " " ^ 3 * k 3 • "w " ° (e<>- 5 1 2 ) 
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In the above relations, m ^ , 1-1 to 4, denote the molalltles of molecular 
species NH3, C02, H^O and NH2CONH2 respectively. Similarly mcl. 1-1 and 2, denote the 
molalltles of the cations NH^* and H . The anlon molalltles m ,, 1-1 to 4, pertain 
to NH2COO", CO3-, HC0 3

- and 0H~ respectively. A similar nomenclature is followed In 
respect of the activity coefficients. 

Due to the presence of volatile species, there are In addition phase equilibria 
involving NhS, CO2 and H20 which can be formulated as follows: 

?mi,G<P'T'2> " *»i,L<P'T'y> l ~ lr*.3 <eq- 5.13) 

I.e. ri-tl-P " ■Bl-»Bi-tiliLr"f(P>T> l - l'2'3 <■«*■ 5 1 6 > 
The reference state fugacltles fj^ L r e f for the two volatile species NHj and C0 2 can 
be chosen to be the Henry's constants and that for the solvent water, the fugacity of 
the pure saturated water at the chosen temperature. As usual, all the reference state 
fugacltles have to be corrected for pressure effects in terms of Poynting corrections 
using the molar volume of water and the partial molar volumes of NH, and C0 2 at 
Infinite dilution. 

tii,Lref<P'T> " fml"L-exP<vi'*w-<P-Pw*>/<R-T)) W and 2 <e*- 5 1 5 > 
- Hl(T).exp(v1"w.(p-pw*)/(R.T)) 1-1 and 2 (eq. 5.16) 

fm3,L re f<P-T> " 0'.C<Pw*-T>-exP<vw*-<P-Pw*)AR-T>> (eq- 5.17) 

- P„*-4 ,w* (Pw*'T> e xP<vw*<P-Pw*>/ ( R-T >> ( e 1 - 5 1 8 > 

With the above choice of reference state fugacltles, the activity coefficients 
can be normalized in terms of assymetric convention. This implies that the activity 
coefficients of all the solutes, both ionic and molecular, become unity when the 
concentrations of all the solute species approach zero. As for water, Its activity 
becomes unity when It is pure. That is: 

- L l n „ V m l " l ' - U " „ y c i " 1; «- L i B« ""al - X <e1- 5 1 9 > 
1 1 and Lim 'a„ - 1 (eq. 5.20) 

x„-*-l 
In addition to the 9 relations (eq. 5.7 to 5.12 and eq. 5.14), there are 2 

liquid phase mass balances and an electroneutrality constraint. The necessity of 
considering the mass balances stems from the difficulty of analysing the liquid phase 
species composition and the ease of analysing the component composition. 

^ l - "ml + 2 "to + "cl + mal (e<I- 5 2 1 > 
mC02 - mB2 + m ^ + » a l + m a 2 + m a 3 (eq. 5.22) 

"cl + rac2 - nal + 2 ma2 + ma3 + ma4 <e<l- 5 2 3 > 
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Since this system has three degrees of freedom, one may specify the temperature 
and two liquid phase component concentrations mNHj and mCC^ to determine uniquely the 
pressure and vapour concentrations. The set of 12 equations can be solved if there 
are models describing the gas and liquid phase non-idealities. Further, the problem 
can be made less complex with certain simple assumptions. 

The first assumption is the pressure lnsensltlvity of the reaction equilibrium 
constants and the liquid phase model parameters in the pressure range of 1 to 30 bar. 
This single assumption, valid due to the low volume changes of ionic reactions, 
enables one to split the above system of 12 equations (eq. 5.7 to 5.12, eq. 5.14 and 
eq. 5.21 to 5.23) into two blocks. In other words, given T, mNHj and mC02, one can 
solve separately the set of equations involving the reaction equilibria (eq. 5.7 to 
5.12), the liquid phase mass balances (eq. 5.21 and 5.22) and the electroneutrallty 
(eq. 5.23), thereby determining the Individual species molalltles. With the 
molalitles of free NH-j and free CO., along with their activity coefficients and the 
activity of water thus being known, one can further calculate the gas phase mole 
fractions of NHj, CO2, H2O and the total pressure, utilizing the remaining phase 
equilibria relations (eq. 5.14). 

In order to realize this objective, one has to develop the working equations of 
the liquid and gas phase models. Choosing a gas phase model, namely an equation of 
state, is comparatively easy. The equation of state chosen in this study is due to 
Nakamura et al [42]. In an exploratory investigation (see chapter 6 and appendix B), 
this equation was found to describe very well the gas phase density data of Durlsch 
and van den Berg (43], collected during the study related to urea synthesis 
conditions. Encouraged by this feature, the same equation is employed here to 
calculate the fugacity coefficients. This leaves only the liquid phase to be 
described in the next section. 

5.3. The liquid phase Ion specific Interaction model: 

The earliest proposal on ion specific interaction was raised by Bronsted (44) 
predating even the theoretical treatment of Debye and Huckel [4). According to his 
proposal for the osmotic and activity coefficient expressions of pure electrolytes in 
terms of molality, one has to include a linear dependency term (to highlight the 
short range ion specific interaction) over and above the half power dependency term 
(representing the long range influences), as given below. 

1 ■ <p -Km** p.m (eq. 5.24) 

Further Bronsted postulated that the ion specific interaction occurs only 
between ions of unlike charges, and that the interaction between like charges is only 
through long range forces (i.e. through the parameter). Later Guggenheim [45] 
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proposed a modified function for the long range term based on the Debye-Huckel 
contribution, while keeping the lon-speclflc term advocated by Bronsted unchanged. 
Guggenheim's equations are applicable for 1-1, 1-2 and 2-1 electrolytes up to an 
Ionic strength molallty of around 0.1. On further analysis of the Guggenheim 
expression with the osmotic coefficient data of simple electrolytes, Pltzer (18] 
established a few basic points. These points are: 

1. The parameter A is dependent on the ionic strength at low concentrations. 
2. A slmlar parameter for the like Ion Interactions cannot be neglected. 
3. The ternary terms may be necessary for very high concentrations. 

These observations, which were further supported by the molecular dynamics and 
Integral equation approaches, led Pltzer to suggest a comprehensive vlrlal form of 
the Glbb's free energy of the multlelectrolye solutions as given below. 

G^/CrvR.T) - f(I) + S Z ^ j ^ n . m j . m . + 2- / i
1 J k.m I .mj .m^ (eq. 5.25) 

In the above equation, the function f(I) Is specific to the solvent but common 
to all the solutes, accounting for the long range Interactions between them. Further 
the term reduces to the Debye-Huckel limiting law, when the Ionic strength tends to 
zero. The parameters \ , . are the second vlrlal coefficients, while the M - M K are the 
third vlrlal coefficients describing the solvent moderated short range interactions 
which depend on temperature. It is assumed that the > and U. matrices are symmetrical, 
Further in view of simplicity, c h cM-nk t e r a s a r e considered to be independent of 
ionic strength. 

A major weakness of the model posed above (Just like many other electrolyte 
models) is the fact that the solvent affects the excess Glbbs energy only through the 
dielectric constant. In other words the model presumes the solvent water to be a 
structureless physical continuum. 

In order to express the virial equation in terms of experimentally convenient 
parameters, one may define the following: 

Bc*a<D - ^ c a ^ +,/ca + ( V < 2 V > * ( X c c + I ^ c > + ( V < 2 » c > ) * ^ a a + I > C a ) <•«»• 5- 2 6> 
Cct, " <Vd» c»«)*)*(»d»c c a

 + J > a r W a > <•"»• 5-"> 
©cc' - \ s c ' W " (zc./<2zc))\.c(I) - < V 2 z c ' » X c ' c ' ( I ) (e<*- 5- 2 8> 

fee'. " Sp-cc'a " << 3V>/ zcVcca " « * V / 8 C >fVc'a <•<!• 5 2 9 > 

where \ , i stands for the derivative ( d A j , / d n u ) . 

The parameters B and Ö are meant for the binary interactions between ions, while 
the C and ill account for the ternary effects. Moreover, their definitions imply that B 
and C are characteristic of a single electrolyte system, while © and Ul are descrip­
tive of mixed electrolyte systems. 
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Now In view of the thermodynamlc expressions, 

(^- 1 ) £ «j - -a(G e xA.T)/an„ (eq. 5.30) 

In jTt - (l/i^J.aCG^/R.^/amj (eq. 5.31) 

the following formulae for the osmotic and activity coefficients can be derived: 

C + d/2) £ Ï. W (|?c- + | -a tcc 'a) 

+ (1/2) £ i : ' V V ( ? t a ' + Imc aa'c> <«1- 5-"> 

a s ' c 
In «„ - In ^ - (($-l)j:«"i)*u.018015 (eq. 5.33) 

*. 
lny„ - z„2F ♦ X»a(2BH8+zCMa) ♦ I»c(2?Mc+Emal'Hca 

+ d/2) Zrn>am8tMaa- + I Z HI £ E " c » a c c a <•«!• 5 - 3 * > 
a a' eft 

In r x - zX
2p + f »c<2BcX+zCcX> + Z °a<2?Xa+£ "cfcXa 

+ d/2) r iVc - f cc 'X + | * x | 1 EV>aCca ( e " ' 5 3 5 > 
cc ' oft 

where H and X stand for a specific cation and anlon, respectively. 
The functional form of f(I) as the one given below was reached by Pitzer through 

empirical arguments. 

f(I) - 4A.(I/1.2)*ln (1+1.2I1/2) (eq. 5.36) 

With this form of f(I), the function F works out to be as follows: 

F - - A^l^d+l^l"^ + (2/1.2)*ln(l+1.2I% + £ J V ^ c . 
+ (1/2) £ Z w e ' c c ' + d/2) I 5»a»a'S««' * t«q. 5.37) 

Further, the Debye-Huckel parameter value used in the present study was obtained 
through the regression expression derived by Chen et al. 
A.(I) --1.306568 + 0.01328238*T - 0.3550803*10"4*T2 + 0.3381968*10"7*T3 (eq. 5.38) 

Pitzer proposed the following relation for the dependence of B* on the ionic 
strength through semi-empirical arguments. 

Bca " P°ca + p1
e,*«p<-2n (eq. 5.39) 

Subsequently the related forms for the free energy and activity coefficient 
expressions can be derived as given below. 

Bca -/J°ca *filca*&M (•«• 5.40) 

t(x) - 2*(l-(l+x)exp(-x))/x2 (eq. 5.42) 
g'(x) - -2*(l-(l+x+(l/2)*x2)exp(-x))/x2 (eq. 5.43) 
with x - 2*1 (eq. 5.44) 
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It is to be noted that equations 5.40, 5.41 and 5.42 hold only for 1-1 and 1-2 
electrolytes. For higher valence types like 2-2, there Is a tendency towards pairing 
and additional terns must be added. 

Definitions of a few more terms used In the above equations are as follows: 

Cca " C c V < 2 ' W * > <•«>• 5-"> 
z - £ mi I Zjl - 2 £ m c z c (eq. 5.46) 

etj _eij + ^ij*1' + I*Eeij(D (eq- 5.47) 

§ i j _ e i j + ^ i j W <e(>- 5"48> 

-1J " E 0 i J ( I ) < e q ' 5 4 9 ) 

The terms flj, and fi,, in the above expressions are zero for 1-1 electrolytes 
and are negligible for 1-2 electrolytes. 

In order to extend (eq. 5.25) for molecular solutes, one can write: 

Gex _ (G e x ) l o n g + (GeX)ion-molecule * (^molecule-molecule <e1- 5 5 0 > 

On this basis, (eq.5.25) can be modified as: 

G«*/<V« - (0'x/nwRT)ion. * J p W l + ££*■»•»■»■■ 

+ £ ZlZ,Hw*-a-Wm-am- <•«!• 5 5 1 > 

where m,m',m" stand for molecules and 1 for ions. 

In the above expression, no terms describing molecule-molecule-ion interaction 
or ion-ion-molecule interaction are Included. It Is also assumed that the "X nj and 

\ , are very weak functions of concentration, and hence they can be considered to be 
dependent only on temperature. 

If (eq. 5.51) is differentiated, the following modifications are made to 
equations 5.32, 5.34 and 5.35: 

( t - D J - j . - <(*-l>?»i>ions + ^ P - c - c » » + 2 £ p o a n a " m 

2 £ £ £ / W . " ' V W (e<>- 5-52> 
TW in fn 

In yH - dnTM) l o n s ♦ 2 £ \ m ^ (eq. 5.53) 
tn 

l n » x - d n r x ) l o n s ♦ 2 E \Mmx (eq. 5.54) 
ni 

Additionally a new expression for the activity coefficient of molecular solutes 

is Introduced. 

l n t k - l/(nvRT)*3(Gex)/Bmk 

~ 2 £ \ : k " c + 2 ?*ak»a ♦ 2 I a^m,, ♦ s r tMta ,» . "»» , . (eq- 5.55) 
c a m w»itf 
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Although the above set of equations describing the liquid phase non-Idealities 
together with expressions for temperature dependent quantities (to be described 
shortly) may look formidable, they are conceptually simple and can be implemented 
efficiently in a subroutine using iterative loops. 

At the same time, however, a judicious choice of the right type and number of 
parameters based on sensitivity is very crucial In the implementation of such vlrlal 
coefficient models. Afterall, there are both weaknesses and strengths attributed to 
vlrlal coefficient models on this account, Muller (31] concludes that the modified 
Pltzer model along with the parameters suggested by Haurer [28) describe the system 
reasonably well up to 100 C. For higher temperatures, he mentions that the parameters 
derived by Haurer [28], Edwards et al [26] and Pawllkowskl et al [30] are unsuitable. 
In fact, a detailed analysis reveals the inconsistency of the corresponding para­
meters from author to author not only in terms of absolute values but sometimes even 
in the sign and order of magnitude. Also such parameter values do not fit with the 
pattern proposed by Pltzer [18] In describing the analogous alkali electrolytes. 
Since this pattern relates to the structure making/ breaking capabilities of the 
ionic species in water, one finds the inconsistency hard to comprehend. Because of 
this uncertainty and since the measurements of this study are in the concentrated 
range involving free NHj, NH^ and NHjCOO", it Is proposed to find out the optimum 
parameters anew for the liquid phase model, through an optimization procedure. 

5.4. The temperature dependent quantities: 

To solve the set of 12 equations ( 5.7 to 5.12, 5.14 and 5.21 to 5.23) one needs 
two kinds of temperature dependent quantities, namely the reference fugacitles and 
the equilibrium constants. 

The reference fugacitles require the partial molar volumes of NH-. and COo at 
infinite dilution (estimated by the procedure of Brelvl and 0'Connell [46]), the 
vapour pressure and specific volume of water, and the Henry constants. 

Firstly, the data on specific volume of water In ml/gm available from the 
standard sources [47] are subjected to a regression analysis to yield the following 
quadratic expression. 

v u - 3.698585*10"9*T2 - 1.9475*10"6*T + 1.2551797*10'3 In ml/gm (eq. 5.56) 

Likewise, the vapour pressure of water In the temperature range chosen (25-
150°C) Is expressed In Pascals through a Antolne-type equation shown below, using the 
data available In standard tables [47]. 

Log10 (Pu/(1.01325*105)) - (5.110545-1687.058/(229.695+(T-273.15)) (eq. 5.57) 
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Table 5.1.The Henry constant for the system HByHM 

c 
°c 

100.00 
140.00 
200.00 

10.00 
21.11 
32.22 
43.33 
54.44 
60.00 
71.11 
82.22 
93.33 

104.44 
110.00 

97.00 
100.00 
127.00 

80.00 
90.00 

100.00 
110.00 
120.00 

0.00 
10.00 
19.90 
30.09 
40.00 

50.00 
60.00 
70.00 
80.00 

" l . exp 
bar.mol/mol. 

12.84 

33.33 
93.86 

0.38 

0.69 
1.17 
1.90 
2.99 
3.67 
5.39 
7.68 

10.64 
14.24 
16.37 

12.30 
12.90 
26.16 

7.05 
9.95 

13.50 
17.84 
22.74 

0.23 
0.40 
0.68 
1.10 
1.76 

2.36 
3.52 
5.10 
7.12 

" l . c a l c (eq-5.66) 
bar.mol/mol 

13.12 
34.93 
98.82 

0.40 
0.70 
1.17 
1.89 
2.94 
3.62 
5.37 
7.73 

10.84 
14.83 
17.20 

12.06 
13.12 
26.16 

7.21 
9.83 

13.12 
17.20 
22.14 

0.23 
0.40 
0.66 
1.06 
1.64 

2.48 
3.62 
5.17 
7.21 

Deviation 

X 

-2.22 
-4 .81 
-5.28 

-4.80 
-1.19 
-0.15 
0.51 
1.63 
1.26 
0.34 

-0.71 
-1.92 
-4.16 
-5.07 

1.97 
-1.74 

0.00 

-2.23 
1.25 
2.78 
3.59 
2.64 

-0.24 
0.44 
3.20 
3.23 
6.57 

-4.87 
-2.94 
-1.40 
-1.22 

Reference 

Muller [31] 

Wilson [49) 

Clifford and 
Hunter [50] 

Molller [51] 

Perman [52] 

Pier re [53] 
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t 
°c 
90.00 
100.00 
110.00 
120.00 
130.00 
140.00 
150.00 
160.00 
170.00 
180.00 
190.00 
200.00 

Hl,exp 
bar.mol/mol. 

9.74 
13.21 
17.40 
22.61 
28.61 
35.68 
43.36 
52.40 
62.62 
73.97 
86.78 

100.85 

«l.calc («q-5.66) 
bar.mol/iol 

9.83 
13.12 
17.20 
22.14 
28.03 
34.93 
42.90 
51.96 
62.12 
73.35 
85.61 
98.82 

Deviation 
X 

-0.88 
0.65 
1.15 
2.08 
2.03 
2.09 
1.06 
0.84 
0.81 
0.84 
1.35 
2.02 

Reference 

Pierre [53) 

5.4.1. The Henry constants: 

The Henry constant for NH3 used in the present study was correlated by Edwards 
et al and that for C02 by Chen et al [29]. These constants are expressed below in 
Pa.kg of water/mole. 

Hx - exp(-157.552/T+28.1001*ln T-0.049227*T-149.006)*1.01325*105. (eq. 5.58) 

H 2 - exp(-8477.711/T-21.95743*ln T+0.005780748*T+155.1699)*1.01325*105 (eq. 5.59) 

Although these expressions perform well in describing the said constants, they 
fail rather poorly when pressed into use (!) for deriving the heat of solution of NHj 
and CO, In an infinite amount of solvent water. Such heats of solution are needed In 
calculating the reaction equilibrium constants K5 and Kg. Hence, deriving new expres­
sions for the Henry constants compatible with the earlier experimental heats of 
solution became necessary; this was achieved through a fresh analysis of the binary 
literature data. 

5.4.2. Derivation of the heats of solution of NH3 and C02'. 

Clarke and Glew [48) gave the following Taylor development of an equilibrium 
constant with thermodynamlcally meaningful regression coefficients. 

R*ln 1C - - (AG°/Ö) +AH°*T 1 + AC p°*T 2 + (dACp°/dT)*T3 + (d2ACp°/dT2)*T4 

+ (d3^Cp°/dT3)*T5 (eq. 5.60) 
where, 
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- Che reference temperature, (here It Is 298.15 K) 
T x - (.(1/9) ■ d/T)) (eq. 5.61) 
T2 - U9/T) - 1 + ln(T/e)) (eq. 5.62) 
T 3 - ((T/8) - (8/T) - 2*ln(T/9))*(8/2) (eq. 5.63) 
T 4 " ((T/8)2 - 6*(T/8) + 3 + 2*(8/T) + 6*ln(T/B))*(B2/12) (eq. 5.64) 
T 5 - ((T/8)3 - 6*(T/8)2 + 18*(T/8) -10 -3*(e/T) -l2*ln(T/e))*(83/72) (eq. 5.65) 

Choosing the above expression for the Henry constant of NHj In bar.mole/mole, 
thlrtythree sets of data of the system NHj-H20 (given here In Table 5.1 and compiled 
by Muller [31]), are correlated as given below. 

R*ln Hj 0.344211679 + 8329.97039*^ - 4.424735*T2 - 0.091914*Tj (eq. 5.66) 

The multiple correlation coefficient and the estimated standard error are 0.9999 
and 0.0547, respectively, with Fischer's variance around 46407. Further Inclusion of 
the T^ and Tc variables proved to be statistically insignificant. 

Similarly the Henry constant data (43 in number expressed In bar.mole/mole) for 
the binary COj-^O system, compiled by Muller [31] and Weiss [54] and given In Table 
5.2, are utilized to get the following regression expression. 

R*ln H2 - 14.7140625 + 4741.96659*^ - 44.07944*T2 + 0.127051*T3 (eq. 5.67) 

The multiple correlation coefficient and the estimated standard error are 0.9997 
and 0.0342 respectively, with Fischer's variance around 30436. Once again. Inclusion 
of the T^ and Tj proved to be statistically Insignificant. 

To get the heat of solution we use the following thermodynamlc expression valid 
at the saturation conditions, as given by Redlich et al [55]. 

-(üH1°/(R*T2)) - CBUUHj/barVBT) - ( (V 1 / (R*T))*Cöp/B T)^ (eq. 5.68) 

The second term on the right hand side Is usually negligible and hence by 
2 differentiating the Henry's constant expression and multiplying by -R*T , one can 

arrive at the heat of solution of volatile gases. 

Accordingly for NHj and COj, the following expressions are obttained. 

A H 1 sol " 8329.97039 - 4.424735*(T-8) - 0.045957*(T-8)2 in cal/mole (eq. 5.69) 
A.H2 s o l - 4741.96659 - 44.07944*(T-8) + 0.0635255*(T-6)2 in cal/mole (eq. 5.70) 

These two expressions are plotted In Fig. 5.1 and 5.2. In Fig. 5.1, the values 
of van der Zee [66], Uorswick et al [67], Landolt-Sornstein [68] and Uagman et 
al(NBS) [69], and a recalculated value of van der Zee by the present author are also 
marked. It can be seen that there is a spread of about 200 cal. among the experimen­
tally observed heat of solution of NH3 at 2S°C. The high temperature values could 
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Table 5.2. The Henry constant for the system CC>2~Htf) 

t 

°c 
100.0 
120.0 
140.0 
160.0 
200.0 

200.0 
110.0 
150.0 

15.0 

50.0 
100.0 

10.0 

12.43 

10.0 
18.0 

11.5 
20.0 
30.0 
40.0 
60.0 
69.0 

31.04 
35.0 
40.0 
50.0 
75.0 

100.0 

H2,exp 
b a r . n o l / n o l . 

5129 
5744 

5905 
5775 
5498 

5839 
5364 
5969 

1275 

2731 
4957 

1027 

1108 

1042 
1329 

1110 
1429 
1874 
2389 
3408 
3712 

1889 
2051 
2382 
2863 
4091 
5226 

»2 ,ca lc («q-5.67) 
bar.mol/nol 

5065 
5598 
5890 
5968 
5662 

5662 
5362 
5953 

1229 

2852 
5065 

1044 

1132 

1044 

1348 

1098 
1430 
1871 
2351 
3355 
3795 

1919 
2107 
2351 
2352 
4075 
5065 

Deviation 
X 

1.25 
2.53 
0.25 

-3.34 
-2.98 

3.03 
0.03 
0.26 

3.58 

-4.43 
-2.18 

-1.64 

-2.17 

-0.18 
-1.43 

1.09 
-0.76 
0.17 
1.60 
1.55 

-2.23 

-1.60 
-2.73 
1.31 
0.38 
0.39 
3.08 

Reference 

Muller [31) 

Takenouchl and 
Kennedy [56] 

Haehnel (57) 

Zelvenskli (58) 

Stewart and 
Munjal [59] 

Wroblewskll 
[60] 

Morgan and 

Maass [61] 

Novak e t a l 

[62] 

Wlebe and 
Gaddy [63] 
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t 
°c 
101.0 

H2,exp 
bar.nol/mol. 

4928 

H2.c.lc <«q-5.67) 
bar,mol/mol 

5097 

Deviation 
X 

-3.44 

Reference 

Prutton and 
Savage [64] 

100.0 5042 5065 -0.45 Zawisza and 
125.0 5827 5693 2.29 Malesinska [65] 
150.0 5906 5953 -0.80 
175.0 5985 5912 1.22 

0.0 
1.0 
2.0 
3.0 
4.0 
5.0 
6.0 
8.0 

10.0 
12.0 
14.0 
16.0 
18.0 
20.0 
22.0 
24.0 
26.0 
28.0 
30.0 
32.0 
34.0 
36.0 
38.0 
40.0 

725 
726 
784 
815 
846 
878 
911 
978 
1048 
1121 
1196 
1274 
1354 
1436 
1521 
1607 
1696 
1786 
1878 
1971 
2066 
2161 
2257 
2354 

723 
752 
781 
812 
843 
875 
907 
974 
1044 
1116 
1191 
1268 
1348 
1430 
1514 
1601 
1689 
1779 
1871 
1964 
2059 
2155 
2253 
2351 

0.33 
-3.53 
0.34 
0.39 
0.37 
0.37 
0.42 
0.39 
0.39 
0.43 
0.42 
0.44 
0.44 
0.41 
0.44 
0.40 
0.42 
0.39 
0.38 
0.34 
0.34 
0.27 
0.20 
0.13 

not be checked for want of data. Based on the spread, it appears that further work on 
calorimetric determination of heats of solution is necessary. Unlike the situation 
with NHj, the regression line for CO2 Is an excellent fit of the experimental heat of 
solution values (by Harned aand Davis [70], Ellis and Golding [71] and Ellis [72]) 
over a wide temperature range. 
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Fig. 5 .2 . The heat of solution of carbon dioxide. 
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5.4.3. The reaction equilibrium constants: 

Of the six reaction equilibria, four have been studied before leading to 
reliable equilibrium constant expressions. The equilibrium constant expression for 
the dissociation of aqueous ammonia, adopted from Read [73], is given below. 

In KL - 2814.03 - 70047.7/T - 512.21*in T + 1.262*T -5.39132*10"4*T2 (eq. 5.71) 

For the first and second dissociation of aqueous CO2, the expressions given by 
Patterson et al [74] and Larson et al [75] are adopted respectively. 
log1Q K 2 --522.461 + 29688.2A ♦ 81.8401*ln T - 0.0896488*T - 2 .04679*106/T2 

(eq. 5.72) 
In K3 - 183.53129 - 10732.827/T - 30.0681532*ln T (eq. 5.73) 

For the lonlzatlon of water, the following expression given by Sweeton et al 
[76] is found adequate for the required purpose. 
log1Q K4 - -670.857 + 34691.6/T + 105.151*ln T - 0.1075733*T - 2.35812*106*T2 

(eq. 5.74) 
5.4.3.1. The equilibrium constant for the formation of carbamate: 

One of the earliest determinations of the equilibrium constant at Infinite 
dilution conditions for the formation of carbamate from bicarbonate was due to 
Faurholt [77]. He gave a value of 2.29 at 18°C and 3.33 at 0°C. Later Christensen et 
al [78] determined the same equilibrium constant at an Ionic strength of 0.5 and gave 
four values, namely 2.13 - 25°C. 1.94 - 35°C. 1.52 - 50°C and 1.2 - 70°C. 
Additionally, Marion and Dutt [79] in a study on the ion association of the present 
system calculated a value of 2.4 for this reaction at 20°C. Further very recently, by 
following the progress of the carbamate formation through isotopes in the system of 
NH3-CO2-H2O, Usdowskll [80] et al determined a value of 1.87 at 18°C. All these above 
values together with the value of 3.4 at 20°C given earlier by van Krevelen [37], 
four values given by Frohllch [38] and 6 values obtained from the work of Szarawara 
[81] are plotted in Fig. 5.3. It can be observed that the data due to van Krevelen 
[37], Frohllch [38] and Szarawara [81] are widely off the remaining points, which 
fall in a smooth curve. To proceed further to high temperature, one has to resort to 
theoretical extrapolations. This is also necessary due to the fact that the values of 
Christensen et al [78] at 50 and 70°C may be only qualitatively acceptable due to the 
ionic strength of 0.5 maintained during his measurements. This condition, however, 
may not have serious effects at lower temperatures. 

Also Edwards et al gave two equilibrium constant expressions for the formation 
of carbamate, the first one [26a] with a standard heat of reaction of -3970 cal/oole 
and the second [26b] with -5763 cal/mole. In a follow-up study from the same school, 
Pawllkowski et al [30] gave the following expression. 
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Fig. 5 . 3 . The values of Che equilibrium constant for the formation of 
carbamate from bicarbonate, as presented by various researchers.. 

In K5 - 100 - 16128.57/T - 0.15152*T (eq. 5.75) 
The above equil ibrium constant expression, a lso p lo t t ed in Fig. 5 .3 , gives 

values very d i f fe ren t from the experimental ones. Moreover a t t r i b u t i n g an endothermic 
heat of r eac t ion a t temperatures below 53°C (5285 cal/mole a t 25 0) i s c e r t a i n l y not 
compatible with the observation of Christensen e t a l [78] . 

Since Kj Is a very important quant i ty for the present study and since no 
r e l i a b l e expressions are ava i l ab l e , I t became e s s e n t i a l to determine Kj or a t l e a s t 
the equi l ibr ium constant Kg of the following re la ted reac t ion . 

C02(aq) + 2NH3(aq) <—> NH4
+(aq) + NH2C0O"(aq) (eq . 5.76) 

Fortunately the data due to Faurholt [77], Christensen et al [78], Marlon and 
Dutt [79] and Ustowskl et al [80) can be of help in arriving at the value of Kg at 
25°C. Furthermore, to estimate Kg at various temperatures, one needs to know the heat 
of the above reaction (eq. 5.76) at these temperatures. This in turn necessitates a 
knowledge of the heat of dissolution of carbamate in an infinitely large amount of 
water at standard conditions and the molar heat capacity of solid ammonium carbamate 
at various temperatures. 

Experimental determinations of the heats of formation and solution of carbamate 
by the earlier authors are very few. Gmelin [82] presented an approximate value of 
3.8 Kcal/mole for the dissolution of ammonium carbamate in water. In an effort to 
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find the standard heat of formation of alkali carbamates, Claude [83] and Bernard-
Borrel [84] determined the heat of dissolution and hydrolysis of such carbamates. 
Unfortunately, it appears on detailed analysis that their values are inconclusive due 
to the consideration of two or three side reactions. Through a rapid thermal method. 
Plnsent et al [85] determined the heat of reaction (eq. 5.76) at five different 
temperatures as given below: 

Temperature in °C 0 10 20 30 40 
Observed AH c a r b in cal/mole -9000 -11100 -12700 -14300 -15600 

The procedure used here to arrive at the heat of solution at standard conditions 
is simple. Knowing the heats of solution of NH-j and CO, (4H, and & H,), the heat of 
carbamate formation through the reaction (eq. 5.76) (which is 13500 cal/mole based on 
the above data) and the heat of carbamate formation through the following reaction, 
one can arrive at the heat of solution of carbamate by Hess's law. 

2NH3(g) + C02(g) <—> NH4C00NH2(s); A H c a r b S (eq. 5.77) 

The heat of formation of solid carbamate from gaseous NH-j and CO2 is given by 
the following expression (see appendix A ) . 

A H c a r b 8 - - 13871.4781 + 199.473361*T - 0.3O318*T2 in cal/mole (eq. 5.78) 

To calculate further the heat of solution of carbamate, one can use the relation 
at 25° C to obtain a value of 2000 cal/mole. 

^"carb.sol -^"carb.aq " <6Hcarb.s - 2*4H, -AH 2) cal/mole (eq. 5.79) 
A Hcarb sol " " 1 3 5 0° " ( " 3 7 0 6 2 + 2*8370 + 4 7 i 2> " 2 0 0° cal/mole 

Now consider the following cycle: 
AHcarb.sol,t 

NH4C0ONH2(s) + amount of H20(1) at t°C > _ Nn6C00NH2(aq) at t°C 
} A H T | A H n | A H I I T 

NH4C00NH2(s) + amount of H20(1) at 25°C ^_ NH4C00NH2(aq) at 25°C 
AHcarb,sol,25°C 

If one makes a reasonable assumption that A H J J is equal to^Hjjj, then by adding 
AHj to A H c a r b aol 2 5» c one can arrive at A H c a r b so^ t. A.HT Is due to the 
contribution of the sensible heat of cooling 1 mole of carbamate from t°C to 25°C. 
The molar heat capacities of solid ammonium carbamate given in the literature are 
therefore processed to get the following regression expression. 

C carb s.exp " 2-4333097 ♦ 0.10539861*T - 2.8658265*10"5*T2 (eq. 5.80) 

Accordingly the A H c a r b , t in cal/mole at various temperature works out to be: 
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t In °C 25 50 75 100 110 120 130 140 

A Hcarb sol t 2 0 0° 5 1° ' 1 0 7 8 ' 2 7 6° " 3 4 5 8 " 4 l 7 1 " 4 8 9 8 " 5 6 4 0 

Now with Che help of (eq.5.79), one can calculate 6 H ^ ^ . The values so 
obtained are the following: 

t in °C 25 50 75 100 110 120 130 140 

A H A „ k „„ -13500 -16964 -19727 -21867 -22547 -23127 -23608 -23987 •* carb, aq 

When the above data on the heats of reaction are coupled with the value of Kg at 
18°C as given by Usdowskll et al [80), namely 2197.8, one arrives at the following 
expression utilizing Che T,, To, Tj and T^ variables: 

R*ln Kg - 14.2914 - 13475.7*TX - 157.13*Tj - 1.3499*T3 -0.0055258*T4 (eq. 5.81) 

Based on Pinsent etal[8S| 

V— Christensenetal|7fl| 

40 80 . 120 
temperature in C — 

Fig. 5.4. The equilibrium constant kg for the formation of carbamate. 

The above expression and Che experimental decerminaclons of Kj recalculated in 
terms of Kg are ploCCed in Fig.5.4. It can be observed chat Che general trend of Che 
esdmaCed values follows Che determinations due Co ChrisCensen et al [78J. Such a 
behaviour Is quite gracifylng since only one dacura o nAH c a r| } due co PlnsenC et al 
[85], and the equilibrium constant value of Usdowskl et al at 18°C [80] are employed 
in our estimation. As for Kj, it can be derived from Kg chrough the relation: 

K5 - KE*K4/K!/K2 (eq. 5.82) 
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5.4.3.2. The equilibrium constant for Che formation of urea: 

Unlike the equilibrium constant for carbamate formation, the equilibrium 
constant for urea formation at infinite dilution under standard conditions has not 
been experimentally determined till now. Such a lack of information is quite 
unexpected for a reaction which has been studied for so long In the literature. 
However, at concentrated conditions, there are nomograms and formulae given by 
Frejaques [86], Mavrovic [87], and Lemkowltz [33], One can also arrive at a concen­
tration dependent empirical constants through the analysis of the data due to Inoue 
et al [88] and Gorlovskii et al [89]. As these constants are not applicable for the 
Infinite dilution conditions, one has to resort to free energies of formation at 
Infinite dilution to derive the values. 

Here the procedure is slightly different from the estimation of the equilibrium 
constant for carbamate formation. First the equilibrium constant and the heat of 
reaction of the following reaction at standard conditions are estimated 

2 NH3(aq) + C02(aq) - NH2CONH2(aq) + H20(1) (eq. 5.83) 

Later, the molar heat capacities of the reactants and products at temperatures 
around 25°C, say from 2° to 60°C, are estimated, followed by the calculation of the 
molar heat capacity change of the above reaction. Fitting the set of values thus 
obtained through a regression for Ac and assuming Its validity over the extended 
range of 25° to 140°C, one can couple the same with the values of the heat of 
reaction and the equilibrium constant to get the final expression. 

The equilibrium constant of the above reaction (eq. 5.83) Ky at standard 
conditions is calculated to be 2.01, utilizing the free energies of formation from 
elements of aqueous C0 2 (92.257 kcal/mole [69]), aqueous NH3 (6.37 kcal /mole [90]), 
aqueous urea (48.72 kcal/mole [69]) and liquid water (48.72 kcal /mole [90]). 
Similarly, one can calculate the heat of the above reaction at 25°C to be 6732.1 
cal/mole by utilizing the heats of formation of gaseous C02 (94.0511 kcal/mole [69]), 
gaseous NH3 (10.9799 kcal/mole [90]), solid urea (79.634 kcal/mole [69]) and liquid 
water (68.315 kcal/mole [90]), together with the heats of solution at infinite 
dilution of C0 2 (4.720 kcal/mole [66]), NH3 (8.403 kcal/mole [66a)) and urea. 

The heat of solution of urea at 25°C has been determined by Egan et al (3656 
cal/mole) [91] and Subramanlan et al (3734 cal/mole) [92]. Additionally one can 
calculate the heat of solution value of 3680 cal/mole from the US NBS data collection 
[69] on the heat of formation of the crystal and aqueous urea from elements. This US 
NBS value is adopted in this study. 

Now for the partial molar heat capacities of NH-j and C02, one may differentiate 
Henry constant expressions twice to get the changes In molar heat capacities on 
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dissolution, and add them to the Ideal molar heat capacities of the gases to arrive 
at the partial molar heat capacities. This procedure works only when Henry constants 
have been measured accurately at close Intervals and the derived heats of solution 
match at least a few experimental values in the chosen range. This is clearly the 
case for CO2 (Fig. 5.2). Hence differentiating the heat of solution expression (eq. 
5.70) does not pose much of a problem. 

A similar procedure cannot be adopted for NH3, since various Henry constant 
expressions derived in the literature including the present one do not estimate the 
heats of solution satifactorlly in a wide range. The present expression (eq. 5.69) 
does it better around 25°, but not beyond 60°C. Hence, even though it was adopted 
earlier for the derivation of carbamate formation constant (which was adequate as 
seen in Fig. 5.4), the same procedure is not followed here in the derivation of urea 
formation constant. Instead, the partial molar heat capacities of ammonia reported in 
the literature [68a] for the temperature range of 2 to 60°C are processed to get the 
following Clarke-Glew type expression with a correlation coefficient of 0.9999, an 
estimated standard error of 0.0179, and a Fischer's variance of 22988. 

C m - 36.3549462 + 0.088798*(T-298.15) - 3.023*10"3*(T-298.15)2 
+ 4.0*10"5*(T-298.15)3 In cal/mole/K (eq. 5.84) 

As for urea, the molar heat capacities reported by Gucker and Ayers [93], and 
Phillips and Desnoyers [94J in the range of 2° to 40°C are processed to yield the 
following expression having a correlation coefficient of 0.9999 with a standard 
estimated error of 0.03 and a Fischer's variance around 52600. 

C - 20.8414264 + 0.224151*(T-298.15) - 5.7*10"3*(T-298.15)2 
+ 2.02*10"4*(T-298.15)3 In cal/mole/K (eq. 5.85) 

Further one can couple the molar heat capacltity of liquid water, available from 
standard sources, to arrive at the AC of the above reaction (eq. 5.83). These A C 
values thus obtained can then be combined with the previously determined values of 
the heat of reaction and the equilibrium constant at standard condition to arrive at 
the following expression for K^. 
Rlnd^/2.007) --6732.1*T1 - 86.798*Tj ♦ 0.173412*T3 + 0.000699674*T4 (eq. 5.86) 

Values calculated from the above expression for a few temperatures are plotted 
In Fig. 5.5. As for calculating Kg, one has to divide IC by Kg. 

One final remark about the expressions Kg and Kg concerns their reliability. 
These expressions have been derived on a number of assumptions. A major weak point is 
on the heats of solution and the partial molar heat capacititles of ammonia. 
Hopefully future studies will come out with reliable heats of solution values over 
the whole temperature range up to about 150°C and these values will In turn lead to 
more reliable Kj and Kg expressions. 
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Fig. 5.5. The equilibrium conscanC K for the formation of urea. 

5.5. The model implementation: 

As said in the section 5.2, for a given T, mNHj and mC02. the equation block 
involving the reaction equilibria (eq. 5.7 to 5.12), the liquid phase mass balances 
(eq. 5.21 and eq. 5.22) and the electroneutrality (eq. 5.23) can be solved sepa­
rately. Later, the phase equilibria proper is solved for the gas mole fractions y, 
and y, together with the total pressure. For this purpose, a Fortran program VANGELIS 
(95,96] was written using the ion specific interaction model and the Nakamura equa­
tion of state. This section describes the salient features of the program. 

5.5.1. The guidelines for selecting the model parameters: 

Since the ion specific interaction model contains a large number of parameters, 
parsimony in their number is to achieved through the use of previous work, theortical 
plausiblity, heuristic judgement and the need to make the model simple. In the 
present study, the Gordian knot was cut by the following guidelines [95,96] based on 
the typical interactions explained in Chapter 2. 
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1. All ternary ion-Ion-ion terms, except for those involving pure electrolytes, 
are neglected for simplicity. Hence, only the C terms are non-zero. 

2. All the molecule-cation terms are set equal to zero as per the rationale 
given In Chapter 2. The C02 molecule, with its electrophlllc central carbon atom and 
anti-bonding orbitals on its molecular axis, may be repelled very strongly by the 
cations. As for NH3 - H + Interactions, their Importance has already been recognized 
by including a reaction in the set of reaction equilibria. The NHj-NH^ interactions 
are neglected because of their similarity to the weak H20-NH^+ interactions. This is 
supported by the fact that the water molecules surrounding a central ammonium ion do 
not "feel" the change in their environment [97]. 

3. For the same reasons as above the C term Involving NH^ and OH" Is neglected. 

4. The following relation between p and a proposed by Chen et al [29] is 
accepted on the grounds of minimizing the model parameters. 

(i,1 - 0.125 + 1.172*p° (eq. 5.86) 

That the above relation is valid for 1-1 electrolytes has been verified through a 
linear regression of Pltzer's parameters so far published [18]. In fact the correla­
tion coefficient comes out to be 0.8. Another relation by the sane authors [29] for 
the 1-2 electrolytes is not accepted due to poor correlation. 

5. The molecule-ion interaction terms Involving C0 2 - COj" and COj - OH' are set 
equal to zero in view of the low concentrations of the said species. 

6. The cation-cation interaction term is neglected due to the similarity of the 
oxonlum and ammonium Ions, for reasons stated in point no. 2. 

7. The following rule proposed by Edwards et al [26] is accepted for the 
molecule-molecule interactions. 

*m'm- <Vm' +*«V>/* (eq- 5-87) 
8. The ternary Interactions between COj molecules are neglected due to reasons 

mentioned earlier in Chapter 2. 

9. The binary and ternary self-Interaction parameters of urea are determined 
from the known activity coefficient behaviour of aqueous urea solutions upto 40°C. 
Such activity coefficients of urea In binary aqueous solutions which have been tabu­
lated as a function of urea molalltles by Stokes [99] are first fitted to get a 
quadratic expression and additionally the coefficients of these quadratic expressions 
are fitted In terms of temperature. The expressions thus arrived at for A (NHnCONH?) 
and ummm(NH2CONH2) are presented in Table.5.3. 
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Table. 5.3. Liquid phase model parameters which were not adjusted in the 
parameter optimization. 

Parameter Value or expression Reference 

/3'ca(NH4+.C03-) 
/OmC.oH-) 
/^ca(H+,NH2COO") 
^ca(H+,C03-) 
^ca" 1*.^"' 
P'ca(H+.HC03-) 
/3*ca<H+-0H') 
Cca(NH4

+
lC03-) 

cca<NHft+-HC03") 
eaa.(co3-.Hco3-) 
eaa.(co3-.oH-> 
*«j.0"».«f> 
^„(H^.OB-) 
^ma ( C 02- N H2 C O O ) 

Ana(C02,HC03-) 
^„.("HJ.BHJ) 
*m.(.C02,CQ2) 
* m , (NH2CONH2, NH2CONH2) 

1.3 
0.10 
0.198 
0.086 
0.226 
0.071 
0.208 
0.003 

- 0.0052 
- 0.04 
0.10 
0.068 
0.10 
0.02 
0.13 

- 0.0260 + 12.: 
- 0.4922 + 149 

0.6677 - 122.48/T - ! 

29/T 
.2/T 
9.838*10 

(trial and error) 
[25.18] 
[28] 
[28] 

[28,29] 
[28] 
[28] 
[18] 
[18] 
[18] 
[18] 
[26] 
[30] 
[26] 
[981 
[26] 
[26] 

•4*T [99] 
/xmm'ni"(NH3' ' ° 0 0 0 2 (trial and error) 
AtBm,m"(NH3'C02) ' ° 0 0 0 1 (trial and error) 
A*"mra'm"(NH2CONH2) " <64-25 + 1H89.13/T + 0.0973*T)/1000 [99] 

All the remaining parameters except those mentioned above are retained in the 
model. Further, many of them, as tabulated in Table 5.3, are kept constant due to 
simplicity and insensltivlty, Irrespective of the temperature chosen. In Table 5.3, 
the relevant references for these values are also given. 

The total number of optimized parameters is 8. Although the ft and theg 
parameters involving C03" can be kept constant easily with no loss of accuracy, they 
are adjusted In view of the possible Ion pair effects. 

5.5.2. The data interpolation method: 

Subsequent to the choice of the parameters to be adjusted, one needs adequate 
data to determine the parameter optima. Since the number of measured tie-lines (from 
this study, Muller [31] and DSM [100]) at each p-T cross section are limited, one has 
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to rely on Interpolation to get the pseudo-experimental points. Fortunately this can 
be done by a variant of the procedure suggested by Zernlke [101]. According to 
this construction, an auxllary curve Is drawn relating the liquid phase CO, concen­
tration to the gas phase NH3 concentration, as shown In Fig. 5.6, from which the 
data are Interpolated, and used later for the optimization programme. 

100 C 
541 tar 

ifl 
'NH "NH, 

3 
Fig. 5.6. The data Interpolation method using auxllary construction. 

5.5.3. The software development and the optimization procedure: 

Subsequent to the data interpolation, the development of software is taken up in 
five stages [95,96]. 

Stage 1: Solve simultaneously the liquid phase reaction equilibria together with 
the mass balances and the electroneutrallty to get an initial estimate of molalltles, 
especially the order of magnitude, by assuming all the activity coefficients to be 
unity. Incidentally this trial can test the efficacy of this part of the program. 

Stage 2: Assume an Initial set of parameters. Include the subroutine for calcu­
lating the activity coefficients. Solve the above set of 9 equations and arrive at 
more realistic molalltles. 

Stage 3: With the molalltles calculated in stage 1, test the gas phase model 
separately by assuming the activity coefficients of free NH, and free CO,, and the 
activity of water to be unity. Check whether there is any snag in calculating the gas 
phase mole fractions and the total pressure. 

Stage 4: Once all the three above stages are Individually debugged, combine all 
the three parts into one large sub-unit and calculate the more realistic gas phase 
mole fractions and the total pressure. 

Stage 5: Find the relative deviations of the calculated versus the experimental 
points in terms of the two gas phase mole fractions and total pressure. Add all the 
sums of squares of the relative deviations and check the optimization subroutine for 
its efficacy in changing the liquid phase model parameters. 
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Ac the end of stage 5, when all Che individual subroutines are debugged and 
cleared of sCabilicy problems, Chey are combined inco one large program called 
VANGELIS for the final use. A flow diagram of VAKGELIS is presenced in Fig. 5.7. The 
optimization subroucine EO'iJAF employed as a pare of VANGELIS was originally 
developed by Gill and Murray [102] using a quasi-Newcon algorlchm and is available 
from Che NAG subroutines library of the compucer faclllcy of Che Delfc Unlversicy of 
Technology. For this library subroucine, one has Co provide Che boundaries of the 
parameters to be optimized. These boundaries are initially obtained through heuristic 
arguments (like the Ionic radius, the ionic entropy, etc.) or from the values given 
by Fltzer [18] for the related alkali salts and also through a bracketing of Che 
appropriate values of ammonium salts given by Edwards et al [26], Maurer [28] and 
Pawllkowski et al [30]. Once sufficient optimization trials are compleced, all chese 
boundaries are widened Co a range between - 0.8 to 0.9. The optimization is furcher 
concinued uncll ic is esCabllshed Chac Che boundaries do noc lead Co conscrained 
optimization. The objective function chosen for optimization is the one given below. 

FSUM - l(yejl - yc>1)/yCil!2 + K y e , 2 - yc,2>/yc,2l2 + l<Pe-Pc>/Pc'2 <•«>• 5-88> 

where the subscripts e and c denoce Che experimental and calculated values 
respectively. 

The optlmizaclon procedure can be described briefly as follows. FlrsC one sec of 
liquid phase model parameters for each cemperacure is assumed. Normally Chere are 35 
pseudo-experlmencal polncs for each cemperature and pressure. Hence for each expert -
mencal poinC, knowing Che componenc molallcies of NH, and CO2, Che inlclal values of 
Che species molallcies are guessed. The accivlcy coefficlencs are Chen calculaCed; 
Che reaccion equilibria, Che liquid phase mass balances and Che electroneutrality are 
simulcaneously solved using anocher NAG subroucine called C05NBF. Wlch Che realiscic 
molallcies and acclvlty coefficlencs of free NHj and free CO2 chus obcained, Che gas 
phase mole fracclons of NH, and CO2. and also Che cocal pressure are calculaced and 
compared Co Che experimental values. The above subcycle Is repeated for all the 35 
pseudo-experimental points and the sum of the deviation squares over the whole set is 
calculated. At the end of the 35th subcycle this sum is passed over to the subroutine 
E04JAF to arrive at a new set of improved parameters to be tried for a new cycle. 
This larger cycle is further repeated until successive changes in Che objecclve 
funcclon are less Chan Che colerence value of 1.2. 

In order Co reduce Che computation time for solving the simultaneous equations 
through the subroutine C05NBF,the pseudo-experlmencal polncs are arranged in an order 
following the crend of Che bubble poinC curve scarcing from Che CO2- rich cernary 
polncs closer co che CO2 - H9O binary side. Ic is only for Che firsC of che 35 polncs 
ChaC the Initial guesses are given. For the second point, the calculated value of the 

170 



T Experimental pressure, 
liquid moleX, and vapour 
mole fractions 
Initial guess for the 
Interaction parameters 
Upper and lower boundaries 
for the parameters 

Calculate the temperature dependent quantities. 
Henry's constants, vapour pressure of water, molar volume 

of water, partial molar volume of volatile solutes, reaction 
equilibrium constants, constants for the vapour eqn. of state 
and fugacity coefficient of the pure water 

Convert liquid moleXto component molalities 

Optimization Procedure(E04JAF) 

+1 Print outputy 

'initial guess for the 
liquid molalities of 
the first datum 
Initial guess for the 
gas phase mole fractions/ 
and fugacltles. 

L 

->-. 

No 

Main subroutine 
X I Simultaneous non-linear eqn. solving algorithm (C05NBF) 

Set of simultaneous equations 
6 reaction equilibria, 

2 liquid phase mass balances, 
and 1 electroneutrality 

move to 
next 
datum 

No 

(Calculate the 
activity coeffs. 
and the activity I 
of the water I 

Calculate correct gas mole fraction and total pressure 
With the initial guess for gas mole fractions and pressure and the 
calculated molalities and activity coefficients of the volatlles 
together with the activity of water, update partial pressures, gas 
mole fractions, the total pressure and the fugaclty coefficients; 
Continue until the change in individual fugaclty coefficients Is 

less than the tolerance. 

■ I 
| Compute cumulative function of the deviation squares FSUM 

No Sre all points covered? 
n-35 ? 

Yes 
Fig.5.7.The flow diagram of VAUCELIS. 
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first point is supplied as the Initial guess. The sane Is repeated In series for the 
other points. However, one important aspect in solving the simultaneous equations 
mentioned above is that the purely binary composition points can not be given as 
starting guesses, in view of the stability problems in the chosen algorithm. 

5.6. The computation results and discussions: 

The computations are carried out for four sets of data having appreciable compo­
nent molalities, namely 65°C - 1.027 bar, 100°C - 5.41 bar. 120°C - 10 bar and 130°C 
- 20 bar. The 110°C - 5.41 bar data set was not tried, since It may not have provided 
a severe enough test for the model in view of the low concentrations in the liquid 
phases. The results obtained in terms of the calculated gas phase mole fractions (y. 
and y? r). the total pressure (pc), the relative deviations with respect to the 
pesudo-experimental values (&y^/y^e. Ay2/y2e an<* AP/Pe) a r e presented In Tables 5.4 
to 5.7. In the tables, the pseudo-experimental liquid phase component concentrations 
are expressed In mole fractions and the pressure In bars. Further, the results in 
terms of the calculated gas phase mole fractions against the pseudo-experimental gas 
phase mole fractions at constant temperature are plotted in figures 5.8 to 5.11. It 
can be observed that the model performs satisfactorily over the temperature and 
liquid composition ranges with relative deviations of the gas phase mole fractions 
and the total pressure being less than around £ 12X, except near the binary compo­
sitions and near the bubble-point tongues. Considering the fan-like character of the 
tie-lines around the bubble point tongues and possible chemical analysis difficulties 
with compositions less than 1 moleX range, further reductions In relative deviations 
were not attempted due to the excessive time required for marginal improvements. 
Moreover the hypersurface of the function FSUM becomes very flat near the final 
chosen parameter values at each temperature. The obtained parameter values are 
plotted in Fig. 5.12 to Fig. 5.19 and presented in Table 5.8. 

One possible criticism in the model lmplemention method concerns the separate 
optimization of the parameters for each temperature case. Although one can assume 
a functional form for the temperature dependency of the binary and ternary parameters 
and proceed to optimize the coefficients of the temperature dependency functions of 
these parameters by coupling all the experimental data, the same is not attempted 
because it is too premature at this stage of the Investigations. This is especially 
so because the present attempt is the first one to describe a concentrated aqueous 
ammonia - carbon dioxide solutions with the Inclusion of the urea formation reaction 
in the system. All the other earlier authors [26.27,28.29,30] who have applied the 
variants of the Pitzer's model [18] did not attempt so on such an exhaustive scale. 
Moreover the systems they described were only moderately concentrated and their 
approaches did not Include the urea formation reaction. Hüller's work [31] was the 
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Table. 5 .5 . The model est imation of the gas phase mole fraccions and 
Che t o t a l p ressure . 

Experimental pressure - 5.<5I bar; cemperacure - 100°C. 
x l 

0.0500 
0.0620 
0.0700 
0.0820 
0.0970 
0.1220 
0.1400 
0.1520 
0.1690 
0.1800 
0.1920 
0.2080 
0.2200 
0.2220 
0.2260 
0.2300 
0.2400 
0.2500 
0.2590 
0.2700 
0.2740 
0.2780 
0.2810 
0.2820 
0.2800 
0.2830 
0.2820 
0.2800 
0.2690 
0.2600 
0.2520 
0.2440 
0,2380 
0.2320 
0.2240 

x2 

0.0250 
0.0335 
0.0330 
0.0420 
0.0500 
0.0620 
0.0700 
0.0760 
0.0820 
0.0880 
0.0940 
0.1000 
0.1040 
0.1040 
0.1060 
0.1050 
0.1100 
0.1120 
0.1100 
0.1140 
0.1140 
0.1120 
0.1100 
0.1060 
0.1030 
0.1010 
0.0970 
0.0920 
0.0800 
0.0700 
0.0600 
0.0500 
0.0420 
0.0320 
0.0200 

y i e 

0.0290 
0.0430 
0.0480 
0.0620 
0.0800 
0.1040 
0.1260 
0.1430 
0.1580 
0.1820 
0.2090 
0.2400 
0.2700 
0.2800 
0.2900 
0.2670 
0.3800 
0.4700 
0.3900 
0.4850 
0.4850 
0.5370 
0.6300 
0.6750 
0.7050 
0.7120 
0.7280 
0.7440 
0.7720 
0.7900 
0.8020 
0.8120 
0.8180 
0.8240 
0.8300 

*2e 

0.7850 
0.7800 
0.7780 
0.7670 
0.7550 
0.7340 
0.7160 
0.7030 
0.6900 
0.6700 
0.6490 
0.6240 
0.6010 
0.5970 
0.5860 
0.6040 
0.5110 
0.4320 
0.5040 
0.4180 
0.4180 
0.3720 
0.2640 
0.2070 
0.1700 
0.1640 
0.1430 
0.1230 
0.0880 
0.0640 
0.0480 
0.0340 
0.0250 
0.0170 
0.0080 

y ic 

0.0629 
0.0460 
0.0629 
0.0692 
0.0729 
0.0936 
0.1177 
0.1270 
0.1730 
0.1750 
0.1839 
0.2229 
0.2587 
0.2749 
0.2761 
0.3241 
0.3247 
0.3702 
0.4665 
0.4811 
0.5065 
0.5576 
0.5986 
0.6471 
0.6672 
0.6964 
0.7226 
0.7474 
0.7747 
0.7892 
0.8007 
0.8089 
0.8145 
0.8220 
0.8288 

?2c 

0.7023 
0.7840 
0.7466 
0.7476 
0.7564 
0.7361 
0.7070 
0.7023 
0.6448 
0.6542 
0.6549 
0.6193 
0.5873 
0.5689 
0.5730 
0.5179 
0.5319 
0.4912 
0.3921 
0.3914 
0.3684 
0.3172 
0.2763 
0.2255 
0.2018 
0.1752 
0.1473 
0.1203 
0.0834 
0.0630 
0.0478 
0.0365 
0.0289 
0.0204 
0.0113 

Pc 

4.1445 
5.7090 
5.0446 
5.1983 
5.5262 
5.4323 
5.1955 
5.2804 
4.8457 
5.1137 
5.3381 
5.3151 
5.3217 
5.2238 
5.3655 
5.0743 
5.4679 
5.5210 
5.2886 
5.6895 
5.7359 
5.6774 
5.6545 
5.5632 
5.4506 
5.5296 
5.4878 
5.4442 
5.2153 
5.0920 
5.0295 
4.9795 
4.9547 
4.9640 
4.9469 

1 
-116.90 
- 6.98 
-31.04 
-11.61 
8.88 
1.00 
6.59 
11.19 
- 9.49 
3.85 
12.01 
7.13 
4.19 
1.82 
4.79 

-21.38 
14.55 
21.23 
-19.62 
0.80 

- 4.43 
- 3.84 
4.98 
4.13 
5.36 
2.19 
0.74 

- 0.46 
- 0.35 
0.10 
0.16 
0.38 
0.43 
0.24 
0.14 

le Ay2/y2e AP/pe 
X t 

10.54 
- 0.51 
4.04 
2.74 

- 0.19 
- 0.29 
1.26 
0.10 
6.55 
2.36 

- 0.91 
0.75 
2.28 
4.71 
2.22 
14.25 
- 4.09 
-13.70 
22.22 
6.36 
11.87 
14.73 
- 4.66 
- 8.94 
-18.71 
- 6.83 
-3.01 
2.20 
5.23 
1.56 
0.42 

- 7.35 
-15.60 
-20.00 
-41.25 

23.39 
- 5.53 
6.75 
3.91 

- 2.15 
- 0.41 
3.96 
2.40 
10.43 
5.48 
1.33 
1.75 
1.63 
3.44 
0.82 
6.21 

- 1.07 
- 2.05 
2.24 

- 5.17 
- 6.02 
- 4.94 
- 4.52 
- 4.10 
- 0.75 
- 2.21 
- 1.44 
- 0.59 
3.60 
5.88 
7.03 
7,96 
8.42 
8.24 
8.56 
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Table. 5.6. The model estimation of the gas phase mole fractions and 
the total pressure. 

Experimental pressure ■ 10.00 bar; temperature ■ 120°C. 
x l *2 y i e *2e Flo He Pc ^ l ^ l e ^ ï ^ ï e AP/Pe 

X X X 
6TÓ22Ó""ÓTÖÖ9Ö h.h\hb''b'.'nlb''b'.blil 0*6830 7.2Ï6 -Ü2.ÖÓ 12.99 27.84** 
0.0300 0.0130 0.0300 0.7750 0.0393 0.7573 9.775 -31.00 2.28 2.25 
0.0430 0.0180 0.0400 0.7630 0.0488 0.7706 10.929 -22.00 - 1.00 - 9.29 
0.0520 0.0220 0.0500 0.7580 0.0512 0.7853 12.042 - 2.40 - 3.60 -20.42 
0.0600 0.0250 0.0600 0.7500 0.0587 0.7789 12.035 2.17 - 3.85 -20.35 
0.0710 0.0290 0.0700 0.7400 0.0716 0.7635 11.710 - 2.29 - 3.18 -17.10 
0.0800 0.0330 0.0800 0.7320 0.0765 0.7640 12.044 4.38 4.38 -20.44 
0.0880 0.0360 0.0900 0.7230 0.0871 0.7502 11.709 3.22 - 2.72 -17.09 
0.0980 0.0400 0.1000 0.7130 0.0994 0.7359 11.456 0.60 - 3.21 -14.56 
0.1130 0.0470 0.1200 0.6960 0.1102 0.7295 11.647 8.17 - 4 .81 -16.47 
0.1280 0.0530 0.1400 0.6780 0.1350 0.6987 11.058 3.57 - 3.05 -10.58 
0.1400 0.0580 0.1600 0.6600 0.1555 0.6751 10.731 2.81 - 2.29 - 7.31 
0.1550 0.0630 0.1800 0.6430 0.2001 0.6201 9.922 -11.17 3.56 0.78 
0.1600 0.0650 0.2000 0.6230 0.2118 0.6075 9.825 - 5.90 2.49 1.75 
0.1700 0.0680 0.2200 0.6060 0.2493 0.5646 9.411 -13.32 6.83 5.89 
0.1800 0.0730 0.2400 0.5880 0.2622 0.5565 9.577 - 9.25 3.66 4.23 
0.1900 0.0770 0.2600 0.5690 0.2890 0.5312 9.544 -11.15 6.64 4.56 
0.1940 0.0790 0.2800 0.5510 0.2947 0.5278 9.630 - 5.25 4.21 3.70 
0.1960 0.0800 0.3000 0.5330 0.2975 0.5261 9.675 0.83 1.30 3.25 
0.2080 0.0830 0.3200 0.5130 0.3542 0.4690 9.462 -10.69 8.58 5.38 
0.2110 0.0840 0.3400 0.4950 0.3650 0.4593 9.480 - 7.35 7.21 5.20 
0.2130 0.0850 0.3600 0.4750 0.3680 0.4579 9.954 - 2.22 3.60 0.46 
0.2140 0.0860 0.3800 0.4570 0.3631 0.4647 9.648 4.45 - 1.68 3.52 
0.2250 0.0880 0.4000 0.4380 0.4225 0.4082 9.609 - 5.63 6.80 3.91 
0.2300 0.0890 0.4200 0.4170 0.4470 0.3863 9.669 - 6.43 7.36 3.31 
0.2350 0.0910 0.4400 0.3980 0.4597 0.3780 9.847 - 4.48 5.03 1.53 
0.2370 0.0910 0.4600 0.3770 0.4734 0.3652 9.859 - 2.91 3.13 1.41 
0.2380 0.0920 0.4800 0.3580 0.4694 0.3708 9.947 2.21 - 3.58 0.53 
0.2390 0.0930 0.5000 0.3390 0.4653 0.3765 10.039 6.94 -11.06 - 0.39 
0.2400 0.0930 0.5200 0.3170 0.4721 0.3701 10.046 9.21 -16.75 - 0.46 
0.2410 0.0920 0.5400 0.2980 0.4895 0.3523 9.979 9.35 -18.22 0.21 
0.2430 0.0880 0.5600 0.2760 0.5405 0.3004 9.798 3.48 - 8.84 2.02 
0.2470 0.0860 0.5800 0.2550 0.5779 0.2653 9.864 0.36 - 4.04 1.36 
0.2460 0.0840 0.6000 0.2350 0.5876 0.2541 9.775 2.07 - 8.13 2.25 
0.2480 0.0820 0.6150 0.2190 0.6105 0.2329 9.820 0.73 - 6.355 1.80 
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Table 5.7. The model estimation of the gas phase mole fractions and 
the total pressure. 

Experimental pressure - 20.00 bar; temperature - 130°C. 
x l x 2 yie *2« ^ lc ?2c Pc ^ l ^ l e 'htifru AP/P e 

1 1 1 
6.0200 O.ÖÜo 0.Ö12Ö Ó.8580 0.0149 0.8293 18.196 -24.17 3.34 9^02 
0.0400 0.0200 0.0180 0.8530 0.0270 0.8385 20.905 -50.00 1.70 4.53 
0.0600 0.0290 0.0360 0.8380 0.0329 0.8532 24.639 8.61 - 1.81 -23.20 
0.0800 0.0360 0.0480 0.8280 0.0510 0.8280 22.348 - 6.25 0.00 -11.74 
0.1000 0.0440 0.0640 0.8140 0.0657 0.8105 21.528 - 2.66 0.43 - 7.64 
0.1200 0.0540 0.0860 0.7920 0.0720 0.8122 22.788 16.28 - 2.55 -13.94 
0.1400 0.0630 0.1060 0.7740 0.0886 0.7937 21.952 16.42 - 2.55 - 9.76 
0.1600 0.0720 0.1280 0.7520 0.1099 0.7690 20.870 14.14 - 2.26 - 4.35 
0.1800 0.0810 0.1490 0.7330 0.1367 0.7384 19.781 8.26 - 0.74 1.10 
0.2000 0.0900 0.1740 0.7080 0.1695 0.7025 18.852 2.59 0.78 5.74 
0.2140 0.0960 0.1900 0.6940 0.1991 0.6708 18.200 - 4.79 3.34 9.00 
0.2200 0.1000 0.2030 0.6820 0.1981 0.6757 18.718 2.41 0.92 6.41 
0.2300 0.1050 0.2200 0.6660 0.2140 0.6613 18.717 2.73 0.71 6.42 
0.2400 0.1100 0.2300 0.6550 0.2308 0.6463 18.780 - 0.35 1.33 6.10 
0.2500 0.1140 0.2500 0.6380 0.2595 0.6178 18.486 - 3.80 3.17 7.57 
0.2550 0.1160 0.2600 0.6280 0.2742 0.6035 18.402 - 5.46 3.90 7.99 
0.2600 0.1180 0.2700 0.6180 0.2891 0.5894 18.361 - 7.07 4.63 8.20 
0.2650 0.1200 0.2800 0.6090 0.3042 0.5754 18.361 - 8.64 5.52 8.20 
0.2700 0.1230 0.3000 0.5900 0.3081 0.5747 18.744 - 2.70 2.59 6.28 
0.2750 0.1250 0.3150 0.5760 0.3232 0.5610 18.809 - 2.60 2.60 5.96 
0.2800 0.1280 0.3400 0.5520 0.3271 0.5606 19.249 3.71 - 1.56 3.76 
0.2850 0.1290 0.3520 0.5400 0.3535 0.5346 19.070 - 0.43 1.00 4.65 
0.2900 0.1300 0.3600 0.5320 0.3795 0.5096 18.988 - 5.42 4.21 5.06 
0.2950 0.1320 0.3700 0.5240 0.3941 0.4976 19.241 - 6.51 5.04 3.80 
0.3000 0.1340 0.3900 0.5050 0.4084 0.4861 19.538 - 4.72 3.74 2.31 
0.3050 0.1350 0.4000 0.4950 0.4329 0.4636 19.649 - 8.23 6.34 1.76 
0.3100 0.1360 0.4200 0.4740 0.4565 0.4423 19.834 - 8.69 6.69 0.83 
0.3150 0.1380 0.4500 0.4440 0.4693 0.4328 20.277 - 4.29 2.52 1.39 
0.3200 0.1390 0.4600 0.4320 0.4913 0.4137 20.578 - 6.80 4.24 2.89 
0.3260 0.1400 0.5000 0.3970 0.5179 0.3905 20.986 - 3.58 1.64 4.93 
0.3320 0.1400 0.5600 0.3420 0.5509 0.3606 21.336 1.63 - 5.47 6.68 
0.3380 0.1380 0.6300 0.2700 0.5950 0.3190 21.560 5.56 -18.15 7.80 
0.3420 0.1360 0.6740 0.2250 0.6247 0.2910 21.736 7.31 -29.33 8.68 
0.3450 0.1320 0.7020 0.2000 0.6575 0.2589 21.721 6.34 -29.45 8.61 
0.3440 0.1280 0.7200 0.1820 0.6729 0.2419 21.351 6.54 -32.91 6.76 
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y, mole% ie y_ mole% '2e 

Flg. 5 .8 .a . The calculated ylc vs the 
experimental y^e at 65°C. 

Fig. 5 .8 .b . The calculated / , vs the 
experimental y,g at 65°C. 

y mole% y mole% 

Flg. 5 .9 .8 . The calculated ylQ vs the 
experimental y^e at 100°C. 

Flg. 5 .9 .b . The calculated y 2 c
 v« the 

experimental yye at 100°C. 
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UO , 60 y,emo!e% y_ rrole% 

Flg. 5.10.8. The calculated ylc vs the Fig. 5.10.b. The calculated y2c vs the 
experimental y^g at 120°C. experimental y,e ac 120°C. 

40 , 60 
y mole% 

U0 60 
y mole% 

Fig . S . l l . a . The calculated yIc vs the Fig. 5.11.b. The calculated y~c vs the 

experimental y^ at 130 C. 
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the first one which attempted to apply these models for the concentrated solutions, 
and his conclusions were rather pessimistic about the parameter values derived by the 
earlier authors [26,27,28,30) for the temperatures above 100°C. Hence It was clearly 
Imperative for the present work to examine whether the model was adequate for the 
chosen experimental conditions. On this account, one can now definitely answer in 
the affirmative as a result of the present investigations. If one wants to achieve a 
still closer fit than the present one, perhaps in a future investigation, then one 
may have to include additional experimental data, assume the functional form of the 
parameters which Pitzer did for the pure NaCl case [18] and also Incorporate the 
weight factors in the optimization function. 

Leaving such a step to future investigations, it is gratifying to observe that 
the orders of magnitude of the optimized Interaction parameters match those of 
Pitzer [18), wherever applicable, in his determinations for the 1-1 electrolytes. The 
temperature dependency trends are also similar to the one observed in his study on 
NaCl solutions over a wide range of temperatures. To give physical significance of 
these trends without additional Investigations may be a bit far-fetched at present, 
since the parameters are obtained solely from an optimization procedure of a multi-
electrolyte model. Had one been able to Investigate the pure electrolytes of 
NH4C00NH2. NH4HC03 and (NH4)2C03 just like the corresponding alkali salts, one could 
have derived physically meaningful and explainable parameters; subsequent to such a 
step, one can derive the mixed Ion parameters from the multielectrolyte systems. 
Since such a procedure is presently unavailable, the only course left, barring the 
regressional approaches of Kucheryavyl et al [103), Is to work straight away with 
multlcomponent systems and continue to tune the parameters fine as more and more data 
become available. 

Table 5.8. Optimized parameter values. 

parameter 65°C 100°C 120°C 130°C 

/5fca(N»4+.NH2COO-) 

/s;a(NH4
+,co3-) 

/*ca ( N H4+ 'H C 03*> 
Cca(NH4

+,NH2C00-) 

0aa,(NH2COO",CO3") 

0aa,(NH2COO",HCO3") 

Ama(NH3,NH2C00") 

*na(NH3.HC03-> 

-0.3965D-02 

-0.1088D 00 

0.6788D-01 

0.9741D-02 

0.2686D 00 

-0.1710D 00 

0.4305D-01 

-0.5156D-01 

-0.5894D-01 

0.1155D-02 

0.7628D-01 

0.1084D-01 

0.4009D-01 

-0.1714D 00 

0.304OD-01 

-0.1037D-01 

-0.5764D-01 

-0.6619D-01 

0.1385D 00 

0.7507D-02 

0.1355D 00 

-0.2815D 00 

0.3465D-01 

-0.9057D-01 

-0.2261D-01 

-0.2270D 00 

0.1799D 00 

0.5675D-02 

0.3062D 00 

-0.3581D 00 

0.4456D-01 

-0.1838D 00 
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Flg. 5.12. The temperature dependency 
of the parameter ffcaOM/*,NH2COO') 

Fig. 5.13. The depereture dependency 
of the parameter /2>'ca(HH^,CO-f) 
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Fig. 5.14. The temperature dependency Fig. 5.15. The deperature dependency 
of the parameter lfca(NHü

+,HC03') of the parameter Cca(NHi
+,NH2COO') 
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Flg. 5.16. The temperature dependency 
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Fig. 5.17. The deperature dependency 
of the parameter 0ga,(NH2COO',HC03') 
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Fig. 5.18. The temperature dependency Fig. 5.19. The deperature dependency 
of the parameter Ama(NH3.NH2COO~) of Che parameterAM<HHj,HC03') 
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Table 5.9 .Estimated conversion at 65°C 
am3 denotes urea species natality. 

°2 x - urea X conversion based on CO-, 

Table 5.10.Estimated conversion at 100°C 
nm3 denotes urea species molality. 

x - urea X conversion based on CO* 

11NH3 

2 .2924 

4 . 8 5 7 1 

7 .7716 

1 0 . 9 4 6 0 

12 .8430 

14 .1840 

15 .4192 

16 .4342 

18 .4068 

19 .3989 

20 .1968 

2 0 . 0 7 2 0 

20 .3929 

20 .0707 

18 .1255 

16 .9044 

15 .6472 

11 .7625 

9 .7091 

13 .9697 

16 .4270 

18 .0204 

1 9 . 6 1 1 1 

20 .3388 

20 .7435 

20 .6665 

19 .6262 

1 7 . 4 2 0 3 

15 .8316 

13 .9728 

11 .8948 

9 . 2 2 2 5 

7 .2810 

4 . 0 8 8 9 

1 .4471 

nCOn 

1 .4335 

2 .7124 

4 . 2 9 8 0 

5 .5600 

6 .3170 

6 .9770 

7 . 3 4 1 8 

7 .8342 

8 .6256 

9 .0696 

9 . 2 6 1 5 

9 .0384 

8 .7156 

8 .3978 

7 .2826 

6 .2114 

5 .5456 

3 . 1 6 2 5 

1.7409 

4 . 4 3 4 8 

5 .9168 

6 .9186 

7 .9774 

8 .6153 

9 .0412 

9 .2231 

9 .0971 

8 .2838 

7 .6197 

6 .8719 

6 .0208 

4 . 8 7 2 3 

4 . 0 0 7 9 

2 . 3 5 4 2 

0 . 9 2 6 1 

"m3 

0 , 0 0 0 5 

0 .0024 

0 .0062 

0 . 0 1 4 5 

0 .0228 

0 .0309 

0 .0402 

0 .0501 

0 .0747 

0 .0910 

0 .1027 

0 .1072 

0 . 0 9 8 1 

0 .0896 

0 .0589 

0 .0416 

0 .0314 

0 .0106 

0 . 0 0 4 1 

0 . 0 2 0 0 

0 . 0 3 7 1 

0 . 0 5 4 3 

0 .0790 

0 .0719 

0 .1076 

0 .1097 

0 . 0 9 4 3 

0 .0617 

0 .0442 

0 . 0 2 9 5 

0 . 0 1 8 3 

0 .0094 

0 .0054 

0 .0017 

0 .0002 

X 

0 .0349 

0 . 0 8 8 5 

0 . 1 4 4 3 

0 . 2 6 0 8 

0 .3609 

0 .4429 

0 . 5 4 7 5 

0 . 6 3 9 5 

0 .8660 

1.0034 

1.1089 

1.1861 

1 .1256 

1.0669 

0 .8088 

0 .6697 

0 .5662 

0 .3352 

0 . 2 3 5 5 

0 .4510 

0 . 6 2 7 0 

0 .7848 

0 .9903 

0 .8346 

1 .1901 

1.1894 

1.0366 

0 .7448 

0 .5801 

0 .4293 

0 .3039 

0 .1929 

0 .1347 

0 .0722 

0 .0216 

mNHj 

3.0005 
3.8049 
4.3318 
5.3362 
6.5985 
8.2992 
9.8371 

10.9293 
12.5248 
13.6498 
14.9269 
16.6849 
18.0652 
18.2835 
18.7801 
19.1987 
20.4957 
21.7513 
22.7843 
24.3304 
24.8522 
25.2977 
25.6127 

25.5778 
25.1906 
25.5018 
25.2071 
24.7494 
22.9370 
21.5409 
20.3319 
19.1845 
18.3489 
17.4975 
16.4472 

mCO, 

1.5003 
2.0559 
2.0421 
2.7332 
3.4013 
4.7618 
4.9185 
5.4646 
6.0771 
6.6732 
7.3079 
8.0216 
8.5399 
8.5652 
8.8084 
8.7646 
9.3939 
9.7446 
9.6767 

10.2728 
10.3400 
10.1913 
10.0263 
9.6144 
9.2665 
9.1014 
8.6705 
8.1319 
6.8214 
5.7995 
4.8409 
3.9313 
3.2380 
2.4134 
1.4685 

V3 
0.0010 
0.0015 
0.0019 
0.0026 
0.0035 
0.0054 
0.0074 
0.0091 
0.0123 
0.0152 
0.0195 
0.0277 
0.0367 
0.0382 
0.0425 
0.0457 
0.0604 
0.0776 
0.0903 
0.1245 
0.1356 
0.1402 
0.1415 
0.1299 
0.1157 
0.1161 
0.1029 
0.0878 
0.0564 
0.0408 
0.0306 
0.0231 
0.0183 
0.0133 
0.0074 

X 

0.0660 
0.0730 
0.0930 
0.0951 
0.1029 
0.1141 
0.1505 
0.1665 
0.2024 
0.2278 
0.2668 
0.3453 
0.4297 
0.4460 
0.4825 
0.5214 
0.6430 
0.7963 
0.9332 
1.2119 
1.3114 

1.3757 
1.4113 

1.3511 
1.2486 
1.2756 
1.1868 
1.0797 
0.8268 
0.7035 
0.6321 
0.5876 
0.5652 
0.5511 
0.5039 

182 



■ O 

i U i 
■ P -
• O N 
• - s i 

I O N 

• N O 
• U i 
< s J 

• o 
t O 
• p -
• S J 
l 0 0 

• O 

t - J 
< o 
• u» 
• O N 

s 
s 
Qh 

• o 
p » 

o 

o 
J > 

•o 

o 
O N 
• s l 

f O 
O 

u i 
U i 
m 
»o 

U I 
s J 

O 

p 
p 
CO 
P* 

O 

Os 

OS 

ro 
o •-• 
O N 
( O 
o\ 

u i 
o 
H 
* j 

o 
c 
p 
U i 
S J 

o 

O N 
S3 
U I 
N O 

O 
O 
u > 
O N 
O N 

C v 
U i 
o h 
U I 

O 

O 
p» 
U i 
U * 

O 

U i 
NO >— 
s j 

i f l 

t 0 
s j 
U J 

p 

u* 
N O 

- J 

c 
O 

P* 
s j 

O 
U I 
s j 
s j 
U i 

te 
CC 

o 

I O 
X 

H 

o 
o 

u» 

o 
U i 
s j 
U« 
«o 

\o 
s j 

co 
ro 

O N 

t o 
I O 

o 
o 
p -
t o 
1 0 

O 

U I 
O N 
to co 

v O 

U ) 
s j 

U i 

CT* 

O 

o 

CO 

O 
u< 
Ü l 
O N 

>£> 

u> 
u * 
p 
f - » 

p-

O N 

o 

o 

c 
u i 

o 
U I 
u* 
• s i 
■ s i 

CO 

s j 

- O 
o > 

U i 

U > 

o 
o 
U* 
O» 

o 
u 
o 
u» 

c o 

I - 1 

s j 
I O 
N O 

t - -

O 
p 

o 
o 
u* 
u 
l d 

o 
ft-
en 
c o 
u » 

o» 
i a 
- J 
O 
o 

O N 

O » 
r— 
ta 
s j 

o 
o ro 
s j 
u* 

o 

o 
o 
u» 

cr> 

CO 
P -
r o 

O N 

■ s l 

to — 
r o 

O 

O 
r o 
O 
e r 

O 
U » 
N O 
CO 
■s l 

c > 

e n 
t-* 

u 
P " 

O N 

C f 

«0 

O 

O 
t o 
U i 

O 

u* 
o 
l - 4 

O N 

O 

I O 
0 0 

0 0 

O N 

CO 
UI 

O 

O 
I O 
p * 
erv 

O 

u> 
S J 
CC 
O i 

L n 

o 
N J 
s J 

O N 

H 
O * 
U I 
Oh 

o 
o 
r o 
O 
M 

O 
u» 
ro 
s j 
s j 

© ■ 

C O 
M 
r o 
s J 

o\ 
o 
i -J 
to 
o 

o 
o 

O 
U I 
r o 
u » 
U I 

P-
U Ï 
C O 
C D 
u< 

U i 

pa 
u> 
r~* 
r-* 

o 
o 
0 0 
U I 

o 
u* 
u» 
CO 

u* 

m 
s j 

u> 
P» 
- o 
P 
on 

o 
o 

U t 
s J 

O 

r o 
CO 

ro 

c o 

O 

*-
N O 
U i 
U ) 
O s 

O 

o 

u > 
u > 

o 
r o 

ro 
U i 

! - ■ 

O 
O 

*-
O N 
U I 
u > 

O 

O 

H 
s J 

o 
ro 
u > 
H 
U I 

H » 

O 
o 
r o 
U I 

p -

p-
s J 
to 
o 

o 
o 
o 

o 
to 

s J 

o 

Oh 

CO 

N O 

P" 
o 
H 
p* 

o 
o 
o 
CO 
CO 

o 
I O 

N O 

ro 

CO 

O N 
s J 
U i 
p " 

l -J 

U > 
N O 
ro 
ro 

o 

O o 
^ J 

P 

O 
ro 
o 
O 

S J 

O N 
S J 
U > 

U > 

I-» 
o 
UI 
M2 

O 

o 
o 
U i 
CO 

o 
CO 
O-N 
s J 

CTV 

U I 
r -
o 
0 0 

ro 
u> 
s J 
U < 
CO 

o 
O 
o 

m 

o 

- o 
* ■ 

S J 

U I 

u > 
s J 

ro 
ro 
CD 

r o 

O 

O 
o 
u> 
s J 

o 

o» ro 
ro 

u* 
O 
o 
CT» 
U I 

ro 
O 
O N 
U i 

ro 

o 
o 
o 
U I 

O 

O 

C 

te 

!-• 
s J 
c o 
c o 
O N 

o 
c 
o 
r o 
U I 

O 

U ) 

CO 

LO 

cr> 
i> 
o 
o 

r -

U I 
r— 
C * 
O N 

O 

O 
O 
I - » 
0 0 

o 

H 
CO 
s J 

U > 

M 
H 
S J 

ro 

!-■ 
u» (-" 
c o 
CO 

O 

O o 
H 
P* 

o 

o 
ro 

ro 
u-
P -
r o 
O 

H 

O 

o 
o 
o 
o 

s 
o 
o 
CO 
e» 
cr> 

H 

I 
o 

i 
o 

1 
o 

1 

I - * • 

ro • 
O N • 
O • 

o • 
m • 
! - ■ i 
U I i 
O N ■ 

O " 

o • 
O ' 
O " 
ro • 

o ■ 

O 1 
u> • 
oo • 
0 0 i 

t 

W WJ U> U ) U ) U J u i u t u > N 3 r o r o r o r o r o r o r o r o N ï 
vo oo o\ m w 

0N U> 00 V£> 00 CO VO 
OO U I ON ON •O NO UI 

r o ON O N 
O J U J ' O U I O O C D U I O N 

u i r o O N u» O N po 
u * u i r o O N < 

• u* 

' *• • U I 
• O N 
■ c o 

p * 

O 
H O 
o 

* ■ 

P-
O N 
r o 

M 

4> 
O N 

H c c 
- o 

4> 
* s l 
H -

oo p » 

p -

u * 
U ' 
U I 

o 

p -

to 
a\ ro 
H * 

*• 
O 

'-> .-ro 

U J 

e n 

ro O N 
c o 

U > 

u> 
0 0 
H * 
s J 

u» 

»>• p » 

»-• c c 

ro 
s J 
c o 

*o 
u> 

ro 

*> P-H 
*̂ 

ro 
ro 
t -

<o 
O N 

ro 
o 
O r o 

O 

.-
U I 
c > 
p -
p > 

t _ * 

ha 
p c o 

ro 

o 
CD 

u> 
!-• 1 ^ 

O 

u > 

u> 
o s J 

o 
ro 
L O 

s J 

O 

WO 

^ o 

P «e CO 

• O 

U I 
N O 
U I 

*o 

CO 

s J 
O N 

P-
O N 

CO 

r -
O N 

u> 
r-» 

* j 

S J 

ro u» 
o 

s J 

O 
O J 
c n 
p * 

Q h 

O 
c o 

P-
ro 

m 
ro 
o 
* ■ 
i > 

P-
u> 
c c 
s J 

00 

U I 

ON 

IO oq 
«o 

ro 
c o 
u -
L-J 

\^ 

ro 
ro 
0 h 

Q 
O N 

t - » 

s J 
O N 
■sJ 
O 

M 
i — 
CO 

H 
o 

O i 

O N 1 
O O i 
C O i 
» - • 1 

o o o o 

r o r o r o r o r o 
U I ON ON P 
u> '•o u i s , 
m P - oo r-

>o O N 
u> co 
O N u i 

U» N O O N U i U i 
ON ON U I u > u i r o 

NO U I CO 
o o 
r o r o 

o 

o 

oo oo * o c o u ) «o r o 

o 
o 
CT 
O 

O 
o 
*-f O 

o 
Q 
ro 
••a 

r> 
o 
H 
U I 

o 
o 
O 
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Similarly, trying to find the pure electrolyte parameter values at present from 
those of alkali salts by correlating them against the ionic radii, the absolute Ionic 
entropies, the hydrated Ion radii etc., (similar to the attempt by Beutier et al 
[27)) can only be an ad-hoc arrangement with uncertain results, since no salts 
related to our present system, excepting the carbonate and bicarbonate salts of 
sodium and potassium, have been so far investigated. The worth of such correlations 
can be assessed only when other alkali carbonates, bicarbonates and carbamates are 
investigated In the future In a systematic way. 

One important observation In the above model calculation is that the incor­
poration of the urea formation reaction proved to be a positive step. Despite the 
fact that the equilibrium constant Is estimated In a circumferential way and not 
directly from the experimental values of the free energy and enthalpy of the 
reaction, It Is quite revealing to know that urea as a species is present in appre­
ciable concentrations even at 65° C, concentrations comparable to those of free CO2 
and CCK". Further, the highest urea conversion at 65, 100 and 130°C Is achieved in 
the model calculation for an (NHjI/ICOj) ratio value slightly greater than a similar 
value existing at the bubble point tongue (I.e. the so called liquid ridge point 
mentioned In the Chapter 3). Incidentally, such a conclusion Is in agreement with the 
predictions of Chermln [104]. As for 120°C, the available data stops even before the 
bubble-point tongue Is reached, and hence one cannot compute the maximum urea conver­
sion. The calculated urea molalltles and the conversion to urea as a percentage of 
the liquid phase CO2 component molallty along with the liquid phase pseudo-experimen­
tal component molalltles are represented In Tables 5.9, 5.10, 5.11 and 5.12. 

There Is one further observation related to the temperature dependency of the 
model parameters. It appears that one can afford to keep> (NH,, NH.COO") constant 
with respect to temperature and still obtain a satisfactory fit. A similar remark can 
be made to a limited extent on the parameter fl° (NHft+, NHjCOO"). Such a step will 
limit the parameters to only six for further optimization. 

With these discussions, we move to the next chapter to discuss a few related 
features of the Hot Gas Recycle Process mainly with respect to the phase equilibria 
implications on the process design. 
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CHAPTER 6 

APPLICATION OF THE PHASE EQUILIBRIA PRINCIPLES TOWARDS THE DESIGN OF 
UREA PROCESSES AND ESPECIALLY WITH REFERENCE TO THE HOT GAS RECYCLE PROCESS. 

6.1. Introduction: 

Urea is synthesized from ammonia and carbon dioxide through the formation of 
ammonium carbamate followed by dehydration at high temperatures and pressures ranging 
from 180 to 200° C and 140 to 250 bar, respectively. 

2NH3(aq) + C02(aq) <—> NH4COONH2(aq) 
AH X - - 25.19 Kcal/mole at 1 bar and 193° C. [1] (eq. 6.1) 

NH4COONH2(aq) <—> NH2CONH2(aq) + H20(liq) 
A H 2 - 6.88 Kcal/mole at 1 bar and 193° C. (1] (eq. 6.2) 

While the first reaction goes to near completion, the second reaction is the 
limiting one during synthesis. Even with excess NH-j, the industrially reported 
conversions span a range of only 55 to 75X, necessitating recovery and recycle of the 
unreacted materials in order to minimize the specific consumption of raw materials 
and energy. Consequently the available commercial processes differ mostly in their 
methods of recovery and recirculation. 

There are basically two categories of urea processes. The first is the classical 
pressure reduction processes. Traditionally these processes have been called "the 
solution recycle processes," which In the author's opinion can be equally applied to 
the second category, namely, the stripping processes. The major criterion for classi­
fication is whether the decomposition is effected by the reduction in total pressure 
or by the alteration of partial pressure. 

In the pressure reduction processes (PRP), the reactor exit stream is let down 
in at least 3 low pressures stages with adequate heating to decompose the unreacted 
ammonium carbamate and to expel the excess ammonia. The volatiles are then absorbed 
countercurrently by the aqueous carbonate/carbamate solutions obtained from the 
previous low pressure stages. The enriched solution is finally recirculated to the 
reactor. Hajor processes in this category are due to Mltsui-Toatsu (15), Montedison 
(16), and also Urea Technology Inc (19). The first two processes are not presently 
offered in the market, and the two companies concerned have switched over to their 
own stripping processes (15,16). 

In the stripping processes (STRP), the volatiles in the reactor exit stream are 
stripped off by altering their partial pressures through the addition of at least one 
of the fresh reactants. The lean solution is then led to successive low pressure 
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units to decompose the remaining carbamate (10 to 151) and to expel ammonia. Volatile 
gases from the stripper are condensed at the same synthesis pressure and recycled 
back to the reactor. Major processes are the Stamlcarbon C0 2 stripping process (14), 
SNAM progettl NHj stripping process (20), Toyo Engineering ACES process (15) and 
Technimont IDR process (21). 

In addition to these processes, Ammonia Casale of Switzerland are offering a 
process called Split Reaction Recycle process (SRRP) coupling the high conversion 
advantage of the PRP with the efficient recovery of the STRP (22). 

In the same spirit of coupling the two different approaches, Technological 
University of Delft (TUD) developed a Hot Gas Recycle Process (HGRP). The original 
HGRP, pioneered In the 1930's by I.G.Farben Industrie of Germany (2), fell out of 
favour due to a number of major operating problems. The TUD version of the HGRP [3] 
attempts to rectify such problems through consistent application of phase equilibria 
principles. The technical feasibility of the TUD process has been well demonstrated 
at a pilot plant level, and its economics appears to compare favourably with the COj 
stripping process. However, on further scrutiny, there appears to be some more scope 
for improving the TUD process. 

In this chapter, a synthesis of the improved HGRP, developed at the TUD, is 
presented In a simplified manner highlighting the relevance of the phase equilibria 
studies. Also certain guidelines on the process design are established. 

6.2. The basic premise of Che HGRP: 

Consider a simple flowsheet of the urea synthesis consisting of just three 
modules, namely a reactor, a decomposer, and a condenser, as given in Fig. 6.1. 

COftJenSer In a STRP, all the three units operate 
isobarlcally, while in the classical PRP the 
decomposer and the condenser operate at the 
sane pressure and the reactor operates at a 
higher pressure. The main advantage of STRP 
is In the high pressure operation of the 
condenser leading to generation of low 
pressure steam instead of heat rejection to 
cooling water. However, such high pressure 
operation also leads to enhanced urea 
hydrolysis and bluret formation in the 
stripper. To achieve economy against these 

Fig.6.1. Synthesis loop of urea odds, the emphasis in STRP is usually on high 
process stripping efficiencies [4] obtained over a 

Reactor 

NH: 
CO, 
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thin film in the stripper tubes. Increasing the synthesis pressure further Is 
counter-productive to stripping processes, mainly because of the Increased 
solubility of ammonia in water and incresed energy requirement for decomposing 
carbamate at higher temperatures. Hence high stripping efficiencies commensurate with 
high stripper pressures are very difficult to achieve in these processes. 

In contrast, the decomposer In the PR process operates at relatively mild condi­
tions, and the urea hydrolysis and biuret formation are not serious. Furthermore the 
reactor pressure can be Increased to high values to effect high conversion; but the 
problem of heat rejection to cooling water persists as a major detriment. 

The approach of the HGRP Is very different from the previous two. Here, the 
condenser and the reactor are kept at the same pressure while the decomposer operates 
at a lower pressure and a hot gas recycle compressor is interposed between the 
stripper and the condenser. Unlike Che I.G.Farben process, in which the recycle 
compressor was afflicted with serious corrosion problems mainly because of inadequate 
knowledge, the TUD process was realized after a thorough study of the bubble- and 
dew-points at high pressures and temperatures and detailed metallurgical studies of 
the turbo-lmpellar. Also a model turbocompressor was run without any condensation by 
maintaining the gases inside the compressor above the dew-point. The downstream 
equipments of the TUD HGRP were very similar to those of the CO2 stripping process. 

6.3. The Improved TUD HGRP: 

The earlier version of the TUD HGRP adopted the same reactor conditions as those of 
the CO, STRP. Such a choice, although feasible to start with, need not be optimal. 
One of the design guide-lines of the CO2 STRP [4] was towards the minimum pressure 
needed to effect the synthesis, and it was not critical in its design to aim for a 
maximum possible conversion. This practice was different from that of Che PR 
processes, for example the MTC process, where It was the maximal conversion that was 
aimed at [5], no matter what pressure was required. There appears to be no reason 
why these two objectives cannot be met simultaneously. 

As a result of such a pursuit, one can increase the reactor pressure and the 
conversion beyond Chose of Che STRP and scill adopt stripping techniques. 
Consequently the stripper heat duty is lover than that of the STRP. Secondly, the 
pressure of the condenser-generated steam can be as high as 7 bar. Thirdly, the urea 
hydrolysis and biuret formation are less severe In the HGRP. 

In addition to the change in reactor operation (i.e. by simultaneously achieving 
a maximum conversion and a minimum bubble-point pressure), the earlier version of the 
HGRP offers further scope for modifications. The improved version, shown here in Fig. 
6.2, has three major changes in the equipment layouC: 
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Fig. 6.2. The improved TUD Hot Gas Recycle 
Process. 

1. The stipper has been made Into a 
stripper-cum-rectifier. 

2. The scrubber botttoms is used as 
a reflux to the strlpper-rectlfler. 

3. The hot gas recycle comprsssor 
is made Into a single stage 
compressor with no aftercooler 

and, 

the stripper pressure Is Increased 
to enable single stage compression 
of the recycle gas [6]. 

Various operating parameters of the 
process will be described in the 
subsequent sections in detail. As a 
result of these changes, the water 
to carbon dioxide ratio In the 
reactor feed can be brought down to 
values around 0.2. 

6.4. Basis for the pre-design calculations of the Improved TUD HCRP: 

In order to explain the design philosophy of the Improved TUD HCRP, a base case 
with the following details/assumptions Is taken here as an example. 

The plant capacity - 1800 tonnes/day (- 75 tonnes/hr - 1248.81 Kmoles/hr). 
The purity of C0 2 entering the plant - 98.0 mole X. 

' The composition of Che inerts entering the plant along with C02: 
H2 - 1.7280 Ï 
N 2 - 0.2496 I 
Ar - 0.0185 Ï 
CH4 - 0.0039 X 

The purity of NHj entering the plant - 99.87 molel. 
The composition of the inerts entering the plant along with NH-j: 

"2 

»2 
Ar 
CH. 

- 0.0530 X 
- 0.0163 X 
- 0.0062 X 
- 0.0545 X 

Projected specific consumption of C0 2 - 0.75 
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The required C02 feed (100X pure) - 1278.12 Kmoles/hr 
The required C02 feed (98 X pure) - 1304.20 kmoles/hr. 
Projected specific consumption of NHj - 0.57 
The required NH3 feed (100X pure) - 2510.13 Knoles/hr 
The required NHj feed (99.87X pure) - 2513.40 Knoles/hr 

The anount of antlcorroslon air added to protect the stripper, the condenser and 
the reactor Is assumed to be 4.16 X of the nolar feed rate of CO,. 

The anount of antlcorroslon air - 54.24 Knoles/hr 
Total lnerts entering the stripper - 80.32 Knoles/hr 
The purity of C0 2 feed entering the stripper - 94.09X 

Based on an Inert balance and assuming the inerts to be insoluble In all the 
liquid streams of the reactor, the stripper, the condenser and the scrubber, one can 
fix the following. 

The amount of Inerts leaving the scrubber - 83.59 Kmoles/hr 
The composition of the Inerts leaving the reactor - 10 mole X (assumed). 
The approach to equilibrium in the reactor - 0.96 (assumed). 
The liquid to feed nole ratio inside the reactor - 0.9 (assuned) 

6.5. Fixing the reactor conditions: 

Now consider the system of NHo-COo-lUO at the reactive bubble point (RBP) 
equilibrium with urea being present as a species. The system being ternary, both the 
bubble-point pressure (p ) and the conversion to urea ( x ) at the bubble-point can 
be expressed In terms of L (- the molar ratio of NHj to C0 2 in the liquid phase), U 
(- the molar ratio of H20 to C0 2 in the liquid phase) 8nd temperature (9 in Celclus 
or T In Kelvin). Thus: 

x - X (6,L,U) (eq. 6.3) 
p* - P (e.L.W) (eq. 6.4) 

Through a systematic experimental programme on urea conversions, Inoue et al [7] 
established the function X to be unimodal vith respect to temperature (I.e. with one 
extrenum) and not monotonie as suggested by the earlier authors [8]. In other words 
for a given L and W, the conversion is maximum at one temperature. This condition may 
be called the (0-x) max condition. 

-»x/ae-ax (e,L,u)/ae- o (eq. 6.5) 
Likewise, Lemkowitz [3) established the unimodal character of the bubble- point 

pressure with respect to L for a given 9 and W. This condition may be called the 
(p -L) min condition. 
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-&p*/BL - 3 p (e,L,W)/aL - O (eq. 6.6) 
Rearranging (eq. 6.5 and eq. 6.6) we ge t . 

e « a x - e< L - w > C«q- 6-7) 
Lopt - t (0.W) (eq. 6.8) 

The novelty of the present approach Is In simultaneously satisfying the above 
two equations. In other words, for a given W, the Intersection of (eq. 6.7 and eq. 
6.8) will exhibit the maximal conversion at the minimal bubble-point pressure; 
and the intersection values are the corresponding optimal L and Ö . 

To get these intersections, one has to resort to the data collected by the 
earlier researchers [3,7,11,13], the interpretation of which is problematic due to 
the different bases of the data collections. 

6.5.1. The Clbbs and Duhem problems: 

There are two types of situations in thernodynamlc modelling of phase equilibria 
(with or without the interaction of reaction equilibria). They are: 

1. Given a minimum of information about the unit sized extensive phase 

properties (for example per unit mass or per unit mole) or the Inten­
sities (like p and T), finding the remaining Information about all the 
phases and the total system. This problem is called an equilibrium 
problem. One may also call It a Cibbs problem. 

2. Given a minimum of information about the unit sized extensive properties or 
the intensities of the total system at equilibrium, finding the distri­
bution of the components among all the phases and all the specific 
extensive phase properties. Since as yet no formal name is given to this 
problem in the literature, the author proposes to call it an equilibrium 
distribution problem or a Duhem problem. In the distillation parlance, 
analogous problems are called flash problems. 

Both problems have relevance to the experimentation or prediction of phase 
equilibria. In fact, the Duhem problem is just an extension of the Glbbs problem with 
the inclusion of material balances. The Glbbs problem Is governed by the phase rule 
and the Duhem problem by Duhem's theorem. 

In the Glbbs problem of the ternary vapour-liquid equilibria, three sets of 
Independent variables have been chosen traditionally. They are: 

1. (p.T, concentration of one species in any one phase) 
2. (f 0hase,T' c o n c e n t r a t * o n o£ one species In any one phase) 
3. (T, concentrations of two species In any one phase) 
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For the Duhem problem, It Is necessary to specify the gross compositions and two 
other variables (i.e. the Intensities or the unit sized extensitles of the total 
system). Usually either ( p,T ) or ( f R C O B S ' T J a r e specified. f g r o s s is called 
the loading density or the charge density in urea literature. 

The reactive VLE of urea synthesis has been treated as a Glbbs problem by Inoue-
Otsuka [7] and Lemkowltz [3], while Frejacques [8], Baranskl-Fulinskl [9], Effremova-
Leontiva [10] and Gorlovskli-Kucheryavyl [11] treated It as a Duhem problem. Durisch 
[12] treated the system as a Duhem problem for experimentation and a Gibbs problem 
during modelling. 

So much ground-laying on characterising the problems is necessary here due to 
the often observed apparently conflicting arguments In the urea llterture. These 
conflicts were especially persistent because, the system being a reactive ternary 
one, the maximum number of variables to be set both for the Gibbs and the Duhem 
problems was equally four (I.e. valid for a single phase). Such conflicts could have 
been avoided if only the basic premises and the variables selected were clearly set 
forth by the various researchers In their articles. 

6.5.2. The (6-x) max condition: 

There are mainly three sources of data regarding the urea conversions. The first 
is due to Kawasuml [13] and the second Is due to Inoue et al [7]. Both of them 
analysed the liquid phase directly with respect to the NHj, CC^, urea and H^O. The 
third set of data collected by Gorlovskll et al [11] Is on a different basis, namely 
the overall compositions, and hence cannot be coupled with the above due to reasons 
mentioned in the earlier paragraphs. 

In their earlier publication pertaining to a Duhem problem, Gorlovski et al 
[11a] presented the conversion (x) to urea in the liquid phase as a function of the 
gross (NH^l/ICO^l ratio (one may call it L 0), the gross (H^OJ/ICOj) ratio (WQ), the 
pressure (p in atm) and the temperature ( 9 in °C). The reported regression 
expression (eq. 6.9) was claimed to represent their data well. 

x - 34.28*Ln - 1.77*L(,2 - 29.3*Vn + 3.699*1^**0 + 0.9129*9 - 0.07482*6*1,) 
- 5.395*10"6*83 + 0.0O2293*p - 112.1 in X (eq. 6.9) 

Almost simultaneously Inoue et al [7] treated the urea conversion problem as a 
Glbbslan one and obtained a regression expression for the urea conversion with three 
variables, namely 9, L and W of the liquid phase (see eq. 6.10). Their expression 
was claimed to fit their data well. They also made a passing remark that the 
Gorlovski's expression predicted less conversions in comparison with their data and 
that the inclusion of p as a variable is unnecessary. This apparent confusion of 
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comparing the data with different bases (i.e., the one based on (0,L,V) and the other 
based on (0,LO, U0,p)) was quite unfortunate. 

x - (0.2616*L - 0.01945*L2 + 0.0382*L*V - 0.116*W - 0.02732*L*( 9/100) 
- 0.103*U*<©/100) + 1.64*(9/100) - 0.1394(9/100)3 - 1.869)* 100 X <eq. 6.10) 

In a further article [lib], not clarifying the confusion made earlier by Inoue 
et al, Gorlovskl et al apparently combined their data with those of Inoue et al [7] 
and also those of Kawasumi [13] and presented a new expression (eq. 6.11) claiming to 
better the earlier two expressions. In the new expression there was no term involving 
pressure. Does this treatment mean that their raw data have been recalculated and 
brought to the same basis as those of the Japanese data ? It is not at all clear from 
their article as to whether the confusion has been eliminated or compounded. 

x - 94.31*L - 139.9*L05 - 4.284*L2 - 26.09*W + 2.664*L*V + 1.54*9- 0.09346*9*L 
-1.059*10"5* 9 3 - 97.82 in X (eq. 6.11) 

Given these circumstances and unless clarified by the authors, the data and the 
regression expressions due to Gorlovskl et al have to be separated from the other 
Investigations. This leaves the Inoue expression which does not cover the low L 
values. Also a fresh regression of the Inoue data together with those of Kawasumi, by 
considering only those terms suggested by Inoue et al, brought out the statistical 
insignificance of two coefficients in the Inoue et al expression, namely the V and L8 
terms. On the contrary, the inclusion of these two terms appears essential to meet 
the experimental trend. The correlation coefficient of the reworked Inoue expression 
is 0.9765 with a standard error of 1.7436 and a Fisher's variance ratio of 99.92. 

In addition to their regression expression, Inoue et al presented six major 
trends of urea conversion behaviour which have also been corraborated by Kucheryavyi 
et al. Any regression expression or a model which is developed to describe the urea 
conversion data has to meet the following observed trends. 

1. ftx/ZQ at constant L and U is zero at one temperature. 
2. 6 o a x decreases with Increase in L at constant W. 
3. 9 m a x decreases with increase in U at constant L. 
4. } x/5L is negative in the range considered. 
5. 8 i/oï is positive in the range considered. 
6. ? X / J W 3 9 is negative in the range considered. 

Satisfying these trends, the following regression expression (eq. 6.12) was 
developed by the present author to fit the data due to Inoue et al and the data due 
to Kawasumi. The correlation coefficient Is 0.9938 and the standard error of the 
estimate is 1.6281. The Fisher's variance ratio Is 460.48. Except for the W2 and L*9 
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terms, the coefficients are more than 99.5X significant. The W tern Is significant 
up to 95Z and Che L*0 term Is significant up co 85X. 

x - 332.597855 - (613.260744 + 1.56785865 L + 9.08425388 W)*(0/1OO) 
+ 395.261578 (0/1OO)2 - 81.0783052 (9/100)3 + (27.9503989 + 140.179398H)*L 
- (163.692296 W + 29.8978319 L - 4.48784208 W)*W (eq. 6.12) 

Now Che maximum conversion temperature Is obtained from the following equation: 

B 2 " 3- 2 5 0 0 3 9 8* 8max + 2.5212693 + 6.44586*10"3*L +0.0373476*W - 0 (eq. 6.13) 

The calculated 8aax for various L and U are presenCed In Table 6.1 and also 
marked In Fig. 6.3. 
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Fig. 6.3. The 6-1 optima obtained from (9-x) max and (p -L) mln conditions. 

Table 6.1. The calculated maximum conversion temperatures in ° C 

for various L and W. 

W 0.0 
L 

2 

3 

4 

5 

6 

7 

195.1 

194.1 

193.1 

192.0 

190.9 

189.8 

0.2 

194.0 

192.9 

191.9 

190.7 

189.6 

188.4 

0.4 

192.8 

191.7 

190.6 

189.4 

188.2 

186.9 

0.6 

191.5 

190.4 

189.2 

188.0 

186.7 

185.3 

0.8 

190.2 

189.0 

187.8 

186.4 

185.1 

183.6 

1.0 

188.8 

187.6 

186.2 

184.8 

183.3 

181.7 
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6.5.3. The (p -L) min condition; 

The bubble-point pressure of the NHo-COj-t^O system at chemical equilibrium has 
been studied by Kawasual [13], Lemkowltz [7] and Gorlovskii [11]. The minimum found 
In the bubble-point pressure with respect to L both in the physical and the chemical 
equilibria is attributed by these authors to the formation of the compounds like 
the ammonium carbamate, ammonium bicarbonate and ammonium carbonate, which are rela­
tively non-volatile compared to NHj and CO2. For our purpose, the p -L data given by 
Lemkowltz are Interpolated at various W-values and are presented in Figures 6.4 to 
6.7. For comparison, the bubble-point curve at 180° C calculated with the aid of the 
Durlsch model [12] Is also represented in the figure for W-0.2. Further In the 
figures 6.4 to 6.7, the minimal bubble-points at various temperatures but at a single 
W are connected by dotted curves. It should be mentioned that the x - co-ordinate of 
the figures 6.4 to 6.7 Is in terms of the mole fraction of 2NHj. Lemkowltz accounted 
the ammonia moles In terms of 2NHo for symmetry reasons In his model. However, such 
2NH-. mole fractions can be refered back to the L values mentioned in this chapter. 

Now if the 8-L optima obtained from the (O-x) max condition and from the (p -L) 
min condition are plotted together (See Fig. 6.3), the intersection points meeting 
both the conditions can be obtained. Such Intersection points given in Table 6.2 are 
the ones suitable for choosing the reactor conditions. 
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The optimal L and 0 O D C for each W are also plotted in Fig. 6.8. and the 
conversions x and the bubble-point pressures p are plotted against the optimal 
values of 8 t in Fig. 6.9 and Fig. 6.10. 

Table 6.2.Optimal reactor conditions for each U 

opt opt P opt 
in ° C in bar 

5equil 

0.0 

0.2 

0.4 

0.6 

0.8 

2.91 

3.04 

3.06 

3.08 

3.10 

194.2 

192.9 

191.6 

190.5 

188.9 

160.0 

154.5 

148.2 

142.8 

135.9 

77.32 

72.61 

67.80 

63.46 

59.58 

For a W of 0.4, which is normally prevailing in the stripping processes, the 
optimal L and 6 works out to be 3.06 and 191.8° C. In comparison with these values, 
three stripping processes have their reactor conditions as follows: 
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opt 
Stanlcarbon CO2 s t r ipp ing process [14) 2.95 to 3.1 
Mitsul-Toatsu ACES process [15) 4.00 
Technlmont IDR process [16) 4.00 
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6.5.4. Calculation of the reactor composition: 

The pressure determined by the above graphical procedure is only the bubble 
point pressure of the NHj-CI^-l^O systen with the equilibrium concentration of urea. 
However, in actual practice, there are lnerts like nitrogen and methane, and also 
hydrogen coning along with the raw materials ammonia and carbon dioxide. Further it 
is usual to Introduce air in small ammounts to the stripper, (which will further 
serve in the condenser and reactor) as a corrosion protection measure. Consequently, 
the partial pressure of the inerts in the reactor can be substantial. Also the 
complete thermodynamic equilibrium may not be reached inside the reactor in actual 
practice. Hence there will be a vapour-liquid separation inside the reactor. In order 
to estimate the actual vapour-liquid composition prevailing in the presence of 
lnerts, the model due Lemkowitz [7] is employed here with suitable modifications. 

The modified model can be described by the following definitions/equations. 

moles of urea in the liquid ■» x 
moles of H20 in the liquid - x + U 
moles of free CO2 in the liquid - c 
moles of free NH3 In the liquid - L - 2 + 2c 
moles of carbamate in the liquid - 1 - x - c 
total liquid moles - L + x + W + 2 c - 1 
mole fraction of C0 2 In the liquid - x^ - c / (L + x + W + 2c - 1) 
mole fraction of NH3 In the liquid - x2 - (L - 2 + 2c) / (L + x + W -f 2c - 1) 
mole fraction of H20 In the liquid - x3 - (x + W) / (L + x + W + 2c - 1) 
mole fraction of urea in the liquid - xft - x / (L + x + U + 2c - 1) 
mole fraction of carb in the liquid - x 5 - (1 - x - c) / (L + x + W + 2c - 1) 
Henry's constant for C0 2 - Hc - (0.92/0.9869) * (60 * T - 23389) bar 
Vapour pressure of NH3 - p n - (1.0287/0.9869) * 10*(5.361 - 1345/T) bar 
Vapour pressure of H20 - p u - (1/0.9869) * 10"(6.075 - 2256/T) bar 
Urea formation constant - K2 - 1.37 * 10'(2367/T - 3.392) 

Phase equilibria: 

mole fraction of C0 2 in the vapour - y^ - (Hc/P) * Xj (eq. 6.14) 
mole fraction of NH3 in the vapour - y2 - (pn /P) * x2 (eq. 6.15) 

mole fraction of H20 in the vapour - y3 - (pv /P) * X3 (eq. 6.16) 

Vapour phase normalization conditions: 

mole fraction of inerts in the vapour - y, - 1 - (y, + y2 + y,) (eq. 6.17) 

Reaction equilibria: 

x * (x + U) * (L + x + U + 2c - 1) - K2 * (L - 2 + 2c) 2 * c (eq. 6.18) 
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x - 332.597855 - (613.260744 + 1.56785865 L + 9.08425388 W)*(e/100) 
+ 395.261578 (B/100)2 - 81.0783052 (9/100)3 + (27.9503989 + 140.179398W)*L 
- (163.692296 W + 29.8978319 L - 4.48784208 W)*W (eq. 6.12) 

Solving the above set of equations along with the mass balances would yield the 
vapour-liquid composition for a given feed composition at a set pressure and tempera­
ture. (The software used for this purpose Is given in Appendix B.) 

Initially to tune the model, two parameters, K2 and p n , were adjusted so that 
the predicted bubble-points (with no Inerts being present) closely matched the 
graphically read data due to Lemkowitz. Once the tuning was achieved, the tnerts 
content in the feed and the reactor pressure were varied until the liquid to molar 
component feed ratio was 0.9 and the mole fraction of the inerts In the vapour phase 
0.1. Also the approach to equilibrium was considered to be 0.96. These three values 
(mentioned earlier in section 6.4 as assumed) appear to be reasonable in view of the 
similar reactor conditions prevailing in stripping processes. The calculated optimal 
reactor conditions are as follows: 

Reactor pressure 
Reactor temperature 
NHj/COo ratio in the reactor feed 
HJO/COJ ratio in the reactor feed 
Inerts/C02 ratio In the reactor feed 
Approach to equilibrium 
Equilibrium conversion in the liquid phase 
Liquid to feed ratio in terms of components 
Liquid component composition: 

y 
carbon dioxide 

y 
"ammonia 
Xwater 

Liquid species composition: 
xcarbon dioxide 
xammonla 
"water 
"urea 
xcarbamate 

Vapour composition: 

^carbon dioxide 
vammonia 
^water 
vinerts 

169.3 bar 
192.9°C 
3.04 
0.2 
0.042 
0.96 
0.7237 
0.9009 

0.2366 
0.7150 
0.0484 

0.0082 
0.3606 
0.3028 
0.2339 
0.1028 

0.2059 
0.6630 
0.0311 
0.1000 
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One other parameter to be fixed is the split of fresh ammonia to be fed to the 
reactor and to the condenser. Choosing the fresh ammonia split Is related to the 
autothermlc operation of the reactor. In other words, a minimal fraction of feed 
ammonia has to be sent to the reactor in such a way that the heat released by 
carbamate formation approximately matches the heat required for urea formation inside 
the reactor. (Here the heat of solution of ammonia Is neglected due to the lack of 
precise enthalpy models). Autothermlc operation also means that a certain amount of 
CO2 fed through the recycle stream from the condenser has to be in the free form. 
This requirement further implies that the liquid to feed ratio of the condenser 
largely detemines the design fresh ammonia split. 

6.6. Fixing Che condenser conditions: 

Having fixed the reactor conditions except the fresh ammonia split, one may move 
to the condenser operating at a pressure slightly higher than that of the reactor. 
This increase in operating pressure is mainly to take care of the pressure drop due 
to flow. In the present analysis, for all cases considered, the pressure drop between 
the condenser and the reactor is taken to be 0.5 bar. Further denoting the condenser 
pressure as p c and considering the condenser to have attained a fast equilibrium 
(i.e. only carbamate formation with no urea formation), one may proceed with a 
distribution problem relevant to the high pressure condenser. The model employed here 
was developed by Durisch [12]. 

Taking a reference pressure of 100 bar and 170°C, Durisch considered the change 
In the liquid non-idealities around the vicinity of the reference point to be 
minimal, leading to the neglect of activity coefficients. The models similar to that 
of Durisch have been recently termed as local models and are very much preferred In 
flowsheeting programs In view of the repeated need for iteration calculations [23]. 
Durisch expressed the reactive VLE through equilibrium constants based solely on 
pressure and temperature. Also he approximated the gas phase behaviour through a 
truncated virlal coefficient equation. The model as applied to the present case will 
be as follows:(See also Appendix B.) 

y i - Qj**! (eq. 6.19) 
y2 - Q2*x2 (eq. 6.20) 
y3 - Q3*x3 (eq. 6.21) 
x5 - K1*x1*x2

2 <•<!• 6-22> 
X J + X 2 + X J + X 5 - 1 (eq. 6.23) 

yi+v2+v3 " l < e <>- 6 2 4 ) 

Also there are mass balances In terras of the component mole fractions: 
NL*(X1-Y1) - NF*(Z1-Y1) (eq. 6.25) 
NL*(X2-Y2) - NF*(Z2-Y2) (eq. 6.26) 
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Now in the simplified flowsheet shown In Fig. 6.2, both the liquid and gas 
streams of the condenser are sent to the reactor instead of just a liquid stream. 
Hence the ratio W has to be the same as the ratio Zj/Z^, where Zj and Z, are the COj 
and H^O feed compositions to the condenser. Accordingly with p set as above and for 
a given W, the above set of equations can be solved for various L (l.e the ratio 
existing at the condenser feed) at temperatures between the bubble- and dew-points, 
and in each case the component mole ratio of N,/Np can be calculated. The results 
thus obtained for W - 0.2 are plotted in Fig. 6.11. 

It can be observed from the figure that there is a specific LQ against which one 
can get a maximum Ni/Np value at each temperature, if such maximum Ni/Np points are 
connected, then one gets the maximum Nj/Np curve shown In Fig. 6.11. Such maximum 
NjyNp imply the greatest amount of heat one can obtain due to condensation at a 
particular temperature and still end up with a vapour-liquid mixture (which can be 
sent to the reactor to enable autothermic operation). There is a further interpreta­
tion of the so-called maximum N[_/Np curve. As seen from the figure, the maximum Lg 
one can ever have in the condenser feed and still hope to get the maximum heat 
transfer is 3.21 and the corresponding temperature is 177°C. Now what does this 
assertion imply 7 Supposing one chooses any temperature other than 177°C, then the 
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Fig. 6 .11 . Molar ratio "r / t fr vs Lr at W - 0.2 and at various temperatures. 
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maximum possible Lg values and maximum N^/Np values are Halted. Hence the best 
choice for the condenser temperature has to be 177°C. (One can compare this choice 
against the binary azeotropic temperature 168° C at the equilibrium pressure of 155 
bar. In the earlier TUD HGRP, the condenser temperature was chosen to be 167° C.) 

Now coming to the choice of LQ, a value of 3.21 can never be chosen in the 
present design since the reactor feed has an L value of only 3.04. Even a value of 
3.04 cannot be fixed, since it would otherwise mean that fresh ammonia is not added 
to the reactor - a situation not so desirable for operabllity and control reasons. 
Hence further low Lg values are to be tried and in each case both the the condenser 
and reactor models are to be solved simultaneously until one achieves an autotheraic 
operation of the reactor. In the present case, a value of 2.76 for L-. appears 
adequate. (Compare this value against the binary azeotropic L,- of 2.45 at an equili­
brium pressure of 155 bar.) The value of 2.76 also means that 0.22 of the fresh 
ammonia (I.e. 552.95 kmoles/hr at 99.871 purity) is to be sent to the reactor and the 
rest (i.e. 1960.45 kmoles/hr at 99.87X purity) to the condenser. Since this calcula­
tion has neglected the heat of solution of ammonia, the final result has to be 
considered only as approximate. A rigorous calculation of the enthalpy balance can be 
carried out to determine the precise value of the ammonia split, if and when enthalpy 
aodels are available. 

Proceeding with the above calculation, the total flow rate of the recycle stream 
(comprising both liquid and gas) is estimated to be 7882.03 kmoles/hr. 

The calculated condenser inlet component compositions are: 
C0o concentration in the condenser feed •- 0.2500 
NHi/COa ratio (Lc) In the condenser feed 
H20/C02 ratio (U) In the condenser feed 
Inerts/COo ratio in the condenser feed 
Liquid phase component composition: 

Liquid phase species composition: 

1 

co2 
NH3 
H20 
Free 
Free 
H20 

co2 
NH3 

Carbamate 
co2 
KHj 

-
-
-
-
-
-
-
-
-
-
-
-

2.76 
0.2 
0.0421 
0.2376 
0.7035 
0.0589 
0.0157 
0.4529 
0.1089 
0.4228 
0.2999 
0.6331 

Vapour phase composition: 

H20 - 0.0138 
Inerts - 0.0532 

Liquid to feed ratio In terms of component moles - 0.8022 
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As a result, the vapour feed rate from the compressor Is calculated to be 
5921.58 Kmoles/hr. If the inerts component flowing (at a rate of 80.32 kmoles/hr) 
along with the vapour is subtracted from the compressor feed rate, the inert-free-gas 
flow rate la 5841.26 Kmoles/hr (i.e. 1.6226 kmoles/sec). 

Similarly, after subtracting the amount of fresh ammonia added to the condenser 
feed, one can calculate the molar composition of the inert-free gas flowing through 
the compressor as: CO -- 0.3372, NHj -- 0.5954, H20 -- 0.0674. Now if the compressor 
feed gas is not to condense anywhere inside the compressor and the transfer pipe 
lines, its temperature should always be above the dew-point of the gas mixture at any 
point inside the compressor. In Fig.6.12, the dew-point curves of the compressor feed 
gas with inerts or without inerts (which are calculated through the earlier condenser 
model) are plotted. Repeating the argument just given, the gas flowing through the 
compressor (including at Its inlet) should have pressure and temperature values above 
these curves (i.e in the non-condensing region marked In the figure). 

6.7. Fixing the recycle compressor conditions: 

With the allowable range of pressure and temperature at the compressor inlet 
fixed, one further moves to the compressor calculations. Here, in view of the 
tediousness of the calculations, only the power consumed for compressing the inert-
free gas is calculated. Assuming Dalton's law of partial pressure to be valid for 
the inerts, the discharge pressure corresponding to the Inerts free CO2-NH3-H2O gas 
mixture is calculated to be 167.5 bar (i.e. with a total pressure of 169.8 bar). 
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Fig. 6.12. Fixing the suction condition of the hot gas compressor. 

a. The dew point curve of the compressor feed gas with Inerts. 

b. The dew point curve of the compressor feed gas without Inerts. 

c. Calculated suction curve for a discharge of 167.5 bar, 230°C. 

d. Calculated suction curve for a discharge of 167.5 bar, 220°C. 
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The first aspect one has to look Into, concerning the process design of a 
centrifugal compressor, is that relating to the Units posed on the discharge tempe­
ratures. It is reported as a design guideline (17) that the discharge temperature of 
centrifugal compressors Is normally set to 190° C unless the process conditions 
demand lower discharge temperatures. Also the maximum possible discharge temperature 
is reported to be 230° C. If high discharge temperatures are desired, then additional 
care has to be taken in the mechanical design of the compressor. In the following, we 
consider just two different discharge temperatures, namely 230 and 220° C. 

Firstly, one needs to fix at least three variables in addition to composition 
for a complete specification of a compressor. In the present case, the discharge 
pressure is set by the condenser operating condition. The discharge temperature Is 
set by the compressor design guidelines. Hence the remaining variables to be set are 
only the suction pressure and the temperature. As a first case, the discharge tempe­
rature is assumed to be 230° C. Further the polytropic efficiency of the centrifugal 
compressor (which normally depends on the nominal inlet volume flow of the compressor 
and the nominal polytropic head and which usually differs from one compressor 
manufacturer to other) is tentatively assumed to be 0.77. 

Now assuming trial values of inlet pressure and temperature, the inlet and 
outlet compressiblIties and enthalpies of the process gas are calculated. From these 
values, the polytropic Index is defined by the following expression [17]. 

n/(n-l) - H_* (H2 - Ht) / R / (Z2 * T 2 - Zx * Tj) (eq. 6.27) 

where n is the polytropic Index, n Is the polytropic efficiency, H is the enthalpy, Z 
the compressibility and T the temperature in Kelvin. The suffix "1" denotes the 
suction conditions and "2" denotes the discharge conditions. With this value of n, 
the discharge pressure is calculated by the following equation: 

P2 - Px * ((Z2 * T2) / (Zt * T ^ ) "A"" 1) (eq. 6.28) 

For each suction pressure and temperature assumed, the discharge pressure calcu­
lated by the above equation has to match the earlier assumed value (namely, 167.5 bar 
for the inert-free gas). Otherwise, a new set of suction pressure and temperature is 
assumed. By such trial and error calculations, a curve relating the suction pressures 
and temperatures for a given discharge conditions (167.5 bar and 230° C) is calcu­
lated and plotted In Fig. 6.12. Similarly another curve corresponding to the 
discharge conditions of 167.5 bar and 220° C is calculated and plotted in the same 
figure. One can now observe that any point chosen on these suction curves but within 
the permissible non-condensing region is an acceptable suction point. One possible 
suction point chosen with a minimum safety margin is the one having co-ordinates of 
97.5 bar and 168.3° C, corresponding to a discharge condition of 167.5 bar and 230°C. 
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Similarly, for the discharge condition of 167.5 bar and 220° C, the minimum safe 
suction condition works out to be 108.5 bar 171.5° C. (See Fig. 6.12.) 

Since the compressor suction pressure Is essentially the stripper pressure, one 
can connect a series of such minimum safe suction points in order to constitute a 
curve defining feasible stripper top condition. In other words, one can use this 
feasibility curve to establish the stripper top temperature, once the stripper 
pressure Is chosen. It is to be emphasized that this feasibility curve is defined for 
the present case only from 97.5 bar (the lowest suction pressure with a single stage 
hot gas compression) to 167.5 bar. The second extreme corresponds to the lsobaric 
stripping case, as practiced In the stripping processes. Now to fix the optimal 
stripper pressure, one has to consider the design of stripper with the objective of 
minimising the energy consumed. 

In the design of stripper, one has to first limit the stripper bottom tempera­
ture to avoid urea hydrolysis and bluret formation. Lacking enthalpy values/models to 
do a detailed enthalpy balance, the only natural course is to limit the bottom 
temperature to a reasonable value between 180 to 185° C (I.e. similar to the ones 
existing in the stripping processes). Here a value of 182.5° C Is chosen. 

Now the calculational procedure Is simple. For each stripper pressure in the 
range of 97.5 to 167.5 bar, the power consumed In compressing the hot gas and the 
fresh CO^ and the energy consumed In the stripper heater are calculated. The pressure 
which gives the lowest total energy cost (I.e. for compression and heating put 
together) Is the optimal choice for the stripper pressure. 

However the implementation of the above procedure Is hampered by the lack of 
enthalpy values to complete the heat balance calculation across the stripper. Hence, 
one has to be satisfied for the present with only the calculation of power required 
for compressing the lnerts-free hot gas and inerts-free wet CO». (See Appendix B for 
the software.) The following results are valid for the case of stripper pressure 
(i.e. the compressor suction pressure) at 97.5 bar. 

The hot gas compressor : 

Assumptions / Input variables: 
The gas handled: lnerts-free hot recycle gas 
The polytropic efficiency : 0.77 
The no. of stages: 1 
The composition of the gas (in mole fraction): 

C0 2 - 0.3372 
NH3 - 0.5954 
H,0 - 0.0764 
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Suction condition: 97.50 bar and 168.3° C 
Discharge condition: 167.5 bar and 230.0° C 
Flow rate through the compressor: 1.6226 kmoles/sec 

The results: 
The calculated power: 3618.0 kv. 

The CO2 compressor: 

Assumptions / Input variables: 
The gas handled: lnerts-free wet C02: 
The polytroplc efficiency: 0.77 
The no. of stages: 4 

The results: 

CO, mole frac. 
Suction temp. In ° C 
Suction pr. In bar 
Discharge temp. In ° C 
Discharge pr. In bar 
Flow rate In kmolea/sec 
Power consumed In kw 

How then does one assess the economic viability of the HGRP vls-a-vls the amply 
proven STRP 7 The answer largely hinges on the energy spent on the stripper heater. 
Ultimately, It was towards providing this answer that the entire program on urea 
research was directed at the Technological University of Delft. In the continuing 
series of reaearch work [3,18], what was accomplished in the present work is only one 
part, namely phase equilibria studies up to 30 bar and 130° C. Only when the work is 
continued up to about 100 bar and 180° C and also only when new studies are initiated 
to estimate enthalpies, can the question of the economic viability of the Improved 
TUD HGR process be answered In an unambiguous manner. Until then, one can only 
speculate on the relative merits of the HGR process over the stripping processes. 

In the meantime, the present author wishes to emphasize that all this knowledge 
of and Insight Into urea technology In general and the HGRP in particular would not 
have been reached but for the consistent application of phase theory and phase 
equilibria measurements together with an Inevitable mix of adequate empiricism. 

stage I 
0.9277 

40.0 
1.02 

178.0 
2.9 
0.3827 

1639.08 

stage II 
0.9744 

40.0 
2.8 

178.0 
8.4 
0.3645 

1600.49 

stage III 
0.9911 

40.0 
8.3 

178.0 
26.1 
0.3582 

1619.79 

stage IV 
0.9972 

40.0 
26.0 
182.50 
97.7 
0.3560 

1710.33 
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APPENDIX A 

THE SOLID-GAS EQUILIBRIA OF THE NHj-COj SYSTEM 

The solid-gas equilibria of a binary system «1th a dissociating compound exhibit 
unusual features, like the occurrence of two gas compositions in equilibrium with the 
solid at constant p and T and the occurrence of an extremum sublimation pressure (or 
temperature) with respect to composition at a given temperature (or pressure). The p-
T diagram of the dissociating compound also exhibits a continuous three phase region 
leading to the occurrence of a maximum sublimation point and a minimum melting point 
instead of a triple point [1J. 

The solid-gas equilibria of the system NH3-C02 also belongs to this class of 
behaviour due to the formation of NH^COONH,, the qualitative aspects of which were 
dealt with earlier In Chapters 2 and 3. In this appendix, attention Is restricted to 
the quantitative determination of the isothermal p-x curves. 

In the literature, the decomposition pressure has been studied by a number of 
authors [2,3,4,5,6]. Also the S-G equilibria have been studied by Brlggs and 
Mlgrldlchlan [5] at low pressures and temperatures with excess NH, and CO,. Thermo-
dynamically the solid-gas equilibria can be described as follows [7): 

<Yn2*yc>**n2*tc>*P3 ~ Kp * « P H V ^ ^ W P - W » <e1- A 1 > 

where y and y are the mole fractions of NH, and CO,, <fn and if are the fugacity 
coefficients of NH3 and C02, p is the total pressure, T is the temperature, K Is the 
equilibrium constant, V is the molar volume of the solid ammonium carbamate, R is 
the gas constant and P s a C is the saturation (i.e. decomposition) pressure at T. 

There are two novel aspects which distinguish the present study from the 
previous ones [ 5,6,9]. The first is the inclusion of the poynting correction in the 
right side of the (eq. A.l) with the nolar volume of the solid NH4C00NH2 (56.57 
ml/mol) given by Adams [8]. The second is the inclusion of fugacity coefficients 
calculated by the Nakamura equation of state [10). The temperature variations of the 
solid molar volume was neglected in this study. As for the Nakamura equation, 
Initially It was found to predict the experimental molar volumes of the NHJ-CO-J-H-JO 
gas mixtures [11] well within 1-2 Z at urea synthesis conditions and hence was 
adopted here to predict the fugacity coefficients. 

Regarding the saturation pressure, Che data due to Briggs and Migridlchian [5], 
Egan et al [6] and a few others [3,4] were critically examined and utilized to yield 
the following relation with a multiple correlation coefficient of 0.9999, an 
estimated error of 0.0115 and a Fisher variance of 836833: 
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P.at - « P ( * 2.30060464 + 3.148766 * log T - 5303.19527 / T ) (eq. A.2) 

The heat of decomposition of NH2COONH4 c a n b e derived fron this expression almost up 
to the maximum sublimation point by the usual means. 

As for K^, its value at each T can be calculated through eq. A.l, with y value 
equalled to (2/3). 

An Interactive program to predict the gas phase NHj mole fractions for a given p and 
T was written for an APPLE II microcomputer. The flow diagram (Fig. A.2) and the 
program listing are given at the end of this appendix. The results of the calculation 
for the temperatures 88.7°C, 90.36°C, 103.36°C. 119.08°C and 128.83°C are given in 
Fig. A.l. The decomposition pressures for these temperatures are: 4.99 bar, 5.41 bar, 
10 bar,20 bar and 30 bar, respectively. 
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a t a r t 

/ input TJ 

I Calculat ion of temperature dependent quan t i t i e s ! 

y n - 2 / 3 
Subroutine for volume estimation 

Subroutine for estimation 

Subroutine for volume determination 
Subroutine for estimation New estimate for y 

Calculation of E, 

Print yn 

/New guess for y / 

No 

Fig. A.2. The flow diagram of the ca lcu la t ion of the S-C equilibria of the 
NHyC02 system. 
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The program listing: 

100 Yt = "Y" 
110 PRINT "DO YOU UISH TO COMPUT 

E S - G EQUILIBRIUM OF THE N 
H3-C02 SYSTEM?" 

120 PRINT 
130 INPUT "TYPE (Y/N) AND PRESS 

RETURN. ";UISH« 
140 IF WISH* = Y* GOTO 500 
150 PRINT "VERY WELL. SEE YOU NE 

XT TIME." 
160 END 
500 PRINT 
510 INPUT "TEMPERATURE IN KELVIN 

?"fT 
515 KK = 3.1693 + (253.17 / T) 
520 NN = 2.6435 + (561.63 / T) 
530 KN = 3.1 + (133.235 / T) 
540 BK = 10 * ( - 1.234 - 4.67E -

05 * T) 
550 BN = 10 * ( - 1.3884 - 1.47E -

04 * T) 
560 CK = 0.0 
570 CN = 0.01 
5B0 PS = EXP ( - 2.30060464 * 3. 

148766 * LOG (T) - 5303.195 
27 / T) 

585 FR = PS / 0.9869 
590 PRINT 
600 PRINT "PS="jPRi" BAR" 
610 R = 0.08205 
620 V = R * T / PS 
630 YN ■ 2 / 3 
635 P = PS 
640 PRINT 
650 PRINT "COMPUTING KP" 
660 GOSUB 2000 
670 PRINT 
680 INPUT "PRESSURE IN 8AR?";PB 
690 P » 0.9869 t PB 
695 V = R * T / P 
700 PRINT 
710 INPUT "YOUR GUESS FOR YN ?"; 

YN 
720 POR J ■ t TO 30 
730 GOSUB 2000 
740 El = (YK * FC02) * (YN * FUNH 

3) » 2 * P A 3 - KP t EXP ( 
56.573913 * (PS - P) / (1000 
t R) / T> 

750 YN = 0.99999 * YN 
760 GOSUB 2000 
770 EX = (YK * FC02) * 'YN * FUNH 

3) * 2 * P * 3 - KP * EXP ( 
56.573913 t (PS - P) / (1000 
* R) / T) 

780 DEP ■ <E1 - EX) / (0.00001 t 
YN) 

790 YN = YN - EX / DER 
800 IF ABS (El) < l.OE - 04 GOTO 

1000 
810 NEXT J 
820 PEM NO CONVERGENCE 
830 PRINT 
840 PRINT "NO SOLUTION FOR YN AF 

TER 30 ITERATIONS" 
850 END 
1000 PRINT 
1010 PRINT "YN="jYN 
1050 PRINT 
1060 INPUT "TRY FOR A NEW GUESS 

OF YN ?"jWISH* 
1070 IP UISH* = Y* THEN GOTO 70 

0 
1080 PPINT 
1090 INPUT "TRY FOR A NEW P AT T 

HE SAME T '";WISH» 
1100 IF WISH» ■ Y* THEN GOTO 67 

0 
1110 PRINT 
1120 INPUT "TRY FOR A NEW T ?";U 

ISH» 
1130 IF WISH* = Y* THEN GOTO 50 

0 
1140 PRINT 
1150 PRINT "SEE YOU NEXT TIME" 
1160 END 
1807 GOSUB 7000 
1824 END 
2000 YK = 1 - YN 
2010 AK = KK * YK + KN * YN 
2020 AN = KN * YK + NN » YN 
2030 A = AK * YK + AN * YN 
2040 B = BK * YK ♦ BN t YN 
2050 C = CK * YK + CN * YN 
2060 GOSUB 4000 
2070 XI = B / (4 * VN) 
2080 Z = (P * VN) / (R » T) 
2100 FC02 =0.0 
2110 FUNH3 = 0.0 
2120 IF YK < > 0.0 THEN GOSUB 

6000 
2130 IF YN < > 0.0 THEN GOSUB 

6100 
2300 IF YN = (2 / 3) THEN GOSUB 

6200 
2400 RETURN 
4000 FOR I = 1 TO 30 
4010 XI - B / <4 * V) 
4020 F « <1 ♦ XI ♦ «XI A 2) - (XI 

- 3)) / ((1 - XI) "3) 
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4030 DF = (2 * (XI " 2) * 2 * (XI 
* 3) - (XI * 4)) / ((1 - XI 

) - 4) 
4040 G = (R t T t F) - (A / (V ♦ 

O ) - (P * V) 
4050 DG = - (B » R * T * DF / B) 

+ (A / ((V ♦ C) A 2») - P 
4060 V = V - (S / DG) 
4070 IF ABS (G) < I.OE - 06 GOTO 

4110 
4080 NEXT I 
40B5 FEU NO CONVERGENCE 
4090 PRINT 
4095 FRINNT"N0 SOLUTION FOR V AFT 

ER 30 ITERATIONS" 
4100 END 
4110 VN = V 
4120 RETURN 
5000 FGI = ((4 * XI - 2 * (XI A 2 

)) / (1 - XI) * 2) * (1 + (B 
I / B) / (1 - XI)) - ((XI '■ 
2) / (1 - XI) * 2) + ((2 * A 
I - A(CI / C)> / (C * R * T> 
) * LOG (B / (B + 4 * XI * 
O ) - (A * CI / (C * R t T)) 
* ((4 * XI) / (B + (4 * XI * 
C))) 

5010 FI = ( EXP (FGI)) / Z 
5020 RETURN 
5500 FGI = ((4 * XI - 2 * (XI A 2 

)) / (1 - XI) A 2) * (1 ♦ (B 
I / B) / (1 - XI)) - ((XI A 
2) / (1 - XI) * 2) - (2 ƒ (R 
* T)) * AI t (4 * XI / B) 

5510 FI ■ ( EXP (FGI)) / I 
5520 RETURN 
6000 AI = AK 
6010 BI ■ BK 
6020 CI = CK 
6050 IF C < > 0.0 THEN GOSUB 5 

000 
6055 IF C = 0.0 THEN GOSUB 5500 

6060 FC02 = FI 
6O70 RETURN 
6100 AI = AN 
6110 BI = BN 
6120 CI = CN 
6150 GOSUB 5000 
6160 FUNH3 ■ FI 
6170 FETUPN 
6200 KP = (YK * FC02) * (VN * FUN 

H3) * 2 * P * 3 * EXP (VS * 
(PS - P) / (1000 * R) / T) 

6210 PRINT 
6220 PRINT "KP="jKP 
6230 RETUPN 
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APPENDIX B 

THE PROGRAMMES USED IN THE PRE-DESIGN OF 
THE IMPROVED TUD HOT GAS RECYCLE PROCESS 

B.l. Introduction: 

As mentioned In chapter 6, the process design of the hot gas recycle loop 
Involves seven major aspects. They are: 

1. The optimal reactor conditions. 5. The scrubber conditions. 
2. The optimal condenser conditions. 6. The stripper conditions. 
3. The hot gas recycle compressor. 7. The overall energy balance. 
4. The CO» compressor. 

Of the above, only the first four could be accomplished in the present work. 
Regarding the remaining three, the design of the scrubber can be accomplished with 
the present knowledge, but It has to wait until the design of the stripper is 
complete. Moreover, the merit of using the scrubber bottom stream as a reflux to the 
stripper- rectifier Is yet to be proved. Similarly, the necessity of transforming the 
stripper (a mere falling film heat exchanger type vessel) to a stripper-rectifier 
(i.e. with multistage contact devices for accelerating mass transport) Is to 
established by trial calculation. All these aspects hinge on an adequate quantitative 
knowledge of the vapour-liquid equilibria of the system NH3-C02-Urea-H20 and of a 
liquid phase enthalpy model of the same system. 

In the present appendix, the first programme is related to the determination of 
vapour-liquid separation In the reactor and condenser. This programme can easily 
handle the presence of lnerts. Also the subprogramme meant for the condenser can be 
easily modified to find out the dew point of any given CO2-NH3-H20 mixture. Similarly 
one can use it to find out the equilibrium ridge point of the ternary system (as was 
mentioned In chapter 3). 

Further, the last programme included Is an interactive one capable of calcula­
ting the discharge pressure and the power required for compressing the NH3-CO2-H2O 
mixture. This programme utilizes the Nakamura equation of state to calculate the 
specific volume and the compressibilities. As for enthalpy values of pure NHj, pure 
CO9, pure HpO, regression expressions were developed utilizing the values obtained in 
the literature. 
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B . 2 . The programme incorporating Che reactor and condenser models: 

1LIST 

100 PEM FEACTOP MODEL AS PEP LE 
MKOWITZ. 

110 PEM CONVEPSIUN CALCULATED T 
HPOUGH THE 

120 PEM FEGPE5SI0N FORMULA 
130 REM DERIVED BY KPISH 
140 DIM B<3,3) 
ISO DIM ZR(6),XR(6),YP(6) 
160 DIM PP(6),ZC(6) 
170 DIM 0P(3),CR(3) 
180 INPUT "TR '"jTR 
190 INPUT "LR?";LR 
200 INPUT "WR?";WR 
210 INPUT "AR'"jAP 
220 INPUT "PR?";PR 
230 INPUT "EP>";EP 
240 INPUT "EN'";EN 
250 ZR(1) = 1 / (1 ♦ LR 

) 
260 ZPf2) = LR * ZRd> 
270 ZP'3) = WR * ZR<1) 
290 ZP(6) = AP C ZR(1) 
230 T = TR ♦ 273.15 
300 1-2 = 10 * (2367 / T 
310 K2 = 1.37 t K2 
320 PN = f 10 - (5.361 -

) / 0.9869 
330 PN ■ 1.028732 t PN 

* WR » AP 

- 3.392) 

1345 / T) 

3-10 HC ■ (60 * T - 233B9) / 0.986 
350 IE ■ 0.92 * HC 
360 FW = (10 - (6.075 -

) / 0.9869 
370 PW = 1.00 * PU 
380 OPd) = HC / PR 
390 OR(2) ■ PN / PR 
400 0R(3> = PW / PR 
410 LL = 1.00 t LR 
420 WL = 1.00 t WR 
430 IF AR > < 0 THEN < 

2256 / T) 

L = 0.025 

440 I ■ 0 
450 T = (T - 273.15) / 100 
460 I = I + 1 
470 X = (27.9503983 ♦ 140.179398 t 

WL) » LL " (1 / 2) 
480 X = X - (163.692236 ♦ 29.8978 

313 > LL - 4.48784208 * WL) t 
WL 

430 X = X t 335.2G1578 l ! " 2 -
81.0783052 1 1 * 3 

500 X = X - (613.260744 ♦ 1.56785 
865 * LL ♦ 9.08425308 * WL> » 
T 

510 X = X ♦ 3 3 2 . 5 9 7 8 5 5 
5 2 0 X = X I 100 
530 XL - ( (27.9503989 » 140.17933 

8 f WL) * ( 0 .5 ) t LL - ( - 0 
. 5 ) - 23.8378313 t WL - 1.56 
785865 t T) / 100 

540 XW = (140.173338 I I ' ( 0 . 5 ' -
(163.632296 ♦ 29.8978319 * L 
L ) + 2 t 4.4B7B4208 t WL - 3 
.08425388 t T) / 100 

550 X = ER * X 
560 IF AR = 0 THEN I'OSUB 1450 
570 MO = LL » WL * 2 r CL * X - 1 

580 N = 1 ♦ LL + WL 
530 AM = LL * 2 t CL - 2 
600 WT = X + WL 
6 1 0 IF AR = 0 THEN i",OTO 1490 
620 T = CAM ' 21 t CL r K2 - X t 

UT t MO 
630 F l = 4 t AM * CL t l'2 ♦ (AM * 

2 ) * K2 - 2 * X > WT 
640 T2 = 2 t 1-2 t CL t AM - X t ( 

XL t MO) - X 

650 

6 6 0 

670 

680 

630 

700 

710 

720 

WT * (1 * XL) 
L t WT 1 MO 

F3 = - x r (wr r ( i ♦ xw) + 
MO t (1 ♦ XW>> - XW * WT t M 
0 

G = MO t (LL t ZRCU - ZR(2>) 
+ QR(2> f (LL ♦ 2 * CL - 2) 
* (1 - N * Z R d ) ) ♦ O P d ) t 

CL * (N t ZR(2> - LL) 
Gl = 2 t (LL * Z P d ) - ZR(2D 

* 2 t QP(2) t (1 - N * Z P d 
) ) + Q P d ) t (N t ZR(2) - LL 
) 

♦ XL) * (LL * Z P d ) -
♦ MO t Z R d ) + QRC2) * 

(1 - N t Z R d ) ) + 0R(2> t AM 
t < - ZRU>) ♦ ORd> » CL * 

(ZR(2) - 1) 
XW) t ' LL t Z P d ) -
0R(2) t AM 1 ( - ZR 

( 1 ) ) * O P d ) » CL t (ZP(2»1 
I I = d - N * ZPd>> t «MO - ' 

O P d ) t CL ♦ 0P(2) r AM ♦ OP 
(3) t WT)) - ZPi6> t «MO - 0 
P ( l ) t N * CL) 

HI = d - N t Z P d ) ) » 12 - ( 
O R d ) 0 2 * 0P(2> ' ) - ZP(6> ► 
«2 - OR( l ) t N) 

H2 = ( - Z P d > ) r (MO - «OPd 
> * CL ♦ 0P(2) t AM ♦ 0R'3> t 
WT)) ♦ «1 - N t Z P d ) ) r (1 * 
XL - (QR(2) ♦ l?R(3) t XL>) -
ZR(6) I ( 1 * XL - 0 P ( D t CL 
) 

G2 = (1 
ZR(2)> 

G3 = d 
ZR(2>> 
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730 H3 ■ ( - Z P U ) ) t m o - iQP'1 
) * CL ♦ QR<2> * AM * QR(3> r 
MT)) + d - N * ZPU>) * (1 + 
XU - QR(3) t (XH ^ 1)> - ZRC 
6) * (1 ♦ XM - QR(1) * CL) 

7-10 B(l,l) = G2 * H3 - 133 * H2 
750 B(l,2) = G3 t Hl - Gl * H3 
760 8(1,3) = Gl * H2 - G2 * Ht 
770 B(2,1) = H2 * F3 - H3 * F2 
780 B(2,2) = H3 t Fl - Hl * F3 
790 B(2,3) =■ lil * F2 - 112 * Fl 
800 B(3,1) = F2 * Q3 - F3 * Q2 
810 B(3,2> = F3 * Gl - Fl * (33 
820 B(3,3) = Fl * G2 - F2 t Gl 
830 D = Fl t B(l,l) ♦ F2 * BC 1,2) 

♦ F3 * BC 1,3) 
840 CL = CL - CBCl.1) t F + BC2,1 

) * G + BC3.1) * H) / O 
850 LL = LL - CBC1.2) * F ♦ B(2,2 

> * G + 8(3,2) * H) / D 
860 ML = HL - CBC1.3) * F + BC2.3 

) * G * 8(3,3) * H) / D 
870 IF < ABS (F) + ABS (G) + ABS 

CH)) < IE - 06 THEN GOTO 90 
O 

880 IF I > 50 GOTO 1430 
B90 GOTO 460 
VWO XRCU ■ CL / MO 
910 XRC2) = AM / MO 
920 XRC3) = MT / MO 
930 XRC4) =■ X / MO 
940 XRC5) = Cl - X - CR) /MO 
950 YRC1) = HC * XRC1) / PR 
960 YRC2) = PN * XR(2) / PR 
970 YRC3) = PM * XR(3) / PR 
980 YRC6) = 1 - CYRC1) + YRC2) + 

YRC3)) 
990 CRC1) = 1 / N 
1000 CR(2) = LL t CR(1) 
1010 CR(3) = ML * CR(1) 
1020 RR(1) = (ZRU) - YRCD) / CC 

R(l) - YRCD) 
1030 RRC2) = (ZRC2) - YRC2)) / CC 

RC2) - YRC2)) 
1040 RRC3) = (ZR(3) - YRC3)) / CC 

RC3) - YRC3)) 
1050 IF AR > < 0 THEN RR(6) = ( 

YR(6) - ZR(6)> / YP(6) 
1060 IF AP = 0 THEN GOTO 1220 
1070 LM = PRC6) * 110 * 83.5B8731 / 

(ZR(6) * N) 
1080 U =» XRC4) t LM 
1090 ZT = 83.588731 / ZR(6) 
1100 ZK = ZR(1) t ZT 

1110 ZN = ZR(2) t ZT 
1120 ZM =■ ZP(3) * ZT 
1130 RC = ZK 
1140 PN = ZN - EN * (570.0 * 1800 

) / (17.031 * 24) 
1150 PM = ZM 
1160 PI = 83.588731 - 3.2674148 * 

EN 
1170 RT = RC ♦ RN + RH + RI 
1180 ZC(1) ■ RC / RT 
1190 ZC(2) = RN / RT 
1200 ZC(3) = RM / RT 
1210 ZC(6) = RI / RT 
1220 
1230 

1240 

1250 

1260 

1270 

1280 

1290 

1300 

1310 

1320 

1330 
1340 

1350 

1360 

1370 
1380 

1390 
1400 

1410 

1420 
1430 

1440 

PRINT "I ="|I 
PRINT "TR ="jTR; TABC 22) 
"PR ="jPR;"BARS" 
PRINT "RRC1)=";PRC1)| 
22)"RR(2)="jRR(2) 
PRINT "RR(3)="|RR(3)j 
22)"PR(6)=";RR(6> 

TAB( 

TAB( 

PRINT "LM =";LM; TA8( 22) 
«U ="iU 
PRINT "LL =";LL; TAB( 22) 
"ML ="|ML 
PRINT "CL ="jCLj TABC 22) 
"X ="JX 
PRINT "ZR(l)=";ZR(l)i 
22)"ZR(2)="-,ZR(2) 
PRINT "ZRC3)=";ZRC3); 
22)"ZRC6)=";ZRC6) 

TAB( 

TAB( 

PRINT "ZT =";ZT; TABC 22) 
"ZK =",ZK 
PRINT "ZN ="JZNJ TABC 22) 
"ZM =";ZW 
PRINT "PT ="JRT 
FRINT "RI =";RI; TABC 22) 
"RN ="jRN 
PRINT "XRCl)=";XRCl)j 
22)"XRC2)="(XRC2) 
PRINT "XR(3)=";XR(3)J 
22)"XR(4)="jXRC4) 
PRINT "XRC5)="iXRC5) 
PRINT "CRCl)="jCRCD; 
22)"CR(2)="jCR(2) 
PRINT "CR(3)="-,CR(3) 
PRINT "YR(1)=";YRC1); 
22)"YRC2)="jYPC2) 
PRINT "YRC3'=";YRC3)J 
22)"YR(6)=";YR(6) 
GOTO 1640 

TABC 

TABC 

TABC 

TAB( 

TABC 

FFINT "ITRATIONS EXCEEDED"; 
" I="il 
END 
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1450 Ct - <d - QR(2)) / <QR(1) ♦ 
2 * QR(2) - 2)) * LL + ((1 -
0R(3>) / (DR(1) ♦ 2 t QR(2) -
2)) * (X + HL) ♦ ((2 * QR(2> 
- 1) / <0R(1) + 2 * QR(2) -
2)) 

1460 CN ■ (<1 - QR(2>) / (QR(1) ♦ 
2 * 0R(2) - 2)) + ((1 - QR(3 
)) / (0R(I) ♦ 2 * 0Rf2) - 2) 
) X XL 

1470 CU = ((1 - QR(3)> / fQR(l) ♦ 
2 * QR(2) - 2)) * (XU ♦ l) 

1480 PETURN 
1490 F = (AM A 2) * CL » l'2 - X t 

UT * MO 
1500 PRINT "F="jF 
1510 FL = (AM " 2) * CN * K2 ♦ 2 t 

AM * (1 + 2 * CN) * CL t K2 -
X * (XL * MO + UT * <l * 2 * 
CN * XL)) - XL * UT * MO 

1520 FU = (AM '2) * CU * l'.2 ♦ 4 * 
A M * C W t C L * K 2 - X * ((1 ♦ 
XW) * MO + UT * (1 + 2 * CU ♦ 
XU>) - XU * UT * MO 

1530 13 = MO * (LL * ZR(1) - ZR(2) 
) + QR<2) * (LL + 2 * CL - 2 
) * (1 - N * ZR(1)) + 0P(1) * 
CL * (N * ZR(2) - LL) 

1540 PRINT "G=";G 
1550 GL = MO t ZRU) ♦ (1 ♦ XL + 

2 * CN) * (LL * ZRU) - ZR(2 
)) + 0R(2) * AM * ( - ZR(D) 
+ 0R(2) * (1 * 2 * CN) * (I 
- N * ZRC1>) ♦ QRU) * CL * 
(ZR(2) - 1) + QR(1) t CN * ( 
N * ZR(2) - LL) 

1560 GU = (1 + XU + 2 t CU) t (LL 
t ZR(l) - ZR(D) + QP(2) t 
AM * ( - ZR(1>) + QR(2> * 2 t 
CU * (1 - N t ZR(1)> + QP(1) 
* CR t ZR(2) + QRU) * CU * 
(N * ZR(2) - LL) 

1570 UT = FL t GU - GL * rU 
15B0 LL = LL - (F * GU - 6 t FU) / 

DT 
1590 WL = UL - (G r FL - F t 6L) / 

DT 
1600 FPINT "LL=" jLL , "U I .= " ;UL 
1610 IF ADS (F) ♦ ABS (G) < IE 

- 05 THEN GOTO 900 
1620 IF I > 50 GOTO 1430 
1630 GOTO 460 
1640 REM TO FIND THE TOTPI DOE C 

ONDITION 

1650 PEM OF THE NII3 -C02-H20 SYS 
TEM 

1660 PEM BASED ON DUPISCH'S MOD 
EL 

1670 REM ONLY CAPBAMATE REACT 10 
N EOUIL. 

1680 PEM IS CONSIDERED;THERE IS 
NO UPEA 

1690 PEM FORMATION 
1700 FEM MODEL APPLICABLE FOP A 

HIGH PRESSURE CONDENSOR 
1710 DIM XC(6),YC(6) 
1720 DIM aC(3) ,CCI3) ,PC<6) 
1730 INPUT "TC?";TC 
1740 PC = PR + 0 .5 
1750 XC(D = 0.0174 
1760 XCr2> = 0.428 
1770 T = TC ♦ 273.15 
1780 I ■ 0 
1790 OCfl ) = PC * ( - n * EXr i 

43.32522 - 3803.22 / \ * 0 . 0 
0196BB f T - 4.6144 t LOG ( 
T) ♦ 0.345778 t PC / T ♦ 460 
.42 t PC / IT A 21) 

1800 0C(2) = PC * ( - 1) t EXP ( 
55.57294 - 5121.96 / T * 0.0 
01938 * T - 6.5033 * LOG (T 
) - 0.924275 * PC / T + 544. 
84 * PC / (T * 2)) 

1810 0C(3) = PC * < - I) t EXP ( 
60.17097 - 10114.7 / T * 0.0 
00581B t T - 5.7556 * LOG ( 
T) - 0.86031 T FC / T + 714. 
75 * PC / (T * 2 ) ) 

1820 K = EXP ( - 71.20722 * 1289 
6 .3 / T + 7.7504 t LOG CT) * 
0.22960 % FC / T> 

1B30 IF ZC(6) > < 0 THEN GOTO 
2270 

1840 1 = 1 + 1 
1850 F = (QC(1) - QC(3)> t X C ' D ♦ 

(0Cf2) - GC(3>) * XC(2) ♦ (0 
C(3) - I ) - K t QCC3) t XC(I 
) t XC(2) " 2 

1860 F l = (QC(1) - 0 C f 3 ) l - V t 0 
C'3) t XC(2) * 2 

1870 F 2 ■ (0C(2) - Q<:(3>) - 2 t K 
t QC(3) * XC'1> r XC(2) 

18130 A = ZC(2) - 0C<2) t XC<2> 
1890 B = XC(l) * (1 - 0C(1>1 ♦ K t 

XC(1) * XC(2) - 2 « (1 - 2 » 
OC(I) * XC'D) 

1900 C = XC(2) t d - 0C(2>> ♦ 2 * 
K * XC'D * XC<2> - 2 t (1 -
0C(2) I XC<2>) 

1910 D ■ ZC(1) - 0C(1) t XCi1) 
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1920 G = A * B - C * D 
1930 Gl = A * (I - OCrI) ♦ K * XC 

(2) * 2 - 4 t OC(I) ( K t »C 
U) t XCr2) * 2) ♦ QCU) * C 
- D * (2 * K * XC(2) * 2 * 
(1 - QC(2) t XC(2))> 

19-10 G2 = A * (2 * K * XC(1) * XC 
<2) * (1 - QC(1) * XC(1))) -
QCC2) * B - D * (1 - QC<2> ♦ 
4 * K * XC(1) * XC(2) - 6 * 
0C(2) * K * XC(1) * XC(2) * 
2) 

1950 J = Fl * G2 - Gl t F2 
1960 xcu) = xcd) - CF * 62 - 8 i 

F2) / J 
1970 XC(2> = XC(2) - (8 * Fl - F * 

Gl) / J 
1980 IF ( ABS (F) ♦ ABS rG)) < 

IE - 07 THEN GOTO 2010 
1990 IF I > 40 THEN GOTO 2250 
2000 GOTO 1840 
2010 PRINT "CONVERGENCE SUCCESSF 

ULL" 
2020 XC(5) = K * XC(1) * XC(2) " 

2 
2030 XCC3) = 1 - XC(1) - XC(2) -

XC<5) 
2040 YCU> = 0C<1) t XC(1) 
2050 YC(2) ■ 0C(2) t XC(2) 
2060 YC<3) = QC(3) * XC(3) 
2070 IF ZCC6) > < 0 THEN YCC6) = 

J 
20B0 CCC1) = (XCU) + XC(5)) / (1 

♦ 2 * XC(5>) 
2090 CC(2) = CXC(2> + 2 * XC(5)) / 

U + 2 * XC(5)> 
2100 RC(1) = (ZCU) - YCU>) / <C 

C(l) - YC(D) 
2110 RC(2) = (ZC(2) - YC<2)) / (C 

C<2) - YC(2)) 
2120 IF ZC(6) > < 0 THEN RCC6) = 

(YC(6) - ZCC6)) / YC(6) 
2122 LK = RCU) * CCU) * RT * XC 

(5) / (XCU) + XCr5)) 
2124 I'A = LM * rXRr4) + XR<5)) -

LK 
2130 PPINT "I ="[I 
2140 PRINT "PC ■■|PCj TAB( 22) 

"TC =";TC 
2150 PRINT "ZC<l)""jZC(I)J TABr 

22)"ZC(2)="jZC<2) 
2160 PRINT "ZC(3)=";ZC(3); TAB( 

22)"ZC(6)="iZCr6) 
2170 PRINT "YCri)=-;YC(l)j TAB( 

22>"YC<2)=";YCC2) 

2180 PRINT "YC(3)=";YCC3)i TABr 
22)"YC(6)="jYCr6) 

2190 PRINT "XC(!)=-;XCri>; TABr 
22)"XC(2)=";XC(2) 

2200 PRINT "XC(3)=";XC(3>; TABr 
22)"XC(5)=";XC(5) 

2210 PRINT "CC(l)=-;CC(l); TAB( 
22)"CC(2)=- jCC(2> 

2220 PRINT " R C U ) = " ; R C U ) ; TABC 
22)"RC(2)=";RCC2) 

2230 PRINT "RCC6)="jRC<6); TABC 
22)"KA ="|KA 

2240 END 
2250 PRINT "ITERATIONS EXCEEDED" 

2260 END 
2270 1 = 1 + 1 
22B0 J = (0Cr3) - 0C<1)> * XC(1) + 

(QCr3) - QCC2)> * XC(2) ♦ K * 
QC(3) * XC(1) * XCC2) " 2 * 
Cl - QC<3)) 

2290 J l = (QC(3) - QC(!>> + K * Q 
C(3) * XC(2) * 2 

2300 J2 = (0CC3) - 0C(2) ) + 2 * K 
* QC(3) * XCU) * XC(2) 

2310 XCr5) = K * XC(1) * XC(2) * 
2 

2320 A = XCU) + XC(5) - 0 C U ) * 
XCU) * <1 + 2 * XC(5>) 

2330 Al = 1 + K * XCC2) * 2 - QC( 
1) * XCU) * 2 * K * XC(2) " 
2 - QC(1) * U + 2 * XC(5)) 

2340 A2 = 2 * K * XCU) * XC(2) -
OCU) * XCU) * 4 * K * XCU 
) * XCC2) 

2350 B = XCU) + XCr5) - ZCU) * 
U ♦ 2 * XC<5>> 

2360 Bl = (1 + K * XCC2) ~ 2) - Z 
C ( l ) * 2 * K t XC(2) * 2 

2370 B2 = 2 * K * XCU) * XC(2) -
ZCU) * 4 * K * XCU) * XC(2 
) 

23B0 D = XC(2) + 2 * XC(5) - 0C(2 
) * XC<2) X (1 ♦ 2 * XCC5)) 

2390 Dl = 2 t K t XCr2) " 2 - QC( 
2) * XC(2) * 2 * K * XC(2> * 
2 

2400 D2 = 1 t 4 t K * XCU) * XCr 
2) - QC(2) * XC(2) * 4 * K * 
XCU) * XC(2) - ()C(2) t U ♦ 
2 * XC<5>> 

2410 F ■ XC(2) + 2 * XC<5) - ZC(2 
) * U ♦ 2 t XC(5)> 

2420 El = 2 * K t XCr2) * 2 * U -
ZC(2)) 
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2430 E2 - 1 ♦ 4 * K * XC(1> ' XC' 
2) * (1 - ÏC(2)i 

2440 F = ZC«6) f A - J f R 
2450 FI ■ ZC<6> U I - J » B I - J 

1 * B 
2460 F2 = ZC<6> * A2 - J * B2 - J 

2 * B 
2470 G = ZC(6) f 0 - J IE 
2480 Gl = ZC(6) » Dl - J t El - J 

1 * E 
2430 G2 = ZCC6) * D 2 - J * E 2 - J 

2 * E 
2500 JC = Fl * G2 - Gl * F2 
2510 XCU) = XC(1) - (F t G2 - G » 

F2) / JC 
2520 XC<2) = XC(2) - (G t FI - F t 

61) / JC 
2530 IF ( ABS fF) + ABS CB)> < 

IE - 07 THEN GOTO 2010 
2540 IF I > 40 THEN GOTO 2250 
2550 GOTO 2270 

B.3 . The programme Incorporating the compressor power calculations: 

1LIST 

100 
no 
120 
130 

140 
150 

160 
170 

180 
190 
200 

Y* - "Y" 
FPINT "DO YOU WISH TO CALCUL 
ATE THE" 
FPINT 
PRINT "POWER FOR C0MPFES5ING 
THE" 

PRINT 
FRINT "NH3-C02-H20 MIXTUFE ? 

PPINT 
INPUT "TYPE <Y/N> AND FPESS 
RETURN. "jWISH* 
PRINT 
IF WISH* = Y» GOTO 220 
FRINT "VERY WELL. SEE YOU NE 

210 
XT TIME.' 
END 

220 FRINT "FOLYTPOPIC EFFICIENCY 
?" 

230 TPINT 
240 INPUT "TYPE AND PRESS PETUFN 

" jEF 
250 PPINT 
260 PPINT "SUCTION TEMPFAIUFE IN 

KELVIN ■>" 
270 PPINT 
280 INPUT "TYPE AND FPESS RETURN 

"jTI 
290 T = Tl 

300 GOSUB 1150 
310 PRINT 
320 PRINT "SUCTION PRESSURE IN B 

AP ?" 
330 PRINT 
340 INPUT "TYPE AND PRESS RETUPN 

";P1 
350 P = PI 
360 V = 0.083144 » T / P 
370 PRINT 
380 PRINT "FOR WHAT COMPOSITION? 

390 
400 

410 
420 

430 
440 

450 
460 
470 
480 
490 

500 
510 

520 
530 

PRINT 
PPINT "TYrE HIE MIJLFPACTIONS 
IN THIS OPDER." 

PPINT 
FRINT "C02,NH3,H20. DO NOT 0 
MIT THE COMMAS. " 
TPINT 
TPINT "FINALLY FPESS THE PET 
URN." 
PPINT 
INPUT YI'.YN.YH 
GOSUB 1400 
FLASH 
PPINT "COMTUriNG MOLAR VOLUM 
E AT SUCTION CONDITIONS" 
GOSUB 1470 
Zl = IP1 * VN) / (0.083144 r 
Tl) 

VI = VN 
NOPMAL 
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540 HOME : REM CLEAR TEXT AREA 
550 GOSUB 1290 
560 HI = YK t HK + YN * HN + YH * 

HW 
570 PPINT 
580 PPINT "DISCHARGE TEMPERATURE 

IN KELVIN f" 
590 PRINT 
£00 INPUT "TYPE AND PPESS RETURN 

";T2 
610 T = T2 
620 GOSUB 1150 
630 PRINT 
640 PRINT "YOUR GUESS FOR THE DI 

SCHARGE PRSSURE IN BAR?" 
650 FPINT 
660 INPUT "TYPE AND PRESS RETURN 

";P2 
670 J = 0 
680 P = P2 
690 V = 0.083144 * T / P 
700 J =■ J ♦ 1 
710 FLASH 
720 PRINT "COMPUTING MOLAR VOLUM 

E AT THE DISCHARGE CONDITION 
S IN THE " J j f " TH ITERATION" 

730 GOSUB 1470 
740 Z2 = P2 * VN / (0.083144 * T2 

) 
750 V2 = VN 
760 NORMAL 
770 HOME : REM CLEAR TEXT APEA 
780 GOSUB 1290 
790 H2 = YK * HK + YN * HN + YH * 

HW 
BOO AL = EF * CH2 - HI) / 8.3144 / 

<Z2 t T2 - Zl * Tl) 
810 P = PI t ((Z2 * T2) / (Zl * T 

I)) " AL 
820 FRINT "J=";Jj" P=";P 
830 IF ABS (P - P2) < IE - 04 GOTO 

870 
840 IF J > 30 THEN GOTO 1110 
850 P2 ■ (P ♦ P2> / 2 
860 GOTO 680 
870 PPINT 
BBO INPUT "FLOU PATE IN KMOLES/S 

EC ">")Q 
890 PPINT "TOTAL NO. OF ITERATIO 

NS ="jj 
900 FRINT 
910 HP = Zl t (8.3144) * Tl * AL t 

((P2 / PI) * (1 / AL) - 1) 

920 EN = HP / EF * Q 
930 PRINT 
940 PPINT "Vt=";Vl|" LITRES PER 

MOLE." 
950 PPINT "V2="jV2|" LITRES PEP 

MOLE. " 
960 FRINT "Z1»"|Z1 
970 PRINT "Z2»"jZ2 
980 PPINT "Hl="jHl|" JOULES PER 

MOLE." 
990 FPINT "H2=";H2;" JOULES PER 

MOLE." 
1000 FRINT "EF=";EF 
1010 PRINT "HEAT INPUT=";H2 - HI 

1020 PRINT "AL="jAL 
1030 PRINT "Pl="jPI 
1040 PRINT "Tl=";Tl 
1050 PRINT "T2=";T2 
1060 TRINT "F2="jP2 
1070 PRINT "POWER REQUIRED ="jEN 

1080 PRINT 
1090 PRINT "IT IS A PLEASURE TO 

BE OF HELP TO YOU. SEE YOU 
NEXT TIME." 

1100 END 
1110 PRINT 
1120 PRINT "ITERATIONS EXCEEDED" 

1130 PRINT "LAST VALUES AREt" 
1140 GOTO 930 
1150 KK = 3.1693 + (253.17 / T) 
1160 NN = 2.6435 + (561.63 / T) 
1170 HH = 3.1307 ♦ (1161.7 / T) 
1180 KN = 3.1 + (133.235 / T) 
1190 KH = 4.36 + (130.785 / T) 
1200 NH = 2.6948745 + (806.05714 / 

T) 
1210 BK = 10 * ( - 1.234 - 4.67E -

05 * T) 
1220 BN = 10 A ( - 1.3884 - 1.47E 

- 04 * T) 
1230 BH = 10 A ( - 1.5589 - 0.593 

E - 04 * T) 
1240 CK = 0.0 
1250 CN = 0.01 
1260 CH = 0.01 
1270 R = 0.083144 
1280 RETURN 
1290 P = P / 100 
1300 T = T / 100 
1310 HW = 0.460201575 * 60.756880 

2 * (1 / T) - 256.502871 * ( 
1 / T) - 2 * 337.952302 t (1 
/ T) " 3 
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1320 HU - 10000 * HU 
1330 HN = 4.95199701 - 3B.706B896 

* (1 / T) * 3 + 4B.2222936 * 
P / T - 412.211711 * <P / T ' 
2) + 852.784482 * (P / T " 3 
) - 39.088234U * (P * 2 / T) 
* 362.685951 * (P "• 2 / T * 

2) - 856.521985 * 'P * 2 / T 
* 3) ♦ 7.75491513 * <P " 3 / 
T) - 74.256656 * (P * 3 / T * 
2) + 180.693009 * (P * 3 / T 
* 3) 

1340 HN = 10000 * HN 
1350 HK = 7.94521417 - 27.072388 * 

(1 / T) ♦ 41.8004195 * (1 / 
T * 2) - 6.95129876 1 P / 1 * 
58.8530229 * <P / T * 2) - 1 
40.147134 * (P / T * 3) ♦ 2. 
30769031 * (P * 2 / T) - 19. 
2462632 * <P "■ 2 I T * 2) ♦ 
38.9016342 t (P ' 2 / T A 3) 
- 0.0785221525 t IP " 3 / T 
) + 0.447346417 * (P A 3 / T 
- 2) 

1360 HK = 10000 * HK 
1370 P = 100 * P 
1380 T ■ 100 * T 
1390 PETUFN 
1400 AK = KK * YK + KN * YN + KH t 

YH 
1410 AN = KN * YK + NN * YN + NH * 

YH 
1420 AH >= KH * YK + NH t YN + HU * 

YH 

1430 A ■ AK t YK ♦ AN » YN » AH * 
YH 

1440 B = BK*YK + BN*YN + B H * 
YH 

1450 C = CK t YK ♦ ON t YN ♦ CH t 
YH 

1460 RETUPN 
1470 FOR I ■ 1 TO 30 
1480 XI = B / (4 * V> 
1490 F = (1 + XI * (XI " 2) - (XI 

* 3)) / <<l - XI) * 3) 
1500 DP = (2 * (« " 2) » 2 t (XI 

- 3) - (XI " 4)) / ((1 - XI 
) - 4) 

1510 G = IR * T * F) - (A / (V ♦ 
O ) - <P * V) 

1520 DG = - (B * R t T t DF / B) 
+ (A / ((V ♦ C) * 2)) - P 

1530 V = V - (G / DG) 
1540 IF ABS (G) < 1.0E - 06 THEN 

GOTO 1620 
1550 NEXT I 
1560 REM NO CONVERGENCE 
1570 NORMAL 
1580 HOME : REM CLEAR TEXT AREA 

1590 PRINT 
1600 PRINT "NO SOLUTION AFTER 30 

ITERATIONS." 
1610 END 
1620 VN = V 
1630 RETURN 
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APPENDIX C 

THE GAS PHASE ANALYSIS OF THE NH3-C02-H20 MIXTURES: 
THE METHOD, THE PROBLEMS FACED AND THE SOLUTIONS. 

C.l. Introduction-. 

Gas chromatography of NH3-C02-H20 oixtures exhibits many problems, like peak 
tailing, adsorption on the upstream tube walls, irreversible sorption of water vapour 
(or ammonia) on certain adsorbents, very long retention times of water vapour, etc. 
In spite of these problems, gas chromatography is preferred over chemical analysis 
methods [1,2) for analysing these gas mixtures mainly to avoid weighing and 
tltration, the tediousness and time consumption of chemical analysis and the 
continual necessity of standardizing reagent solutions. 

Techniques other than gas chromatography, like near Infrared spectrometry [3] 
and mass spectrometry [4], have also been tried for analysing NHj-COn-HnO mixtures. 
In fact, analysis through mass spectronetry has reached on-line application in at 
least one urea plant [ft]. However, gas chromatography still remains a simple, 
popular, and a reliable method - provided one takes adequate care in designing and 
maintaining the system. 

CONSTANT 

T&'P 

Fig. C.l. Typical bubble- and 
dew-point curves of the system 
NHyC02-H£> at constant T and P. 

Accurate gas sampling and analysis are very Important in the VLE study of the 
NH3-C02-H20 system, since the tie-lines connecting the bubble- and dew-point curves 
at constant T and P are spread out like a fan, as shown in Fig. C.l. Around the 
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"tongue tip" of the bubble-point curve, it can be observed that a small change in the 
liquid composition causes a large change in the gas composition. Such behaviour 
demands a reliable and accurate gas analysis. This was all the more emphasized in the 
present study by the prevailing ambient fluctuations of the poorly ventilated and 
heated pilot-plant hall where the experimental set-up was placed. It was not unusual 
for the hall temperature to vary as much as 20° C per day and the ambient pressure 
(in Delft - a low lying area) to vary not only day to day but even within a single 
day upto a maximum of 15 mm Hg. 

All these factors were taken into account in developing the present chroma-
tographlc system. During such development, a number of simple (and in some cases, 
novel) procedures for the choice of the column temperature, the carrier gas flow 
rate, the sample volume, and the calibration of the system, were developed. It is 
felt that these procedures may also have applications for other systems. In what 
follows the broad features of the analysis system are described mainly with reference 
to the analysis of NH3-CO2-H2O mixtures. 

C.2. The choice of Che adsorbent: 

The adsorbents usually preferred for analysing NH3-C02-H20 mixtures are either 
the Chromosorb Century or the Poropak Series [5]. Older adsorbents, like polyethylene 
glycol on Inert carriers, are seldom used nowadays for reliable analysis. Among the 
Poropak series, Poropak Q, QS, R and also R coated with 10X polyethylene-imlne were 
employed earlier by a number of authors [6,7,8,9,10], The qualities of separation and 
analytical accuracies obtained In these cases are discussed by Lemkowitz [11). In the 
Chromosorb Century Series, only Chromosorb 102, 102 coated with 10* tetra-hydroxy-
ethyl-ethylene-dlamine, 103 and 104 have been tried for the analysis of NH3-CO2-H2O 
gas mixtures, with varied results. 

Chromosorb 103 - 60/80 mesh - was claimed by Pawlikowskil et al [12] to give 
optimal separation of NH3-CO2-H2O mixtures (for both gas and evaporated liquid 
samples). The column temperature was maintained at 70°C until the NH, peak began to 
elute. Subsequently it was raised to 150°C to reduce the width of the lUO peak. The 
error obtained for the gas analysis was reported to be 1.51 and that for the liquid 
phase 3X. However, there appears to be some error either in their analyses or in 
their method of sampling, since their VLE gas phase data appear to be consistently 
below the values reported by others [10]. 

Chromosorb 104 was tried at the DSM laboratories [13] and found to give large 
tailing of the ammonia peak at 123°C. Lemkowitz also [11] tried this adsorbent at 
147°C. Being an acrylonitrile - dlvinylbenzene co-polymer, the nitrlle group of the 
polymer exhibits a strong Interaction with ammonia. It Is suggested [13] that the 
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nltrile groups of the polymer nay react with ammonia to produce amldlne groups which 
later react with water to release ammonia and become amide groups. The amide groups 
themselves can further loose water to become nitrlle groups. Also the amide groups 
can get hydrolysed to give acid groups and ammonia. All these processes accentuate 
the unsymmetry, tailing and overlap of the ammonia - water peaks. 

As for Chromosorb 102, it contains vinyl and phenyl groups on the surface and is 
classified as a low-specific adsorbent of the third type, according to Klselev [14]. 
Left to Itself, It performs poorly with NHj and HoO leading to severe tailing and 
overlap, although it separates molecules like CO2 (which interact through dispersion 
forces) better, as has been observed by DSM [13] and others [15]. This tailing 
behaviour Is attributed to the unreacted vinyl groups present on the surface which 
must be deactivated to obtain symmetrical peaks. 

The deactlvation of the vinyl groups can be achieved either by chemical or 
physical means. Hertl and Neumann [16] describe the chemical method of saturating the 
unreacted vinyl groups by addition of HF to the double bond of the vinyl group. 
Alternatively the physical method involves the covering of hyperactive sites with low 
boiling, large molecular weight amines. 

Earlier three amines/lmlnes have been tried as liquid phases on a few adsorbents 
for the efficient separation of NHj. They are polyethylene-imlne, tetra-ethylene-
pentamine (TEP), and tetrahydroxy-ethyl-ethylene-dlamine (THEED). Sze et al [17] have 
tried TEP and THEED on Chromosorb W for the separation of lower aliphatic amines and 
KH3. Moretti et al [18] and also DSM [13] have tried 10X THEED on Chromosorb 102 with 
efficient separation of ammonia and water. 

In the present work, Chromosorb 102 with 10X THEED was chosen as the column 
material mainly due to its proven characteristics. The minimal temperature for the 
use of THEED is 50°C and the maximal temperature at which Its vapour pressure becomes 
appreciable Is around 150°C. 

C.3. The choice of che column conditions: 

Having chosen Chromosorb 102 coated with 10X THEED as the adsorbent, the next 
choice concerns the carrier gas. Of the three gases usually employed as carrier 
gases, namely hydrogen, helium and nitrogen, we rule out nitrogen because of the 
possible presence of air as an impurity in the gas sample. Of the remaining two, the 
choice Is narrowed down to helium mainly for safety reasons. 

C.3.1. The operating temperature: 

It is very well known that the retention times as well as the resolution of peaks 
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Fig. C.2. Plot of the vapour pressure ratio of 
W,0 to NH„ against temperature. 

decreases with increasing 
temperature. While the reduction of 
retention times Is advantageous, 
the reduction of resolution is 
detrimental to analytic accuracy. 
Similarly very low temperatures 
increase the assymmetry of the 
peaks and cause the resolution to 
become poor. Hence it is essential 
for the relevant adsorption 
isotherms at the chosen 
temperature to be nearly linear. 
Also the vapour pressure of the 
impregnated liquid phase has to be 
very low. 

In order to fix the operating 
temperature, one may resort to the 
following simple and elegant method 
based on relative retention. By 
doing so, a large number of time 
consuming exploratory trials can be 
avoided. 

The relative retention d of two components can be defined as the ratio of the 
retention volumes of the two peaks. One can also write the same as (19), 

d - r2.?2°/ yt .P, (eq. C.l) 

Now limiting the situation to ammonia and water and assuming the activity 
coefficients Tfi and l", of ammonia and water in the polymer/liquid phase to be 
nearly equal, one may get the approximate relation, 

d. « V/pi (eq. C.2) 

In other words, one can plot Che ratio of the vapour pressures of H^O and NHj 
against temperature, as shown In Fig. C.2. It can be seen from the figure that this 
ratio attains a maximum value around 86 to 88°C. Further there Is an additional 
advantage of getting a symmetrical water peak because of the linear Isotherm obtained 
in this temperature range, as shown In Fig. C.3 [15b]. Hence by narrowing down the 
trials to this temperature range, the optimal temperature for the resolution of 
ammonia and water was found out to be 87.1°C. 
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Fig. C.3. The adsorption Iso­
therms of water over ChromO-
sorb 102 and Poropak Q [15b]. 
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C.3.2. The choice of the column and adsorbent sizes: 

Subsequent to the choice of the temperature, the adsorbent particle size was 
arbitrarily chosen as 100/120 mesh mainly to have a large adsorption surface and yet 
offer an acceptable pressure drop for the flow. Similarly the column diameter (2.7 
mm) and the length (3 m) were fixed arbitrarily without any trials. 

C.3.3. The carrier flow rate: 

The carrier gas flow rate was fixed through a simple empirical method as against 
the method of optimization through HETP calculation. This empirical method is based 
on the observation that a plot of the retention time difference between CO2 and NhS 
peaks against the upstream pressure reveals an inflection point around the optimal 
pressure (3.65 bar), as shown In Fig. C.4. The corresponding optimal flow race was 
found to be 62.33 Nml/min. A similar plot of the retention time difference of the NH, 
and H2O peaks against the upstream pressure also reveals an Inflection point (not 
shown here). 
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Fig. C.U. Retention time difference of COo-NW-, peaks Vs. the upstream pressure with a 
constant downstream pressure of 785 mm Hg. 

C.3.4. The choice of the sample volume: 

When a sample is injected into the chromatographic column, the components are 
resolved into individual peaks leading to a succession of He-X mixtures with streams 
of helium spaced in between. Subsequently the detector senses deviations of the 
monitored property, (as various binary mixtures pass through it), and generates 
electrical signals which are subsequently transmitted to the recorder. Normally it is 
preferable to have a linear relation between these signals and the concentrations of 
X in He. In the case of a thermal conductivity detector (TCD), this means that the 
change in thermal conductivity of the He-X mixture with respect to the change in mole 
fraction of X has to be linear, at least in the range of the composition analysed. 
This is possible only if the sample volume is not too large. As is well known, the 
larger the sample volume the greater is the non-linearity of the reponse. The 
following method aids in estimating the sample volume for a given GC with TCD. 

The thermal conductivities of the He-X mixtures are first calculated using the 
following relation developed by Wassilyewa [20]. These are then plotted against the 
mole fraction of X, as is shown in Fig. C.S. 

n n 
> n -]T «*i»l>/ £ <XjAij» (eq. C.3) 

i-1 J-l 
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Fig. C.5. Thermal conductivity of He-X mixtures against the mole fraction of X. 

In (eq. C.3) ?v_ and^» are, respectively, the thermal conductivity of the gas 
mixture and that of the component 1. The x, and x. are the mole fractions, and A.. 
are the empirical Interaction parameters given In Table C.l. 

Table C.l. Interaction parameters for the thermal conductivity estimation. 

He 
He 
He 
He 

NH3 

CO., 
H.,0 

R1J 
"l.Wl' 
2.160 
3.220 
2.112 

«it 
"o'.ïïV 
0.422 

0.424 

0.373 

Next we calculate the maximal mole fractions of X (In He-X mixtures) which occur 
with the injection of pure components. These maximal concentrations are different for 
different components even though the amount injected is the same in each case. This 
difference is mainly due to the different intrinsic spread of each component caused 
by diffusion through the column. 
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Fig. C.6. Thermal conductivities of the gas mixtures against the mole 
fractions x, - given in an expanded scale. 

Calculation of mole fractions involves two factors, namely the amount of the 
sample injected and the amount of helium passing through the peak duration. 

The amount of the sample per injection is calculated to be 0.021 mmol for a 
sample volume of 0.55 ml (with an internal diameter of the sampling tube 0.8 mm and 
length 110 cm) at a pressure of 860 mm Hg and a temperature of 87.1°C. (The chosen 
pressure 860 mm Hg is the maximum allowed in the sample loop, as described in section 
C.5). The amount of the helium passing through the duration of each peak is 
calculated by multiplying the helium flow rate with the respective halfwidth. The 
calculated maximal mole fractions are tabulated in Table C.2 and marked in Fig. C.6. 

Now the severe nonlinearity of the ^-He and COj-He curves shown in Flg.B,6 
becomes apparent even at low mole fractions. Hence if one prefers linear behaviour, 
then the maximum mole fractions have to be limited and there are two ways of doing 
so. The easiest Is, of course, to increase the carrier gas flow rate, but this 
results in a straying away from the optimal flow rate and a decrease in the 
resolution. The other alternative Is to reduce the sample volume. 
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Table C.2. The maximum mole fractions of various components. 
(volume of the sample 0.55 ml and He flow rate 62.33 Nml/mln) 

Component 

HjO 
NHj 
co2 
N2 

Halfwldth 
in seconds 

36.8 
6.8 
3.2 
2.0 

Amount 
helium 
mmole. 

6.150 
1.140 
0.534 
0.334 

of 
in 

Amount of 
comp. In 
mmole. 

0.021 
0.021 
0.021 
0.021 

Maximum 
mole 
fraction 

0.0034 
0.0180 
0.0380 
0.0600 

For example if the sample volume is reduced to 0.3 ml, then the amount of the 
sample per injection becomes 0.0115 mmol, and the maximal mole fraction of N 2 equals 
0.033 and that of C0 2 0.019. With these restrictions, the thermal conductivity-mole 
fraction curve is easily approximated by a linear behaviour. 

Based on the above analysis, the sample volume was finally set at 0.3 ml with 
consequent improvements in the linearity of calibration curves. 

C.4. The specification of the experimental parameters: 

Now for a given maximal error In the peak areas, the experimental parameters are 
to be specified to enable the design of the experimental set-up. The hardware needed 
for realizing the specification is described in section C.6. 

It is almost customery for many workers to say that accuracies better than 2Z 
cannot be achieved in chromatography. Yet, Goedert and Guichon [21], and also Aldorf 
[22] have suggested otherwise, based on a detailed error analysis of gas chromato-
graphy. They also established relevant design procedures to minimize the error. While 
Aldorf's work was more on the practical side, Goedert and Guichon's work was compre­
hensive on both the theory and practice. In what follows, their specification 
procedures are adopted. 

For a concentration detector like the TCD, it is well known that: 

AL - (Sj/D) * ml (eq. C.4) 

where A, is the peak area of the component i, m^ is mass of the component 1 in the 
sample, S. is the sensitivity of the detector with reference to the component i and D 
is the carrier gas flow rate. As suggested by Goedert and Guichon, the carrier gas 
flow rate D depends on the inlet and outlet pressure of the column and the sensiti­
vity S, depends on the thermal conductivity of the component, the temperature and the 
bridge current. Hence the error in the peak area depends on the individual contribu-
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tlons of the parameters nentloned above. 

The first two contributions towards the total error occur through the relative 
deviations of the inlet and outlet pressures, namely, 

e1 - - ((2.P12)/<P12-P02)) * (t?l)/fi 

«2 " ((2.P0
2)/(P1

2-P0
2)) * <AP o>/P 0 

Similar ly for the sample pressure , one may s t a t e : 

e 3 " <APS/PS> 

<eq. C.5) 
(eq. C.6) 

(eq. C.7) 

Further there is the error due to change in temperature which in the case of 
helium as a carrier gas can be written as: 

e4 - - (4.3*10"3*T + 0.3) * (AT/T) (eq. C.8) 

The error due to variations in bridge current can be accounted as: 

e 5 - 3* ( AI/I) (eq. C.9) 

Table C.3. Error contribution by the experimental variables. 

Variable 

Pi 
Po 
Ps 
T 
I 
e6 

proportiona­
lity factor 

-2.16 
0.08 
1.00 
-1.85 
3.00 
1.00 

absolute 
fluctuation 

10.0 mm Hg 
0.1 mm Hg 
1.0 mm Hg 
0.1°C 
0.01 mA 

relative 
fluctuation 

X 

0.365 
0.013 
0.13 
0.028 
0.01 
0.1 

relative 
contribution 

I 

-0.788 
0.001 
0.13 
-0.052 
0.03 
0.1 

quadratic 
contribution 

X2 

0.622 
1.08*10_6 

0.017 
0.0027 
0.001 
0.01 

There is also the integrator error e,-. All these relative contributions consist of 
proportionality factors and relative fluctuations, as shown in Table C.3. In this 
table, the Inlet pressure is to be taken as 3.65 bar, the outlet pressure 1 bar , 
sample pressure 1 bar, the detector temperature 360.15 K and the bridge current 100 
mA. (Note that all pressures are absolute.) 

It can be seen from the Table C.3 that the total quadratic contribution is 
around 0.66, and hence the average relative error is only 0.81X. In other words, 
given the absolute fluctatlons of the variables mentioned in the table, it should be 
possible to limit the variations in the peak areas to less than IX. 

Now the next question Is: what are the most critical variables ? 
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If one looks at the proportionality factors and the range of fluctuations, the 
detector temperature and the bridge current are ruled out from serious consideration 
because of the ease with which these variables can be controlled in the constant 
current catharometers. Among the three pressures remaining, the outlet pressure with 
a small proportionality factor is not so critical unless it varies by 10 to 20 mm Hg. 
The sample pressure may not pose much of a problem, if monitored rather than 
controlled, as described in the next section. This leaves only the Inlet pressure 
requiring a close control to minimize the errors. Accordingly much attention was paid 
to this variable in the experimental set-up, as described in section C.6. Also the 
outlet pressure was controlled satisfactorily by an appropriate mechanism. 

C.5. The calibration method: 

Earlier in equation C.4, the peak area Aj was said to be proportional to the 
sample mass m^. Now using the ideal gas law, eq. C.4 can be written as, 

Aj - (St/D) * (pt * Vs * Mj) / (R*T) (eq. C.10) 

where p, is the partial pressure of the component i in the sample loop, V, is the 
sample loop volume, H, is the molecular mass of the component 1, R is the gas 
constant and T the detector temperature. Further by splitting p, into total pressure 
P and the mole fraction x^ of the component, one can write that the peak area A, is 
proportional to the mole fraction x^, provided all the other variables are kept 
constant. Most importantly, this means that one has to control the total sample 
pressure, as Goedert and Guichon did, or correct the peak area for the varying 
pressure, as Aldorf did, (by multiplying the measured area with a factor (760/P)) and 
plot the corrected area against the mole fraction to get a stable linear calibration. 

However, both these methods involve the preparation of various gas mixtures, 
which is not always possible, especially in the case of KH3-CO2-H2O mixtures. Earlier 
workers [11,23] at Delft University of Technology used to employ N2-C02 mixtures, N2-
NH3 mixtures and a 2:1 mixture of NH3-CO2 (obtained by the volatilization of ammonium 
carbamate) for the calibration. As for the water calibration, nitrogen was bubbled 
through a water saturator to get various water compositions. However, the dlfficuties 
in preparing these mixtures have plagued the calibration procedure constantly. Hence 
in the present work, a novel but simple calibration procedure was developed to 
circumvent such difficulties and was counterchecked with the ealier system of 
preparing the gas mixtures. 

The starting point of the method was eq. C.10 with its implication on the 
validity of the Dalton's law of partial pressures. In other words, If we inject a 
pure component 1 at various total sample pressures, note the peak areas and plot 
these variables one against the other, we should get a calibration line which is 
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valid also for the partial pressures of mixtures. One objection to this method can be 
that the sample total pressure should not exceed values that invalidate the ideal gas 
assumption. Such an objection, however, exists also for the method of plotting peak 
areas against the sample mole fraction. 

partial pressure in m m Hg _ 

Fig. C.7. The calibration plots of N2. C02, NH3 and H^ 

The main advantage of the calibration plot of the peak area Vs the partial 
pressure is in doing away with the difficult preparation of gas mixtures, while 
maintaining the desired linearity. The calibration plots of the present work are 
shown in Fig. C.7. The maximum sample pressure employed was only 860 mm Hg. In order 
to check these calibrations, various compositions of ^-CO* mixtures and N̂ -NH-i 
mixtures were prepared using thermal mass flow meters and were injected into the 
column; the areas obtained clearly matched with those read from the figure to within 
IX, except for the case of ammonia in high concentrations, which was within 1.51. 
This Increased uncertainty for the high ammonia concentrations is probably due to its 
polar nature. Also the injection of 2:1 mixture of NH3-C02 was found to confirm the 
calibration plot within 1.5X. 

The calibration for water, which is more difficult than for the other two 
components, was carried out through procedures similar to those of Lemkowitz [11] 
and Verbrugge [23] with slight modifications. The details of the water saturator are 
available in the departmental internal report [24]. The maximum water concentration 
attempted during the calibration was only 40X. With the column temperature being only 
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87°C, higher water concentrations gave problems of condensation In the sample loop 
and In other Internal parts of the GC. Fortunately there was no need to go further, 
since the maximum water concentration did not go above 40X for any of the vapour-
liquid equilibria studied. 

C.6. The experimental set-up and the results: 

The experimental set-up is shown in Fig. C.8 and the legend and specifications 
in Table C.4. The carrier gas flow rate measured through a calibrated capillary flow 
meter was held at 62.33 Nml/mim with an abs. error of 0.1 Nml/mln by maintaining 
the column upstream pressure at 3.65 ( 0.01) bar through a pressure control on the 
helium line and the column downstream pressure at 785 ( 1) mm Hg by adding nitrogen 
continuously into the outgoing helium stream. The flow corrections due to ambient 
temperature fluctuations were Incorporated by charts. Both the column and the 
detector along with the buffer capacity vessels, the sample loop, the sample injec­
tion valve and the inside connecting lines were fixed to a deck-cover of a thermostat 
which was controlled to an accuracy of 0.1°C through a thyrister mechanism. The 
outside of the deck-cover was completely covered with fibre glass wool. The thermo­
stat temperature was read through a Pt-resistance thermometer (precision -0.1°C). All 
the outside lines (3 or 6 mm dia. stainless steel) were maintained above 100°C by 
means of electrical tracings, wherever there was a possibility of condensation, 

Fig. C.8 The experimental set-up for the chromatographic analysis 
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Table C.4. The legend of the Fig. C.8 and che specifications 

51. Sample Injection valve ( Carle 6 port mini valve, 1 - 7 bar abs.) 
52. Sample loop (0.8 mm dla, 60 cm length, 0.3 ml volume, SS 316) 
53. Chromatographlc column ( Chromosorb 102 coated with 101 THEED, 100/120 mesh. 

2.7 mm Internal dla, 0.6 mm thickness, 3 a length, FEP material) 
54. Air thermostat ( TH made, 0.1°C accuracy, thyrlster control) 
55. Buffer capacity vessel (5 cm dla, 5.5 en length, 100 ml volume, SS 316) 
56. Catharometer sensor (tungston-rhenium filaments, constant current, 2 cells 

- one for reference He and the other for the He-X mixture) 
57. Buffer vessel having the sample line pressure tapping ( 100 ml volume) 
58. GLC Injection knob 
59. Solenoid valve for the air supply to the injection valve (4.2 bar) 
60. Sample flow rotameter ( heated, Fischer-Porter 1/8-08-G-5/36, sapphire 

float) 
61. Carrier gas outlet pressure manometer ( 90°C and 724 - 794 mm Hg range) 
62. Carrier gas cylinder 
63. Carrier gas pressure control valve at the Inlet ( Brooks type 8601, variable 

downstream and constant upstream, max. temperature 140 F, max. supply: 250 
psl, output: 0 - 150 psl) 

64. Carrier gas pressure control valve at the outlet ( Brooks type 8601B, 
variable downstream and constant upstream, max. temperature 140°F, max. 
supply: 250 psl, output: 0 - 10 psl) 

65. Catharometer (TH Design, constant current, type A) 
66. Filter for carrier gas/ sample gas (Nupro. pore size 7 micron, SS 316) 
67. Integrator (Infotronics CRS - 208) 
68. Printer ( Monroe 1440 SN) 
69. Strip chart recorder (Perkln Elmer 159, range:1 - 10 V) 
71. Carrier gas capillary flow meter ( 0.4 mm capillary dla., 4 cm length, 

coloured silicon oil as the manometric fluid) 
72. Bleed gas soap film flow meter 
73. Sample loop U - tube manometer ( 90°C and 120 mm Hg p) 
74. Mass flow meters (Hightech design, Inacom Instruments, max. flow: 100 ml/mln 

at 20°C, 3 bar rain, and 64 bar max.) 

The preparation of the calibration mixtures, namely N2-CO2 and ^- N H } . were 
carried out using thermal mass flow meters. The sample loop pressure was measured 
through a heated U - tube manometer (kept at 90 to avoid the formation of ammonium 
carbamate). The total absolute sample pressure was taken to be the sum of the 
atmospheric pressure and that measured through the U-tube manometer. The sample flow 
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Fig. C.9. A sample chromocogram 

Table. C.5. The experimental conditions. 

rate (30 3 ml/min ) was measured through a 
rotameter. Sample injection was done 
automatically every 15 minutes with the use 
of a timer. The total analysis time was 
around 12.5 mln. The adopted experimental 
conditions are tabulated in Table C.5 and a 
sample chromatogram is shown in Fig. C.9. 

The calibration results are shown in 
Fig. C.7. The reproducibility of the peak 
areas in any measurement was within IX for 
all the components. The accuracy of the 
analysis as checked by the prepared mixtures 
containing nitrogen was IX for CO* and around 
1.5 X for NHj. As for water, the accuracy was 
not checked by preparing mixtures of known 
composition. The calibration for all the 
components, being almost Independent of the 
ambient fluctuations, were quite stable for 
at least approximately one month, after which 
recalibrations were found necessary. The 
reason for the long term drift could not be 
clearly ascertained. 

Thermostat temperature 
Carrier gas 
Flow rate 
Sample loop volume 
Column upstream pressure 
Column downstream pressure 
Sample flow rate 
Range of sample pressures 
Bridge current 

87.1°C 
Helium 
62.33 Nal/ min at 1 bar absolute and 0°C. 
0.3 ml. 
3.65 (iO.01 bar) abs. 
785 mm (11 mm ) Hg. abs. 
30 (£.3 ) ml/min 
740 - 860 mm Hg. abs. 
100 mA. 
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APPENDIX D 

THE LIQUID PHASE ANALYSIS 

D.l. Introduction: 

The choice of liquid phase analysis procedures for the system NH3-CO2-H2O 
depends on their suitability to the experimental set-up, their ease of performance, 
their reproducibility, precision and accuracy. All these factors strongly Influence 
the measurement of the vapour-liquid equilibria leading to reliable and accurate 
data. However, before discussing these features, one should decide on the question of 
what to analyse: Is It the species concentration or the component concentration ? 

The implication of this question is quite fundamental In describing the equili­
brium situations. Although it is very desirable from a theoretical point of view to 
measure the species concentrations, it may not be always possible to do so due to 
some fast reaction-equilibria, which occur when changes of pressure and temperature 
takes place. Nevertheless, many attempts have been reported in the literature about 
the analysis of species concentrations of the system NHj-COj-HoO. The most notable In 
the ealy days was by Burrows and Lewis [1] who determined the extent of hydrolysis of 
ammonium carbamate at ambient conditions. 

Barrows and Lewis analysed the concentrations of carbamate and carbonate 
individually by utilizing their different reaction rates with Bad* in an alkaline 
media and the consequent effects on the solubility of barium salts of these anlons. 
The same principle was adopted by Fourholt [2] and later by Christennsen et al [3] In 
a more refined way to determine the bicarbonate-carbamate equilibria. This method Is, 
however, tedious and time consuming. 

Lugowska [A] suggested a new method based on the different solubilities of 
carbamate and carbonate in 801 v/v aqueous solution of acetone. In this method, 
claimed to be completed in 20 min., the carbonate is easily precipitated as crystals 
and is quickly filtered out. The filtrate is then titrated with 0.5 M o-chloric acid 
using purple coloured o-bromocresol as indicator to determine the carbamate concen­
tration. However, there is still one problem left unresolved, viz. the inability to 
distinguish between carbonate and bicarbonate. 

Regarding the separate determinations of free and bound ammonia, number of 
methods have been mentioned in the literature. All of them exhibit problems of 
excessive time requirement, long term stability of reagents and also the need for 
many analytical steps leading to accumulated inaccuracies. 

It is mainly due to these reasons that the attention in the present study was 
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restricted to the analysis of component concentrations of NH, and CO, and not species 
concentrations excepting for one Important species, namely urea. In what follows, the 
methods of analyses adopted in the present study are discussed In detail together 
with brief discussions about the alternative methods. Also a mention is made about 
the determination of potassium sulphate which was used in extremely snail quantities 
in the liquid phase to aid the level determination through electrical contact. 

D.2. The ammonia analysis: 

D.2.1. The possible procedures: 

There are many methods reported in the literature for the analysis of ammonia. 
The best known among them are, of course, the Kjeldal method [5] and the Nessler's 
method [6]. The other methods are the formaldehyde method [7J, the ion selective 
electrode method [8], the steady state permeation method [9], the fluorescence method 
[10], the Stark magnetic cavity resonator method [11], the Indophenol blue method 
[12] and the hypobromite reduction method [13]. There have also been some variations 
of these methods mainly with respect to the detection procedure adopted. All these 
methods are briefly described in the following sections. The method selected in the 
present study, the hypobromite reduction method, Is discussed in detail with respect 
to principles, the analytical set-up and the results. 

D.2.1.1. The Kjeldal method: 

The Kjeldal method Involves the addition of alkali, followed by distillation and 
then absorption in acid medium. It is further completed with a back-titratlon of the 
acid. Among the many variations of this method, one may describe the following one 
adopted by Verbrugge [5]. 

In this variation, no alkali Is added prior to distillation. Also the distilla­
tion is completed in a very short duration of about 9 min. Weak boric acid Is used as 
the absorbent. The pH of the acid (-4.7), measured Initially, Is used as a set point 
to drive an acid addition pump handling dilute HC1. As the pH increases, due to 
absorption of distilled ammonia, dilute HC1 solution is continuously added to 
maintain the pH. The titratlon Is recorded in a strip chart giving the volume of the 
titrant added as a function of time. The method Is highly accurate In determining the 
bound ammonia, although the time taken for one determination is around 15 mln. 

D.2.1.2. The Nessler's method: 

In this method [6], the Nessler's reagent (KjUglt - prepared as an alkaline 
solution of mercury (II) iodide and potassium Iodide) reacts with ammonia to form a 
reddish-brown colloidal compound with the empirical formula NHoHgoI?- The solution is 
then analysed colorimetrlcally in the region of wavelengths around 400 to 425 nm. The 
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accuracy of this classical method In the high concentration ranges of this study Is 
not too high, being only of the order of 3 to 5 I. Also the Interference problems are 
difficult to handle. 

D.2.1.3. The formaldehyde method: 

In the formaldehyde method [7), two variations are possible. In the first one, 
the formaldehyde reaction, «ritten below for a typical case of ammonium chloride, Is 
used really as a check procedure and not as an estimation method, while in the second 
it is directly used for estimation. 

4 NH4C1 + 6 HCHO — (CH2)6N4 + 4 HC1 + 6 HjO (eq. D.l) 

In the first variation, the cold sample containing ammonium carbonate, bicarbo­
nate and carbamate together with free ammonia is first quickly reacted with an excess 
of either HC1 or HjSO^ and further boiled to release all the CC^. The excess acid Is 
then titrated with alkali. The tltre value Is subtracted from the original amount to 
yield the amount of the acid consumed, which is then related to the total ammonia. 
This estimation is cross-checked by reacting the titrated solution with formaldehyde 
as per (eq. D.l) to regenerate the consumed acid. The regenerated acid Is further 
titrated with alkali to yield the acid consumed for conversion Into NH4C1 from which 
one can easily calculate the amount of total ammonia present In the sample. 

In the second variation, the formaldehyde is quickly added in excess to the 
sample containing ammonium carbonate salts and free ammonia to give off CCU, which is 
then slowly fixed by alkali through titration. Of couse It Is essential that the 
evolved CO» Is not lost from the vessel during titration. The consumed alkali 
quantity will then be directly related to the bound ammonia. However, free ammonia 
cannot be detected by this second variation. 

Both the variations are time-consuming and are not easily amenable to automatic 
analysis, and hence have not been preferred by many users. 

D.2.1.4. The ion selective electrode method: 

The ion selective electrode Is suitable only for low concentrations (around IX) 
of total ammonia in aqueous solutions beyond which there Is predominantly a nonlinear 
response. Hence the sample to be analysed has to be diluted manyfold before actual 
estimation. Correspondingly the error caused by dilution can be very high, even 
though the accuracy of the determination around II concentration Is reported [8] to 
be good. Also to Improve accuracy, the electrode has to be kept at constant tempera­
ture during analysis. 

D.2.1.5. The steady state permeation method: 
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This method Is based on appropriately altering the sample pH and allowing the 
transfer of NHj through hollow fibres (made of silicone rubber) [9] into a flowing 
stream of water, followed by detection using electrical conductivity. The system 
depends on steady state transfer rather than equilibrium transfer of the gas from the 
sample stream into the water stream. Hence, the typical analysis time is only around 
100 s. The method is claimed to be faster, and easier to operate. Also the method can 
work with smaller, turbid or even coloured samples. 

D.2.1.6. The flourescence method: 

The flourescence method [10] depends on the reaction of ammonia with o-

phthaldlaldehyde (OPA) in the presence of 2 - mercaptoethanol (MCE) to produce the 
lsolndole flourospore, whose structure is unknown. Molecular ammonia liberated by 
nixing the sample solution with 1 N NaOH permeates through a microporous PTFE 
membrane into a buffered OPA reagent stream in the inner tube. The reaction product 
is fed to the flow cell of a flourimeter and the flouroscence intensity is measured 
at 486 nm with the excitation at 370 run. This method is very suitable for determining 
ammonia In environmental samples In the region from 2 * 10 to 2 * 10 M with Che 
relative standard deviations at a pH of 13 being around 4.4 Z to 1.8 I. The analysis 
time is around 6 min. 

D.2.1.7. The Stark magnetic cavity resonator method: 

In this method [11], the NHj in the sample Is first liberated under alkaline 
conditions and is transported by permeation through a teflon membrane. It is later 
carried by the nitrogen carrier into a Stark magnetic cavity resonator. The steady 
state potential is obtained within 5 min. Using Che calibration plot of the potential 
difference vs the concentration of ammonia, the unknown concentration can be found. 
The calibration is reported to be linear upto 2 mg/1. Also there appears to be very 
little Interference problem. The reported accuracy is around 2 X. The system is 
eminently suitable for contlnous determination of environmental samples, and it can 
remain stable for a long time. 

D.2.1.8. The indophenol blue method: 

In the Indophenol blue method [12a], a solution of ammonium salts In the 
presence of hypochlorlte reacts with sodium phenoxide to give indophenol blue. The 
chemistry of this reaction is very old and the Association of Official Analytical 
Chemists (AOAC) has recommended this procedure [12b] as one of the most reliable 
ones. However, the method is reported to have an interference problem due to alkaline 
urea hydrolysis. The simplest way to eliminate such urea bias is by mathematical 
accounting, since the interference is linearly related to the amount of urea present. 
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Once the reaction with sodlun phenoxide Is completed and the colour Is formed, 
the Intensity of the sample colour Is measured at 550 nm and the value Is read 
through a calibration graph to give the ammonia concentration. The method is easily 
automated when the sampling rate Is as much as 10 to 20 samples per hour. The 
standard deviation of ammonia estimation by this method has been reported [12b] to be 
0.43X and that of the coefficient of variation 2.16X. 

D.2.1.9. The hypobromite reduction method: 

The last one, namely the hypobromite reduction method, Involves the following 
reaction of ammonia with alkaline hypobromite to liberate nitrogen along with the 
generation of bromide ion [13J. 

2 NH3 + 3 BrO" ---> 3 Br" + N 2 + 3 H20 (eq. D.2) 

This method is free from interference by all substances which do not liberate 
nitrogen by reaction with hypobromite. Notable In these groups of substances are the 
amines, amides and proteins, although urea and hydrazine do Interfere to some extent, 
especially at high temperatures. 

There are three variations of the hypobromite reduction method. In the first 
variation [14], the nitrogen liberated by the hypobromite reduction Is stripped from 
the solution and is transported by a carrier into a gas chromatograph where its 
concentration is determined using molecular sieve as the column material. This value 
Is then related to the total ammonia present in the sample. In the second variation 
[15], an Indirect spectrophotometric detection Is used. The third variation [16] 
depends on the in-situ generation of bromine from bromide followed by its reaction 
with the hydroxyl ion to generate the hypobromite. Subsequently the hypobromite 
reacts with ammonia as per the above reaction (eq. D.2). This entire procedure is 
known as coulometric titration and it has a number of advantages such as: 

1) The amount of the sample can be extremely small with no loss In accuracy 
of the determination. 

2) Standard solutions need not be prepared, and calibrations need not be 
done, since this is an absolute method. 

3) Substances which are unstable or volatile ( as in the case of bromine) can 
be used as titrants. 

4) The procedure can be easily automated and performed remotely, if needed. 
5) Dilution effects do not occur and end-point detection is much simpler. 

It Is also possible to incorporate coulometric titrations In continuous 
process stream analyzers. 

D.2.2. The analytical set-up and the procedure adopted in the present study for 
ammonia determination: 
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The analytical set-up consists of a tltratlon vessel, a tltrant generation 
system and an Indicator system, as shown in Fig. D.l. The tltratlon vessel, placed 
on a base containing a magnetic strlrrer, consists of a working cathode (+), an 
auxiliary counter-anode (-) encased by a protective membrane separator, and also a 
pair of indicating electrodes. The working electrolyte consists of approximately 40 
nl of KBr-Borax buffer (containing 5 mol/1 KBr and 0.1 mol/1 borax in a ratio of 2:5 
with pH adjusted to 8.6 by the addition of 2 mol/1 HC1). The counter-electrode is 
also filled with the same KBr-borax buffer (but with a different ratio, namely 1:1, 
without any adjustment of pH). 

As part of the generation system, the working electrode and the counter-
electrode are connected to an electronic constant current source (the coulostat) 
through a double-pole-double-throw (DPDT) switch which simultaneously activates a 
timer on closing. The current will remain constant as long as the reversible cell 
potential and cell reslstence are small compared to the applied voltage and circuit 
reslstence. With the present coulostat, one can choose a current In Che range of 
0.04825 to 4825 mA (or in terms of ueq/sec, 5*10" to 5 ). Ideally the tltratlon 
time is around 4 minutes. There Is also a provision to adjust the current in a 
controlled fashion rather than keeping it constant. In that case, the integrator 
attached to the coulostat computes the amounc of charge consumed for the tltratlon. 
In a typical measurement, the current nay be maintained constant until reaching close 
to end-point beyond which the current may be advantageously varied to find the 
tltratlon end-point accurately. 

integrator 
_ coulomefer 

y 

clock 

ipolariser potentiograph 

auxiliary 
electrode 

working 
electrode 

.indicating 
"electrodes 

Fig. D.l. The analytical set-up for the hypobromite method, 

The working principle of the end-point Indicating system is by potentiostatlc 
amperometry. In this system a constant voltage of 20 mV is impressed between the 
poles of a double platinum indicating electrode with the aid of a polarizer. The 
current between the poles depends on the fraction f of BrO* In the total of Br' and 
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Fig. D.2. The current-potenelal 
behaviour for (f-0) and (f>0). 

BrO* present In the tltradon vessel. When f 
Is zero, the current-potential curve is 
similar to the top curve in Fig. D.2 and the 
Indicating current is very low for the 
applied potential difference of 20 mV. When 
the f value becomes greater than 0, Che 
running current becomes higher, as given in 
the bottom curve of Fig. D.2. In the 
polarizer, the running current between the 
indicating electrodes Is transformed into a 
voltage with the help of resistors (I.e. 20 
uA - - 1 V) and is fed into a potentiograph. 
When Che indicating voltage becomes higher 
than 100 mV, the potentiograph automatically 
stops the titration. 

Once the sample containing ammonia is added into the titration vessel and a 
suitable current is chosen, the coulonetric titration proceeds according to the 
following reactions. 

At the working electrode: 
At the counter electrode: 
In the solution: 

2 Br" --> Br2 + 2 e 
2 H20 + 2 e --> 2 OH" + H 2 

Br2 + 2 OH' --> Br" + BrO' + H20 
2 NH3 + 3 BrO" --> 3 Br' + N, t 3 HjO 

(eq. D.3) 
(eq. D.4) 
(eq. D.5) 
(eq. D.2) 

Further there is a side reaction of bromine with the hydroxyl ion giving rise to 
bromate if the pH is not maintained around the pH of 8.6 

i.e. 3 Br2 + 6 OH' --> 5 Br' + BrOj" + 3 H20 (eq. D.6) 

If this side reaction takes place, then some amount of the eleccrogenerated 
bromine is lost and quantitation of ammonia through the consumption of charge is not 
possible. It is for this reason that there is also a provision in the analytical set­
up to add 6 mol/l HCl to the titration vessel, If the pH drifts from the value 
maintained above. (Note: The pH of 0.1 mol/l of sodium tetraborate decahydrate, 
i.e.the borax, is around 9.2) 

As long as ammonia consumes Che hypobromice and is in excess, the Indicating 
voltage will be very low (< 20 mV). It will become very high however, once all the 
ammonia is reacted and the ratio of Br0"/Br" becomes very high. As mentioned earlier, 
the titration is stopped when the indicating voltage reaches a value of 100 mV. Also 
Co approach the endpoinc more carefully, the potentiograph has the facility to 
contol the current of the coulostac. Once chls regulating action is started, the 
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eouloneter current la no longer constant and the current la then integrated. Now, 
knowing the charge consuaed for the tltratlon (or knowing the ueq consumed) one can 
multiply the sane with the equivalent mass of ammonia ( I.e., the molecular masa of 
ammonia divided by the number of electrons Involved In the reaction) to get the 
concentration of ammonia in gm/1. An example calculation will be as follows: 

The value of the micro-equivalents read from the eouloneter - 30.73 
The equivalent mass of ammonia - 17.01/3 *• 5.67 
The concentration of ammonia - 30.73 * 5.67 - 174.24 mg of ammonla/1. 

D.3. The carbon dioxide analysis: 

Of the various methods possible for the determination of CO2, only two are 
described here In detail, in view of their rellabllty and accuracy. There Is also the 
steady state permeation method similar to the one described in the determination of 
ammonia, except for the difference in the preferred medium (which in this case Is 
acidic) for the liberation of COj. The liberated C0 2 further permeates Into the 
receiving stream through a teflon membrane and the conductivity of the receiving 
stream is determined and related to the C02 concentration by means of a calibration. 

D.3.1. The potentlomecrlc tltratlon method: 

In this method [17], NaOH is first added in excess to convert all C02 and HCO3" 
present In the sample into COj" as per the following reactions. 

C0 2 + OH" --> HCO3' (eq. D.7) 

HCO3" + OH" --> CO3" + H20 (eq. D.8) 

Simultaneously the ammonium ion is transformed into ammonia at this high pH. 

NH 4
+ + OH" --> NH3 + H20 (eq. D.9) 

As for carbamate, it Is hydrolysed to carbonate and ammonium ions as per the 
following reaction. The freshly generated ammonium ion is further converted to free 
ammonia as per (eq. D.9). 

NH2C00' + H20 --> NH 4
+ + COj" (eq. D.10) 

Now the solution contains only the anlons OH' and COj", free NHj and the cations Na 
and H,0+. The ammonia is expelled by vacuum evaporation so that It does not Interfere 
in the tltratlon against HC1. The tltratlon endpoint Is followed by potentiometry. 

Tltratlon against the HjO+ ions first brings about the neutralization of the OH" 
Ions followed by conversion of the CO3" Ions into HCOj'. Further the HCO3" Ions are 
converted into C02- As a result, one must see Jumps to three potential levels (or 
three derlatlve peaks) in the potential (E) vs the titrant volume (V) behaviour. In 
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practice, there Is only one Junp and hence two derivative peaks (I.e. 2 numbers of 
dE/dV vs V peaks). This is mainly due to the fact that the last two transformations 
occur almost simultaneously and only the neutralization of OH" Ions get separated 
from the other two. The relevent tltration reactions are: 

OH' + C0 3" + 2 H 30 + --> HCOj" + 3 HjO 
HCO, + HjOT --> C0 2 + 2 H20 

(eq. D.ll) 
(eq. D.12) 

The tltration procedure Is quite simple. First, 10 ml of the sample Is plppetted 
into a 150 ml beaker along with the addition of 2 ml of 4 mol/1 NaOH. Later, a few 
boiling stones are added to overcome the boiling delay which occurs under vacuum. The 
beaker is then kept under vacuum. Simultaneously, nitrogen at a pressure of 30 mbar 
and a temperature of 40°C is sent In to strip off ammonia. Whenever the the sample pH 
rises above 10, It is brought back to that value by the addition of 6 mol/1 of HC1. 
Once the ammonia is stripped, the potentiometric tltration using a "Hetrohm 
potentlograph E536" Is started with the addition of 0.1 mol/1 of HC1. Throughout the 
tltration, nitrogen is continously bubbled. 

7.01ml 

> 
"a 

volume V of the H trant- added — — 

Fig. D.3. The derivative peak diagram of the CO? estimation by potentlometry. 
dE/dV Is the derivative of Che potential (E) - titrant volume (V) behaviour. 

A typical derivative peak diagram Is shown In Fig. D.3. Calculation of the 
total CO2 concentration proceeds the same way as in any tltration, once we know the 
volume of the titrant added between two peaks. 

D.3.2. The determination of COy by the permeation method using the auto-analyser and 
the colorimetrlc detection system: 

This method is very similar to the permeation method of R.H.Carlson except in 
the detection procedure used. In both the methods, the sample Is first acidified to 
convert all carbonates, bicarbonates and carbamates into free CO9 and is made to pass 
through one side of a permeable membrane (made of silicon rubber). Simultaneously a 
water stream is passed through the other side of the membrane. As a result, a steady 
state transfer of CO2, rather than an equilibrium transfer, occurs. The amount of CO, 
diffused is measured through colorimetry In the present method while Carlson has 
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measured It by a conducclmetrlc method. Both the methods are faster and easier to 
automate. They can also be used with smaller samples. The only drawback of the 
colorlmterlc detection as against the conductlmetrlc detection Is Its Inability to 
tolerate coloured or turbid solution without pre treatment. Fortunately the samples of 
the present study did not pose this problem. Both the detection methods give 
comparable accuracies (1 to 2X) and precisions (max. II standard deviation). 

In the present study, the C0 2 Is analysed through an auto-analyser AAII system 
supplied by the Technlcon of USA. This system Is usually offered with a number of 
modules suitable for different analyses [18]. Depending on the situation, 
particular modules are chosen and assembled. For analysing C0 2, the chosen module 
assembly with silicon rubber tubings Is as shown In Fig. D.4. 

sampler! 
[proportioning I 

pump dialyser colorimeter — recorder 

H20 to sampler 2-00ml/min 
air 0-C2ml/mm waste 

H2 SO^ 1N 

sample 
0-C2ml/min 

dialyser 
membrane 

indicator reagent 1- 60ml'min 

1-00 ml/min 

waste .recorder 

colorimeter 
Fig. D.4. The auto-analyzer module assembly for Che colorimetric determination 

of carbon dioxide. 

The flow rates chosen for various streams are also Indicated in Fig. D.4. The 
sample and the sulphuric acid flowrates are chosen In different ratio depending on 
the concentration range of C02 to be analysed. It can be observed from the figure 
that the diluted sample mixes with the air-segmented 1 N H2SO^ and passes through a 
mixing coll before entering the dlalyser. Simultaneously the air-segmented Indicator 
solution containing the colour reagent enters the other side of the membrane. The 
composition of the colour reagent Is as follows: 

0.04 g/1 cresol red, sodiua salt, 0.002 ml/1 NHj solution sp.gr. 0.88 
0.327 g/1 trls (hydroxymethyl) methylamlne, 1.0 ml/1 brlj 35 (a surfactant) 

The above Indicator reagent Is to be normally kept under a nitrogen flow to 
avoid any contamination. 

256 

http://sp.gr


Once CO2 diffuses through the membrane, then the Indicator solution at the exit 
of the dlalyser is taken to two long mixing colls In series and further to a colori­
meter. Using a 50 mm flow cuette, the absorbance measurement Is carried out at 550 nm 
wavelength. The stream at the exit of the colorimeter Is taken to a proportioning 
pump from where It Is sent to waste. 

Since the CO2 concentrations of the VLE samples are quite high, they are appro­
priately diluted so as to be in the linear region of the calibration graph. A cali­
bration graph In the concentration range of 0 - 2000 mg/ml Is shown In Fig. D.5. 

W O 800 1200 1600 2000 
C0_ Concerrtrationin mg/l. — — 

Fig. D.5. The calibration graph for CO2 estimation In the range of 0 - 2000 mg/l. 

D.4. The determination of urea concentration using the auto-analyzer and the 
colorlmetrlc detection system: 

Having looked at the determination methods of NH3 and COj, one should now move 
to the determination of urea. In the present VLE study at the temperature and 
pressure ranges chosen, the formation of urea appears to be a significant but small 
quantity. The reason for analysing the urea concentration is to confirm whether the 
inclusion of the urea formation reaction In the proposed model is justified. 

There are basically two different complexing reactions which are used for the 
determination of urea through colorimetry. Urea at high concentrations (0-300 g/1) Is 
normally analyzed in urea industries [18] with para-dlmethyl-amino-benzaldehyde 
(DMAB) as the reagent. In mildly acidic conditions urea forms a yellow coloured 
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complex with DMAS. Subsequently the colour of the complex is measured at a wavelength 
of 440 ra». The lowest range to which the DMAB method can be applied is only 0-120 
mg/1. Urea at lower concentrations is measured through another method [19] based on 
the direct reaction of urea with dlacetyl monoxlme in the presence of thloseml-
carbazlde in mildly acidic conditions. The presence of thiosemicarbazlde intensifies 
the colour of the reaction product. The absorbance is measured at a wavelength of 550 
nn. Unlike that observed in the DMAB method, the ammonium ion does not interfere in 
the dlacetyl monoxlme method. In this section the diacetyl monoxlme method is 
described In detail. 

The analytical set-up assembled with the modules of the autoanalyzer AAII system 
is shown in Fig. D.6. The standard solutions and the unknown samples are placed on 
the sample tray. The pump transports the samples to the analytical unit where it is 
first mixed with the working bun colour reagent and then with the working bun acid. 
After this mixing, the stream is taken to a heating bath of 95°C to accelerate the 
formation of the colour. In the photometer, the absorbance Is measured at 550 nra. 
Also the electrical signal from the photometer Is led to a recorder. The concentra­
tion of the unknown samples are read from the calibration graph shown in Fig. D.7. 
The typical absorbance peaks for the chosen concentrations of the calibration are 
given In Fig. D.8. 

Iproportioninq I 
sampler)—[K "p

pump heater — colorimeter lecorder 

H ; 0 to sampler 1.60ml/min 

air fj.32ml/min 
working bun color l.ooml/mln 

sample CUOml/min 

air 0\32mlMn 
working bun acid LOOml/min 

— L 
I.OOml/min T O COLORIMETER 

Fig. D.6. The auto-analyzer module assembly for urea determination. 

The working bun colour reagent Is prepared by first making a reagent A with 25 
g of diacetyl monoxlme in 1000 ml of DM water (i.e.distilled water) and then reagent 
B with 5 g of thiosemicarbazlde in 1000 ml of DM water. Subsequently 67 ml of A and 
67 ml of B are mixed and the solution is made up to 1000 ml with DM water. Also 0.5 
■1 of the surfactant Brij is added to the solution. Similarly the working bun acid is 
prepared by mixing 1 ml of reagent C and 999 ml of reagent D where reagent C is 15 g 
of FeCl3.6H20 and 300 ml of 85X H3P04 in 500 ml of DM water, and reagent D is 200 ml 
of 961 H 2S0 4 in 1000 ml of DM water. 
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Fig. D.7. The calibration graph for 
Che urea determination-

D.5. The determination of potassium sulphate: 

Fig. 0.8. The typical absorbance peaks 

for the urea determination. 

In addition to the above three determinations, namely NHj, C0 2 and urea, there 
is one more analysis due to addition of micro quantities of potassium sulphate at the 
starting of each series of VLE measurement. It may be remembered that each series of 
VLE at one particular pressure and temperature Is always started with the binary CO2-
H,0 and proceeded further with additions of NH,. At the binary COJ-HJO measurement, 
the conductivity of the liquid phase Is quite low leading to Inability of the level 
electrode to detect the level. This can be obviated by the addition of an ionic salt 
which Increases conductivity. Extremely small amount of potassium sulphate (ca. 0.01 
to 0.05 weight X of the total liquid phase) adequately served this purpose. Further, 
the extent of potassium sulphate can be determined either by analysing potassium 
through flame photometry or by analysing sulphate through polarography. Here only the 
polarographlc procedure [20] is described in brief. 

First 5 ml of the sample in a tltratlon vessel Is brought to alcoholic 
conditions (approximately SO X) by the addition of 15 ml of 96 X ethanol. This is 
followed by the addition of 1 ml of 1 X gelatine solution. The pH of the solution is 
then brought to 2 by the addition of 65X HNO-j. Subsequently nitrogen gas is sparged 
through the sample solution to strip off any CO2 being present. Now 0.1 ml of 0.33X 
lead nitrate solution Is added to precipitate part of the sulphate as lead sulphate. 
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Flg. D.9. Sulphate estimation: The graph is used Co find ouc Che volume of Che 

lead nlcrace solution needed Co preclplcace all Che sulphace. 

Pb 2 + + SO, 2- PbSO,, (eq. D.13) 

The nitrogen bubbling is continued throughout the precipitation (at least for 3 
mln). Now a voltage of - 0.6 V which is more negative than the half wave potential of 
Pb / Pb(Hg) is applied between the working electrode and the counter-electrode. 
This process of measuring the diffusion limited current at a constant voltage of 
0.6 V Is continued for each further addition of 0.1 ml of lead nitrate solution. Once 
all the sulphate in the sample is precipitated, the concentration of Pb starts 
raising steadily and the measured current also does accordingly. Hence by following 
the limiting current against the cumulative addition of lead nitrate solution, one 
gets a curve given in Fig. D.9. 

It can be seen from the figure that the first few points and the last few points 
form two separate straight lines. The intersection point obtained by extending these 
straight lines gives the amount of the lead nitrate solution which is Just required 
to precipitate all the sulphate. From this volume, the concentration of sulphate 
present in the sample is easily calculated. In this estimation, ions like Cl", Br", 
I" and COj" Interfere in the analysis, while the anmonlun ion does not Interfere. 
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SAMENVATTING 

Deze dissertatie gaat over studies van het vloeistof-dampevenwicht van het 
reagerende systeem ammoniak-kooldioxide-water (met daarin de evenwlchtsconcentraties 
van ureum) in een druk- en temperatuurgebied, resp., 5.41 < p < 30 bar en 88.7° < T < 
130° C. De noodzaak om dit onderzoek te doen ontstond uit voorgaande research 
betreffende een nieuw process om ureum te synthetiseren, namelijk het Heet Gas 
Reclrculatleprocess (HGRP). In het bijzonder hebben de Delftse onderzoekers 
S.M.Lemkowltz en P.Verbrugge aan dit onderwerp, en de daarbij behorende fasen-
evenwichten, gewerkt en erover gepubliceerd. 

Deze dissertatie bestaat uit 6 hoofstukken en 4 appendices. Het eerste hoofd 
stuk begint met een uiteenzetting van de relevantie van ureum bij het helpen oplossen 
van de wereldvoedselproblematlek. Daarna wordt het probleem van het optimaal gebruik 
van plantcapaciteit besproken, vooral met betrekking tot ontwikkelingslanden. 
Vervolgens worden enkele fundamentele kenmerken van de ureumsynthese uiteengezet, met 
name het energie-Intensieve karakter van de synthese en de technologische achter­
gronden van de methoden die gebruikt (kunnen) worden om deze energiebehoeften te 
verkleinen. In dit kader worde het onderzoek van de Technische Universiteit Delft om 
het HGRP nieuw leven in te blazen belicht. Het hoofdstuk eindigt met een 
uiteenzetting van de organisatie van het huidige researchwerk, zoals het 
gepresenteerd wordt in deze dissertatie. 

Hoofdstuk 2 bespreekt moleculaire aspekten van de basiscomponenten, namelijk 
NHj, (X>2 en H2O, en ook de fasenevenwichten van de belangrijke binaire systemen, NHj-
H20, C02-H20, NH3-C02, H20-NH2CONH2 (ureum), NH2CONH2-NH3 en NH2C0NH2-C02. Bovendien 
worden de moleculaire aspekten van ureumachtige stoffen, In het bijzonder carbamine-
zuur, behandeld. Deze discussies hebben twee doelstellingen. Ten eerste zijn ze 
bedoeld om de lezer enig inzicht te geven in de complexiteit van de desbetreffende 
systemen. Ten tweede wordt hiermee het gebruik van verschillende parameters, die 
worden gebruikt in het Hoofdstuk 5 ontwikkeld model, gerechtvaardigd. 

Het derde hoofdstuk begint met een discussie van de multl-fasenevenwichten van 
het tenaire systeem NHT-CCU-H^O zonder de aanwezigheid van ureum. Eerder 
gepubliceerde onderzoekingen worden kritisch bekeken, en het meest waarschijnlijk 
geachte fasengedrag van het systeem bij de tot nu toe niet onderzoekte hogedruk-
gebleden wordt in detail geschetst. Daarna worden enkele belangrijke details van dit 
fasengedrag apart besproken, met name de topologie van de kook- en dauwpuntopper-
vlakken, inclusief de vorm van de toprlchellljnen van deze oppervlakken, en de 
residu- en distillatle-curven van dit systeem, in het bijzonder de grensdlstlllatie-
lljnen. Daarna wordt het fasengedrag van het ternalre systeem (2NH3)-NH2CONH2-H20 
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besproken. O B de faaenevenulchten van chemisch reactieve systemen, zols het systeem 
NH-i-COn-^O, te presenteren en te begrijpen, blijkt het concept van "manifolds" 
nuttig te zijn, en dit concept wordt daarom kort besproken. Hierna volgt een 
uiteenzetting van het (vljfdlmensloneel) fasengedrag van het kvaternalr systeem 
(2NHo)-CO^-H^O-ureum en de eventuele transformatie van dit systeem tot het (vler-
dlmensloneel) ternalre system (ZNH^-COj-l^O met evenwlchtconcentratles van ureum. 

In het vierde hoofdstuk wordt de ratio achter de keus van de meetmethode en het 
experimenteel systeem besproken. Hierna volgt een bespreking van het systeem en de 
onderdelen ervan en de experimentele procedures; ook experimentele moeilijkheden en 
de passende oplossingen worden genomed. De controlemeetlngen van het meetsysteem, 
d.w.z. de fasenmetlngen aan het bekend binaire systeem NH3-H0O worden gepresenteerd. 
Hierna volgt In detail een uiteenzetting en bespreking van de gemeten vloeistof-
dampfasenevenwlchten van het gekozen systeem binnen de al genoemde druk- en 
temperatuurgrenzen. Complementaire resultaten, verkregen door andere onderzoekers, 
worden bij deze uiteenzetting en discussie uitvoerig betrokken. 

Hoofdstuk 5 begint met een review van de theorie van oplossingen van elec-
trolyten; hierin speelt de theorie van Pltzer een bijzondere rol. Het grootste 
gedeelte van dit hoofdstuk gaat achter over de ontwikkeling van een eigen moleculalr-
thermodynamlschmodel dat het gemeten fasengedrag kan beschrijven. Het ontwikkelde 
model blijkt de meeste experimentele data bevredigend te beschrijven. Rond de 
gebieden dichtbij de binaire systemen NH^-HiO en COj-H^O is de overeenkomst tussen de 
metingen en de met het model berekende waarden echter minder dan bevredigend. Dit 
verschil zou misschien kunnen worden veroorzaakt door het gebruik van de objectieve 
funktle, die niet gewogen Is. Een ander probleemgebied ligt rond de uiterste van de 
(bij constante druk en temperatuur) tongachtige vloeistofcurve; de uiterste van dit 
gebied is echter zeer gevoelig voor zelfs kleine fouten in de analyse. Een 
belangrijke conclusie betreffende de opzet van het model Is. dat bij de gemeten condl 
ties het meenemen van de ureumvorming samen met de incorporatie van de Ionische 
reacties van doorslaggevende betekenis is. 

In Hoofdstuk 6 worden het eigen fasenmodel, samen met andere gepubliceerde 
modellen betreffende dit systeem, In combinatie met de principes van de fasenleer, zo 
veel mogelijk gebruikt voor procesontwerp, in het bijzonder toegepast op een 
verbetere versie van het Heet Gas Recirculatieproces (HGRP) voor de produktle van 
ureum. Een nieuwe ontwerpbenadering wordt gekozen waarin men simultaan streeft naar 
een minimale reactordruk, een maximale conversie, een optimale temperatuur en een 
optimale NHj/COj-verhoudtng voor een gekozen HAO/CO?-verhouding. Gebruik makend van 
de genoemde modellen en principes worden de condities van de reactor, hoge-druk 
condanaer en stripper zo volledig atogelijk berekend. Ook de compressoren voor de 
recirculatle van het heet-gasmenael en voor de aangevoerde CO2 wordt berekend. Een 
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optlmallsatleprocedure voor het bepalen van een optimale strlpperdruk wordt 
geschetst. Bij al deze berekeningen spelen samen met de gekozen modellen de numerieke 
waarden van veel thermodynamische gegevens, waarvan veel niet of onvoldoende 
nauwkeurig bekend zijn. Hierdoor is het onmogelijk een nauwkeurige economische 
verglljklng te maken tussen een HGRP en een stripping proces. 

De dissertatie eindigt met een viertal appendices. Appendix A behandeldt de vast-
dampfasenevenwichten van ammoniumcarbamaat. Deze gegevens zijn nuttig voor het 
bepalen van het druk-temperatuurgebied waarin alleen vloeistoff-dampevenwichten 
bestaan over het gehele samenstellingsgebied. Appendix B houdt zich bezig met het 
bepalen van de optimale condities van de reactor, hogedrukcondenser en stripper van 
een HGRP. Appendix C behandeld de analyse van de gasfase gebruik makend van GC, de 
problemen hiervan en de some unieke methoden die gebruikt zijn om optimale analyse­
condities te effectueren. Appendix D bescrljft In het kort de analyse van de 
vloeistoffase. 
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