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"I INTRODUCTION 

1. Approach 

In this work, we consider the radar as a source of electromagnetic radia­

tion which illuminates an object. The radar target may be a single object in 

space such as an airplane or a metallized balloon, or a multiplicity of objects 

such as a flock of birds, a meteor trail , or raindrops distributed within a rain 

cloud. The radar target may also be an extended target such as a type of t e r ­

rain, a type of water surface, a shoreline, or a mountain range, or even the 

sun, another planet, or the moon. In fact, any type of conceivable natural 

or manmade target may be considered a possible candidate for radar 

illumination. 

Single targets a re defined in contrast to time-varying targets, such as 

when an airborne radar flies over terrain, the sea surface, or forests . Also, 

a ground radar might observe moving chaff or dipole clouds, rain clouds, or 

clouds of dust par t ic les . • These targets a re called "distributed" radar targets . 

The intent of the present work is to deal with all these targets , at least 

potentially, and hence the phenomenological character of the investigation. 

By this, we mean simply that the radar target appears to us as an object for 

investigation, through the processes of radar illumination. 

We soon find that an enormous field of investigation is thus staked out — not 

only because of the variety of targets but also because of the variety of i l lumi­

nations, such as the fundamental frequencies and polarizations, pulse shapes, 

antenna gain patterns, and waveforms that a re available. These illuminations 

may have a static character or they may vary with time in a systematic or 

random manner. 

Each illumination of the target causes a reflection or radar return, which 

is sampled by the radar receiver . The receiver may have its own antenna 
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Chapter One 

gain pattern and may be tuned to a set of preferred frequencies, polarizations, 

o r wave forms. The radar receiver may be situated at a different location 

from the radar t ransmi t te r , as in the bistatic case; for instance, the t r a n s ­

mitter may be on the ground and the receiver may be airborne, or the r e ­

ceiver may be in the proximity of the t ransmit ter , as with "monostatic" 

r adar (which is the case for most large ground radar observation stations) • 

Each of these possibilities for radar application may become the founda­

tion for a complete technology with i ts own specific intentional character and 

resulting problematics. The introduction of modern computers as part of the 

r ada r system has even further expanded the scope, to the extent that branches 

of science and engineering have been developed under such names as signal 

processing theory, radar information theory, radar detection theory, and 

optimal decision theory, to indicate a thrust of technological advancement in 

these a r e a s . For the most par t , the intent of these branches is to optimize a 

systems performance parameter or set of parameters . 

In this work, we will not deal with system optimizations, since this would 

entail delving into each system separately and analyzing its performance — a 

truly gigantic engineering task for each major system, as exemplified by such 

a field as a i r traffic control by r ada r . 

Our pr imary task will be to keep the target in (radar) focus and to try to 

delineate some basic character is t ics that may be of interest to a radar s y s ­

tems engineer, but will not necessari ly be . It may seem strange to say that 

the behavior of a radar target as an object is treated with utmost indifference 

in most radar systems applications; however, a search through the l i terature 

soon convinces us that this is indeed the case . The single object is usually 

considered as a "point source" of scattering and an extended target as a d i s t r i ­

bution of point sources [ 1 ] . Although this method of differentiation has c e r ­

tain mer i t s , it clearly cannot be an adequate model for a radar target as a 

sca t terer of electromagnetic waves. This may give us a clue to the above-

mentioned negligence. The solution of electromagnetic scattering problems 

of arbi t rary objects poses notoriously difficult mathematical problems. 

Hence, the practical engineer tends to shy away from these solutions and he 

substitutes a simpler model w4iich he can understand and apply to his problem, 
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Section 1 Approach 

although the model itself has inadequacies. Recent efforts using high-speed 

computers which can handle electromagnetic scattering problems seem to 

move in the direction of closing the radar target technology gap. The present 

work is intended as a contribution in that direction. 

Again, we will res t r ic t ourselves to consideration of a t ime harmonic 

source only, but we will insist on diversity of t ransmit ter and receiver polar ­

izations . This is to allow for complete electromagnetic scattering charac­

ter is t ics of the radar target . We will avoid all model building of t a rge t s , 

which has applicability only in special cases; instead, we will attempt to 

focus on phenomenological aspects of target behavior that a re t rue for all 

radar t a rge t s , such as the basic properties of reciprocity and linearity and 

the geometric properties of symmetry and asymmetry. 

With these rudimentary building blocks, already a substantial s tructure 

can be erected which is made the subject of the first part of this work, Chap­

t e r s 2 , 3 , and 4 . In the second par t . Chapters 5 through 8, we focus on d i s ­

tributed ta rge ts , which a re targets characterized by certain statistical prop­

er t ies , i . e . , distributions, random var iables , and averages. An important 

task in this context i s to define precisely the concept of statistically independ­

ent (mutually incoherent) t a rge ts . In the whole work, the attempt will be to 

focus attention on radar targets within a phenomenological framework; i . e . , 

a radar object is considered as an entity, independent of the specific state of 

radar illumination or reception. The fruits of this type of investigation will 

clearly have important applications to problem areas concerning object se lec­

tion, discrimination and sorting, and specifically target identification [2] . 

The phenomenological approach leads to consideration of a radar target 

when its scattering matrix T is known. The first part deals primari ly with 

the properties of the scattering matrix representation. In the second par t , 

the analog representation for distributed targets is given by the stokes ref lec­

tion matrix R . The stokes matrix for distributed targets has 9 degrees of 

freedom, whereas the scattering matrix is given by six independent p a r a m e ­

t e r s . Hence, it follows that not every distributed target can be represented 

by an average single target . The question i s then raised whether a distributed 

target may be viewed as an average single target and some type of target 
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Chapter One 

noise. A large part of Chapter 7 is devoted to these problems, and the ques­

tion is answered affirmatively. The main decomposition theorem which fol­

lows is then applied in Chapter 8 to te r ra in ta rge ts , using a Kirchhoff integra­

tion method published recently by Fung [ 3 , 4 , 5 ] and reported also by 

Beckmann [ 6 ] . An important special case of orientation-independent t e r ra in 

target model was introduced recently by Williams, Cooper, and Huynen [ 7] 

and is used as an illustration of the developed concepts. 

The decomposition theorem also may be applied to radar observation of 

single objects. It provides an answer to a classical problem: to determine 

the average radar target that an object represents when it is observed from a 

range of aspect angles or at a range of frequencies. The solution to this p rob­

lem i s given by the mean single target that a r i ses from the decomposition of 

the average over the observed range of aspects or frequencies. 

2. General Literature Review 

The present work grew out of developments over a period of 20 y e a r s , 

1950 to 1970. 

The early work was inspired by Sinclair [ 8 ] . A ser ies of papers by 

Booker [ 9 ] , Rumsey [ 10 ] , Deschamps [ 11 ] , Kales [ 12 ] , and Bohnert [ 13 ] 

on the subject of polarization with reference to radar antennas provided a 

foundation for future work. From this period stem early studies by Huynen 

et al . [14] on radar return from ground targets and rain for fixed observa­

tion directions using a polarization scanning radar . Important pioneering 

work on the theory of radar targets scattering was reported by Gent [ 15 ] and 

Kennaugh [ 16, 17 ] . The latter introduced the concept of characterist ic null 

polarizations of a radar target . An early attempt at single radar target c l a s ­

sification using the received complex voltage with rotating linear polariza­

tion illumination was developed by Copeland [ 18] . Graves [ 19] gave a 

method for computing the total power of the backscattered wave of a single 

target . Several research laboratories reported studies on polarization char ­

acter is t ics of symmetric radar ta rge ts , by Crispin [ 20 ] , Bechtel and Ross 
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Section 2 Li terature Review 

[ 21 ] , and Huynen ( 22, 23 ] . A significant summary of the s tate-of- the-ar t 

of radar measurements was presented at the Radar Reflectivity Measurements 

Symposium in 1964: Huynen [24] , Landry [25] , and Webb and Allen [26] . 

Subsequently, in a special IEEE issue on radar reflectivity, Lowenschuss [ 27 ] 

and Huynen [ 28 ] discussed theory and measurement techniques for target 

scattering mat r ices , which included asymmetric objects. 

The subject of t ime-varying distributed targets was developed mostly 

independent of the above-cited l i tera ture on single ta rge ts . The early work of 

Gent [ 15 ] is exceptional because he also discusses distributions of single 

t a rge t s . Statistical models for t e r ra in a re given by Spetner and Katz [ 29 ] . 

The question of whether reciprocity is valid for rough surface scattering is 

studied by Ament [ 30 ] . Ko [ 31 ] presents an introduction with application to 

partially polarized scattering. A classical work on scattering from rough 

surfaces , treated mostly by scalar theory, was published in 1963 by Beckmann 

and Spizzichino [32] . We refer to the extensive l i terature documented in this 

work. Other work by Beckmann [33 , 3 4 ] , Parks [35] , and Renau and 

Collinson [ 36 ] deals with theory and measurement of various rough surface 

models. A basic reference work. Born and Wolf [37] , on optical scattering 

and diffraction appeared in 1966. In this volume the theory of partial coher­

ence is presented. An impressive l i terature is referenced in this book. The 

work of Fung [ 3 , 4 , 5 ] on vector scattering theory considers also depolariza­

tion of electromagnetic waves. Krishen, Koepsel, and Durrani [38] meas ­

ured the cross-polarization from rough surface models. A summary work on 

polarization of radar signals appeared in Russian: Kanareykin, Pavlov, and 

Potekhin [ 39 ] . The book contains several translated early publications of 

this wri ter . Also noteworthy in this t ime period a re the book on radar 

astronomy edited by Evans and Hagfors [40] , Beckmann's book on depolariza­

tion of electromagnetic waves [ 6 ] , and Transactions of the IEEE special issue 

on partial coherence [41 ] . Beckmann's book summarizes much of current 

l i terature on depolarization, including Fung's resu l t s . Recent work byStogryn 

[ 42 ] t rea ts the complete electromagnetic scattering from rough surfaces by a 

Kirchhoff approximation technique. An excellent introduction to high-

frequency scattering is given in the early work of Van de Hulst [ 43 ] . Recent 
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very good reference works have been written by Crispen et a l . [48] and Ruck 

et al . [49] . 

Most of the l i terature mentioned t rea ts scattering from radar targets by 

constructing specific statistical and geometrical models, thus restr ict ing its 

applicability to those cases . The phenomenological theory presented here 

applies equally well to all radar ta rge ts . It uses only elementary properties 

of electromagnetic scattering, such as linearity and reciprocity; elementary 

statistical concepts, such as statistical independence of targets ; and elemen­

tary geometry — the properties of symmetry and asymmetry and of convex and 

nonconvex shapes. 

This brief l i terature survey could easily be extended to include several 

hundred sources of past and current work on electromagnetic scattering, 

theory, and measured resul ts which have potentially or definitely some r e l a ­

tionship to radar ta rge ts . For further information, we refer the reader to 

the l i terature l is ts provided in the works mentioned. 
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2 POLARIZATION OF WAVES AND ANTENNAS 

3. Elliptically Polarized Waves and Antennas 

For the purpose of this report , a radar t ransmit ter is defined as a source 

of electromagnetic (em) plane waves. The plane waves are considered at a 

single fixed frequency f = (u>/2ir). The propagating electric and magnetic 

fields E and H. are both directed t ransverse to the direction of propagation 

k of the plane wave. It is sufficient to specify the electric E. field, since 

for far-field em propagation the direction of the magnetic field H. is perpen­

dicular to the direction of E and its magnitude is proportional to that of E, . 

The electric field that describes the plane wave in general has two com­

ponents, E and E , in perpendicular directions t ransverse to k . Hence, 

the plane wave is determined by a two-dimensional time harmonic electr ic 

vector: 

^ t 

a cos (tjt - kz + a ) 
x ^ x' 

a cos (wt - kz + a ) 
. y ^ y. 

(3.1) 

Here k = (27rf/c), where c is the free space wave propagation velocity and 

z is taken in the k direction. For mathematical convenience, k is often 

made the magnitude of the propagation vector k ; a and a are the field 

component magnitudes, and a and a are their phases. We then write 

(3.1) as follows: 

Et = Re 
a e 

X 

a e 

^i(a)t-kz) (3.2) 
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Chapter Two 

where Re stands for "real part of. " As is customary with time harmonic 

problems, we drop the exponential propagation factor and Re in (3. 2). Hence, 

the plane wave is fully determined by two complex valued components, E and 

E 
x 

E 
y 

— 

• ^*x" 

(3.3) 

As we will show shortly, equation (3. 3) describes an elliptically polarized 

plane wave. Since the wave is produced by the radar transmit antenna, the 

same expression may be used to characterize the transmit antenna; we define 

a e x 

a e 
y 

^x 

iö 
7g~ e 

^y 

(3.4) 

2 2 where g = a and g = a are called the antenna gain functions in the x-^x X ^y y ^ 
and y-channels. The total antenna gain g = g . + g is a measure of antenna 

radiation efficiency in a given direction of illumination. The term ó is the 

phase difference between the x and y channels of the antenna. 

An antenna may also be used with a radar receiver. In that case, we 

associate with that antenna the antenna gain and phase characteris t ic it would 

have if it were used as a transmit antenna. 

The antenna gain patterns a re often used for target illumination efficiency 

calculations; however, for a discussion of properties of radar targets, equation 

(3.4) is inconvenient, since the gain functions a re tied to the fixed (x, y, z) 

antenna coordinate frame and the targets are independent of this frame. A 

more natural geometrical form is sought to express the elliptically polarized 

(ep) wave that the antenna produces. We find this through a discussion of 

geometric variables of the ep wave. 
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Section 3 Elliptically Polarized Waves 

We observe how the E vector of an ep wave propagates along the z-axis 

(Fig. 1). First , we move with the tip of the E. vector through space, descr ib­

ing an elliptical spiral about the z-axis . We may also observe how the tip of 

the E vector moves as the wave passes through an (x, y) plane at fixed 

position on the z-axis. The latter situation is depicted by Fig. 2. Note that 

the direction of rotation about the positive z-axis is opposite with the two 

methods of observation. This fact has led to considerable confusion and 

ambiguity in the definition of sense of circular polarization. 

We now proceed to determine the ep wave in t e rms of geometric param­

e te rs . In Fig. 2 is shown the locus that the tip of the E. describes as the 

plane wave passes through the fixed (x-y) plane. The locus is a tilted ellipse; 

its geometry is given by the axial rat io, r = tan r , where T is the ellipticity 

angle shown in Fig. 2. The orientation of the ellipse with respect to the z-axis 

is determined by orientation angle <(> ; its size is given by the magnitude a . 

The sense in which the ellipse is t raversed is shown in the negative direction, 

as was discussed above. The geometric parameters that determine the ep 

wave are thus the ellipticity angle T , the orientation <p , the magnitude a , 

and the sense. We will find shortly that the sense can be incorporated with 

the sign of T . 

We now introduce coordinates (x' , y') such that effectively (p = 0 for the 

ellipse in these coordinates. We find for this case: 

E^ (a , T) 
a cos T cos (ü)t - kz + a ) 

- a sin T sin (ojt - kz + a ) 
= Re 

a cos T 

i a sin T 

i(wt-kz+a) 

(3.5) 

or, in complex notation: 

E (a . T) 
cos T 

i sin T, 

l a (3.6) 
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Chapter Two 

Fig. 1 Left-Sensed Transmitted Polarized Wave 

Fig. 2 Left-Sensed Polarization Ellipse in Fixed Plane 
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Section 3 Elliptically Polarized Waves 

We note that a change of the sign of T in (3. 6) changes the direction of sense 

of polarization. The general expression for an ep wave with ellipse oriented 

at angles 0 is obtained from (3. 6) through application of a rotation matrix: 

E ( a , (̂  , T) = 
cos (p - sin </) 

sin (p cos (p 
E ( a , T) (3.7) 

The range of ellipticity angle T is -45° £ r £ + 4 5 ° . For linear polariza­

tion, T = 0° ; for right circular polarization, T = +45° ; for left c i rcular 

polarization, T = - 4 5 ° . 

For antennas we derive a similar expression: 

a(a , a . <p , T) = a 
"cos (p - sin (p 

sin (p cos 

^1 r cos T 

(p\ [ i sin T 
(3.8) 

Form (3. 8) is equivalent to (3.4), except that now it expresses the ep antenna 

by geometric parameters . It is possible to determine the set (a , a , <̂  , T) 

from the set (a , a , a , a ) and conversely. To derive these equations, ^ x y x y' •' ^ 
an algebra specially adapted to polarization calculations is developed first in 

Sec. 4. 

The angle a in (3. 8) is called the "absolute phase" of the antenna; it 

determines the phase reference of the antenna at time t = 0 . For many 

practical applications, the absolute phase of the antenna may be ignored. Note 

that the absolute phase of the ep wave transmitted by the antenna changes if the 

antenna is moved in the direction of propagation. Similarly, the orientation of 

the transmitted ep wave is changed if the antenna is rotated about the wave 

propagation direction. There is a close analogy between wave concepts related 

to absolute phase and those related to wave orientation. For example, the 

measurement of power of an ep wave eliminates the absolute phase of the wave, 

and similarly a measurement of power with a circularly polarized receiver 

antenna (which has no orientation preference) eliminates the effects of wave 

orientation. 
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Chapter Two 

For single targets , some interesting observations can be made in this 

context which pertain to independence of absolute phase and orientation of the 

illuminating plane wave. The absolute phase of the wave that illuminates the 

target can be changed by simply moving the target along the observation d i rec ­

tion k , leaving its position otherwise unaltered. Obviously, this translation 

does not otherwise alter the illumination of the target, and hence it follows 

that target scattering propert ies which relate to the target as a physical object 

a re independent of absolute phase changes. All power scatter measurements 

satisfy this requirement - but many other quantities not containing absolute 

phase can be found. 

The second property refers to effective changes of orientation angle cp 

of the illuminating ep wave. This can be accomplished simply by rotating the 

target a fixed angle about the k axis. Again, we observe that no change in 

physical properties and exposure of the target results from the change of 

target orientation. Hence, it follows that target scattering parameters which 

relate to the target as a physical object are independent of wave orientation (p. 

Measurements with a circularly polarized receiver (either right- or left-

sensed) will produce parameters that satisfy this requirement, but many others 

can be found, as will be shown later. The last property is referred to as 

"orientation independent target parameters . " 

The above-mentioned analogies between target properties related to 

absolute phase and to wave orientation also are applied later to achieve a 

better physical understanding of em scattering from rough surfaces. 

4. Polarization Matrix Algebra and Special Polarizations 

In this section, some algebraic propert ies will be summarized which will 

prove helpful in simplifying calculations with polarization vectors that might 

otherwise be tedious and cumbersome. 

We star t with the general equation (3. 8) of an ep antenna expressed in 

geometrical pa ramete rs : 
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Section 4 Polarization Matrix Algebra 

a ( a , a , (J) , T) = a 

where we put 

cos (p 

sin é cos 

sin <̂  1 r cos T • 

cos (p\\.i sin T, 

ia 0 J , , 
e = e^ a (a , a , T) 

(4.1) 

cos (p - sin 

sin é cos 

1 

0 

0" 

1 
+ sin (p 

' 0 

1 

- 1 

0 
(4.2) 

cos * I + sin é J (4.3) 

where I = A i i^ '-^^ ^^^^ matr ix and ' = i n "̂^ ^ spatial 90° 

rotation matrix, for which J = - I . It is easy to verify from these propert ies 

that 

' - l ë > ' c o s (p I + sin <p J (4.4) 

The part a(T) with a = 1 and a = 0 may be written 

• cos T 
a(T) 

cos T 

i sin T 

i sin T' 

cos T 

1 ' 

LoJ 

TK 
= e 

1 

LO 
(4.5) 

where 

rK cos T I + sin T K (4.6) 
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Chapter Two 

o 1 

i o 
- I (4.7) 

Finally, we introduce 

L = J K = - K J 
- 1 o 

o i 
; L^ = - I (4.8) 

vl 
= cos V I + sin V V = 

-iv 

+iv (4.9) 

The matr ices I , J , K , L a r e a representation of the quaternion group with 

the following multiplication table: 

r 
I 
J 
K 
L 

I 

I 
J 

K 
L 

J 

J 
- I 

- L 
K 

K 

K 
L 

- I 
- J 

L 

L 
-K 

J 
- I 

(4.10) 

In textbooks on quantum mechanics, i J , iK, i L a re called Paul i-spinmatr ices . 

We will show shortly their relevance to rotations of the so-called Poincare 

sphere . 

If J stands for J , K , or I we have the following useful rule: 

3(0+^) J = e « i . e ^ J . J^i . e«J (4.11) 
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Section 4 Polarization Matrix Algebra 

which follows from commutativity and (4.4). Another interesting and useful 

rule is: 

K e = K (cos a I + sin a J) = (cos a I - sin a J) K = e "̂  K 

(4.12) 

Similar relationships hold if we replace K and J by two nonidentical mem­

bers of (J , R , L ). 

Using these ru les , we can easily show that e e ^ e*̂  e . I n 

fact, 

e"' 

e e'̂  - e"̂  e = 2 sin a sm/3 L (4.13) 

^ eP^ = e"'^ (cos ^ 1 + sin jS R) = e " ^ cos /3 + sin /3 R e " ' 

= e cos /J + sin fS R cos a + sin j3 sin a I 

and 

e'̂  "̂  e"' ' = (cos /3 I + sin /3 R ) e " ' = e°^ ' cos ^ + sin /3 K e"̂  ' 

a J 
= e cos )3 + sin /3 R cos a - sin p sin a L 

These algebraic rules a r e used efficiently to combine angles. Frequently, 

we have to compute matr ices of the form 
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a J ^ R oig i a i cVg J 
e e e = e (cos /3 i + sin /3 R) e 

(ttj^+ftg) J <'̂ 2"°^1^ ^ 
= cos /3 e + sin /3 K e 

= cos p cos (a . + a„) j + cos j3 sin {a. + a„) J 

+ sin p cos (a.. - a„) R + sin /3 sin (a . - »„) 1-

(4.14) 

We notice sum and difference of angles a . and a„ appearing naturally, a 

result that would be difficult to anticipate by using matrix multiplication and 

trigonometric identities only. We now return to expression (4.1) to show how 

the above matr ices appear in the expression for the ep antenna. From (4.1) 

and using (4. 5), we find that 

/ ^ V ia 0 J T R 
a (a, a , (^, T) = a e e^ e 

(4.15) 

Equation (4.15) expresses the ep antenna completely with exponential matr ices 

in t e rms of geometrical parameters a , a , cp , and T . 

In the next section, we introduce the dot or scalar product between polar i ­

zation vectors . The dot product is used to calculate the received voltage at 

the terminals of the receiver antenna. For the present, we are interested only 

in algebraic properties connected with the scalar product. Given two polariza­

tion vectors a and b , we define 

i a ip ia ip 
a . b = a e ' ' b e ' ^ + a e ^ b e ^ = b . a = a ' b = b ' a (4.16) 
- - X X y y - -

where the pr ime indicates a transposed (row) vector and the last two forms a re 

matr ix multiplications. 
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ff A is a 2 X 2 matrix which transforms a to (Aa), we have, by apply­

ing (4.16), the following important rule: 

(Aa) . b = (Aa)' b = a ' A ' b = a' (A'b) = a • A'b (4.17) 

where A' is the transposed matrix A (obtained by reflections of A about the 

main diagonal). These rules a r e useful for verifying the following resul t . 

If a is given by (4.15), we show that 

l - x l ' - ^ l ^ l ' 
, ,2 2 
a = a 

(4.18) 

By repeated application of (4.11) and (4.17), we have: 

* ia 0 J T R p I -1 
a « a = a e e^ e I | « a e 

lo 
"«*'=-"[:] 

2 -A 
a e ^ ' e'^'e^'^n.e-^l 

2 -TR T R F ^ I [ M 2 
a e e j j * j I ~ ^ 

0 0 

From equation (4.18) we also find that a • a* = g + g = g ; hence, g = a 

is the total antenna gain. 

With each antenna polarization a, there a r e polarizations a, which a r e 

termed orthogonal to a. For orthogonal polarizations, we have: 

a . a ' = 0 
- -X 

(4.19) 

It is easy to show that if a = a (6 , T), the orthogonal polarization is found as : 

a = a (9 + 7r/2,-T) . Orthogonal polarizations a r e not unique, since they may 

have an arbi t rary amplitude a and absolute phase a^: 
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â . ( 0 , T ) a e 
-.i 

-X H ) J (4.20) 

To show (4.19) is s t r a i^ t fo rward : 

* i a rf) J T R 
a • a^ = a e e^ e 

-•«X H ) J T R P 
• a e e 

= a a e 
i (« -a^) -2 J r R 

e e 

'^"-^^ T R , T R 
= - a a e e J e 

^<"-"i^ , - T R + T R 
= - a a e J e e 

other special polarizations, useful for later reference, a r e if 

a = a (a , a , 0 , T): 

"Receiver" or t ransverse polarization: a..^ = a (a, -o , -( />, T) 

Conjugate polarization: 

S3rmmetric polarization: 

a^ = a (a, -0 , 0 , - T ) 

ag = a ( a , a , - d ) , - T ) 

Figure 3 shows some of these polarizations with reference to a (*, T ) . 

The "receiver" polarization ap has the property that an antenna which 

t ransmits this polarization t ransverse to a gives maximum reception at the 

receiver with polarization a; i . e . , maximum reception is not received in 

general by using identical antennas for transmitting and receiving. Con­

versely, an incoming wave a is maximally received by antenna a^ . This 

concept is easily verified by using, for example, a linearly polarized antenna 
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at 45° orientation for transmitting and receiving. The antennas will face each 

other in orthogonal positions; hence, no transmission of power can occur 

between these identical antennas. 

ORTHOGONAL SYMMETRIC 

TRANSVERSE CONJUGATE 

Fig. 3 Four Definitions of Polarization Pai rs 

The symmetrical polarization occurs frequently in the theory of sym­

metrical targets to be discussed la ter . The following relationship concerning 

a„ is used in the next section for the derivation of reciprocity: 

. I ia , 0 J T R 
i L a = i a e L e e " [:i= i a - 0 j - T R 

l a e e ^ e = Ëj, ( * . T ) 

(4.21) 
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5. Determination of Antenna Polarization 

Consider a radar t ransmit antenna with polarization a (0 . , T . ) which 

t ransmits an ep wave E . ^ . , T .) . We wish to determine the polarization 

parameters a , 0 . , T . by radar measurements on the field E . . We have 

at our disposal a radar receiver with variable antenna polarization b dp- , T ) 

which we place in the path of the beam E . in the far field of antenna a . We 

first compute the received voltage at the terminals of b . This voltage will 

satisfy two basic physical properties of em theory: reciprocity and linearity. 

Fur thermore , maximum power is transmitted if the characterist ic receiver 

polarization is received. We intend to show that the following form for the 

voltage received at b satisfies all three basic requirements: 

V = E A ( ^ A ' V 4 < ' ^ B ' V = ^ * ^ R (̂ -i) 

* where b (0 , T ) = b ( -0 , - T ) = bg and the dot product was defined in 

Sec. 4. We assumed the voltage to be calibrated such that we may put 

E . = a in (5.1). 

The form (5.1) is clearly linear; we now show reciprocity. The reciprocity 

theorem states that if one uses the receiver antenna as t ransmitter and one r e ­

ceives with the transmitting antenna, the resulting voltages received in the two 

cases a re the same. The fact that: 

V = a « b _ = a » b „ = a » i L b 
— —K — —D — — 

* • 
= i L a ' b = a g « b = a _ « b = b « a _ (5.2) 

proves that reciprocity is satisfied. Now, if antenna b receives and has unit 

receiver polarization bp \ maximum reception occurs if a = a bj, since 
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I (1) * i then | V [ = a h i • b„ = ab; conversely, if a receives , maximum reception 

is achieved if b = b j . ^ ' . Hence | V | = b | a j , ' • a_ | = a b , which satisfies the 

reciprocity. 

Equation (5.1) is the basic equation for reception which we will use later 

for the study of reception from radar ta rge ts . At present, (5.1) is used to 

measure by means of a set of receiver antenna polarizations b , the polariza­

tion properties of antenna a. We first evaluate: 

ia <^A ' -^A"^ V = a e e e b e ^ e •*B' 

a b e ' < - « , - ' = " . ' * * * * » " / * ' ' 

e 
^B"^ 

1 
ri' ri 

• 1 

to. 

l ] 

oj 

= ab ei<«-^^) •30S ( 0 ^ + 0g) e 
^<^A-^B)'' 

+ J sin ( 0 ^ + 

^i(a+/3) ^ - ^ B ^ [̂ ^^ (^^ -̂  0 B ) I + sin ( 0 ^ + 03) J I e ' ^ [ ^ ] . [^j 

0 B ) « J 

= ab e^^"•'•'̂ ^ I cos ( 0 ^ + 0^) [cos ( T ^ - ^ T ^ ) I + sin ( T ^ - T ^ ) RJ 

+ sin ( 0 ^ + 03) J [cos (T^ + T3) I + sin ( T ^ + T ^ ) R j j ^ . ^ J 

= ab e^^" '̂̂ ^ [cos ( 0 ^ + 0^) cos ( T ^ " "^3^ " ^ ^"^ ^*A "̂  *B^ ^*" "̂̂ A * '̂ B^l 

(5.3) 

From this , the power received at b , P ( 0 _ . , T_ ) = | V | is easily found 
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2 2 
P ( 0 B , T g ) = ^-g— [ l + s i n 2 T ^ s i n 2 T 3 + cos 2 ( 0 ^ + 0^) C O S 2 T ^ cos 2T3I 

(5.4) 

Notice the symmetry between a and b antenna parameters , which agrees with 

reciprocity. Equation (5.4) is of fimdamental significance, since it shows 

which parameters of a a r e measured directly by a set of polarizations of r e ­

ceiver antenna b . Equation (5.4) agrees with the fact that, given a and b , 

maximum reception is achieved if T _ = T . , and 0 . = - 0 „ ; then 

P = a ' ^ b ^ . max 
An obvious expansion of the cos 2 ( 0 . + 0 ) te rm in (5.4) leads to a linear 

expression for power received, with four unknown te rms of a . Hence, a set of 

four independent measurements with receiver b will solve for the antenna 

parameters of a (except absolute phase). The set usually chosen for the r e ­

ceiver polarizations a r e power measurements with "horizontal" (0„ = 0 , 

To = 0 ) , "vert ical" ( 0 ^ = 90° , T _ = 0) , 45° linear (0^ = 45° , T_, = 0 ) , 
B B Ü 0 0 

and r ight-ci rcular (T. . = + 45*) receiver polarizations (Williams, Cooper, 

and Huynen [7]) . Equation (5.4) has further important properties which a r e 

discussed in the next section. 

6. Stokes Parameters, Polarization Sphere, Chart, and Space 

The basic equation for power received, for transmission between two 

antennas a and b , was foimd in equation (5.4). We rewrite this as: 

2 u2 r 
3. D I 

P = — 2 — 1 + s i n 2 T , s in2T_ + C O S 2 T COS 2 0 , C O S 2 T COS2 0 

- C O S 2 T , sin2 0 , cos 2 T s in2 0 „ (6.1) 

We now define the stokes parameters of ep antenna a (a, 0 , T): 
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go = a 

g = a sin 2 T 

g„ = a cos 2 T COS 2 < 

g„ = a COS 2 T sin 2 ( 

(6.2) 

Using the g notation for stokes parameters of antenna a (a , 0 , , T , ) and h 

for antenna b (b , 0_ , T _ ) , equation (6.1) i s reduced to a particularly simple 

form: 

P = 2 <So 0̂ + h \ * ^2^- H S') (6.3) 

We notice that the stokes vector; 

g v^o • ^1 • ^2 ' ^'3 0 * ^ (6.4) 

has four real components, which a re not independent, since 

Vg? + g2 + ! g | (6.5) 

F rom (6.2), it follows that the three-vector g is given simply by a point on a 
2 

sphere, with polar angles 2 0 and 2 T and radius g„ = a , as shown in Fig. 4. 

We recal l that g . represents the total antenna gain of a. The spherical 

presentation of polarization is called the Poincare sphere. We will also use 

the nomenclature polarization sphere, and the polarization plane for projec­

tions of the spherical representation on a plane surface. 
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Fig. 4 Polarization Sphere 

There exists an extensive l i terature on the use of spherical geometry and 

i t s related projections to solve various engineering problems concerning 

polarization (Deschamps [11] , Knittel [44] , Bolinder [45]). We recall also 

the close analogy between impedance concepts and polarization phenomena. 

From this , we may conclude that the widely used Smith chart is a spherical 

projection of an "impedance sphere" representation of impedance; conversely, 

the geometry of the Smith chart has been used for polarization calculations 

[ 11] . In this work we will make extensive use of the polarization sphere con­

cept and also of an orthogonal projection of the sphere on a plane. This s o -

called polarization chart is shown in Fig. 5. 

A short discussion of the polarization sphere and chart follows. Notice 

that the polar angles a r e determined by 2 T and 2 0. Since negative values of 

ellipticity angle T represent left-sensed polarization, one-half hemisphere 

(corresponding to positive T) gives the right-sensed polar izat ia is , the other 

half (with negative T) the left-sensed ones. The great circle which separates 

24 



Section 6 Stdces Paramete rs 

the two hemispheres gives points where T = 0, i . e . , the linear polarizations. 

o ther interesting points on the sphere a r e those where T = ±45°, 

(2 T = ±90°); these a r e the "poles" which indicate the circular polarizations. 

Fig. 5 Polarization Chart 

It follows that we need two char ts , each representing one hemisphere, to 

map the whole sphere on a plane. Figure 5 shows such a c i rcular polarization 

chart, which maps all positive or r ight-sensed polarizations. ("Right sensed" 

means following the screw sense of a helical antenna which would produce 

the wave.) The circumference of the circular chart gives all linear polar iza­

tions, the center right c i rcular . Notice the effect of 2 0 on points of the chart 

such that "horizontal" polarization (0 = 0°) is mapped on the extreme r ight-

hand side of the chart while "vert ical" polarization (2 0 = 180') is mapped 

on the extreme left-hand side. All points on the vertical axis through the 
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center of the chart represent polarizations with orientation 0 = 45" . Note 

the interesting fact that the radial distance of a point on the polarization chart 

is measured by cos 2 T . 

Figure 6 shows antenna polarization a, a , a_, a_, and a„ in relat ion­

ship to each other on the polarization sphere. 

Fig. 6 Polarization Pairs on the Sphere 

The sphere and chart a re useful for representing states of polarization of 

an ep wave if one is not interested in its amplitude behavior, either (1) because 

it i s held constant, which is the case for a wave produced by a radar t r a n s ­

mitter whose output power is held fixed or (2) because the amplitude is i r r e l e ­

vant, which is the case for the so-called null polarizations of a radar target to 

be discussed la ter . However, the most general case of a varying ep wave, for 

instance, for the scattered return from an object as it varies its exposure with 
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direction of illumination, cannot be mapped on a sphere. Instead (if we exclude 

absolute phase), it could be mapped as a point in 3-dimensional polarization 

space, where the distance to the origin represents the power of the ep wave 

(Lowenschuss [27] , Huynen [28]). Very little attention has been paid thus 

far to the possibility of developing a differential geometry in 3-dimensional 

polarization space for possible application to radar ta rge ts . Although we do 

not intend to pursue these mat ters any farther here , an interesting and im­

portant algebraic property concerning the angle between two stokes vectors 

in polarization space will be derived later in this section. 

We left the discussion of t ransmission of power between two antennas 

a and b with equation (6.1). This equation closely resembles a scalar product 

between the stokes vector representations g and h of a and b , except for the 

minus sign in the last t e rm. However, we may write (6.3) as : 

1 0 0 0 

0 1 0 0 

0 0 1 0 

0 0 0 - 1 

'< 

«1 

^2 

.^3, 

• 

[•̂ o] 
\ \ 

^ 

1^3 J 

M g • h (6.6) 

The matrix M operating on g contains the minus sign which is due to a t r a n s ­

formation of coordinates of antennas a and b facing each other, instead of 

being aligned in the same direction. We will find shortly that if the received 

wave is due to target scattering, M is a symmetric matrix called the stokes 

reflection matrix (also called Mueller matrix) for a single (nondistributed) 

target; this transforms the t ransmit polarization a, whose equivalent stokes 

vector is g, into the return signal from the target , which is intercepted by 

receiver antenna b or equivalently h. 

We close this section with some relations which a r e useful in computing 

the stokes parameters directly from a given ep antenna a (expressed in x -

and y-coordinates as before). If a = a (a, 0, T) , then g (a) = (gf,, g, , g , t go) 
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where 

go = a • a 

gl = i J a • a* 

gg = i L a • a* 

i * a 

(6.7) 

We show the derivation for g„: 

.1 * .1 ia 0 J T R I 
g„ = i L a « a = i L a e e^ e I* 

^ LoJ 

- i a 0 j -T R 
a e e^ e 

2 -T R -d 
a e e 

2 
= a e 

= a^ e "̂  (cos 20 I - sin 20 J) e "̂  ** [:]•[:] 
2 - 2 T K 

a (cos 20 e - sin 20 J) Cl-C] 

1 

Lo. 

= a cos 20 cos 2T 

The converse problem, starting from the Icnown stokes vector g , to find 

the antenna representation, is also easily found: From stokes vector g , we 
2 

find the spherical coordinate parameters a , 20 , and 2T . These define a , 

0 , and T, in which a is expressed by (4.15). We notice that absolute phase 

a is not determined by stokes vectors . 

We wish to prove the following interesting property: Given two polarized 

antennas a and b and their corresponding stokes vectors g and h in polar i ­

zation space, then: 
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| a . b*I = a b c o s i (Ê(a ) , h (b)l (6.8) 

where a and b a r e the amplitudes of a and b as usual, and g and h the 

corresponding 3-dimensional stokes vectors . 

This property bears an obvious resemblance to the scalar product law 

for two real vectors . Notice, however, the dependency on half-angle between 

corresponding stokes vectors'. The proof of this remarkable property is 

straightforward. F i r s t , from ordinary (stokes) vectors in 3-space, we have: 

£ • h = | Ê | l h | cos (£ , h) = go ^Q COS (g, h) = g^ h^ + g^ h^ + g^ h^ 

(6.9) 

Now: 

gg = go cos 2 T^ COS 2 0 ^ 

^3 " ^0 °°^ ^ "̂ A ^^" ^ *A 

(6.10) 

2 2 
and similarly for b and h . Since a = g„ , b = h„ , we have from (6. 9) 
and (6.10) 

2 2 f 1 
g„ h„ cos (g, h) = a b sin 2 T . sin 2 T + cos 2 (0 . - 0_) cos 2 T . cos 2 T _ I 

(6.11) 

Next we compute: 
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0 , J T , R 
. * la ^A A 

a . b = a e e e . -i/3 < ^ B ' -^B*^ • b e "̂  e e 

•/ m -T„l^ (0A-0T,) J T. R r i 
- oK „i(a-/8) B A ^ B ' A 
= ab e ^ '^' e e e I 

Lo 
-T R T R 

ab e'<""''> e ^ [cos ( 0 ^ - 0^) I + sin ( 0 ^ - 0^) J j e ^ 

= ab e ^ ^ ' cos ( 0 ^ - 0^) e . — , . . ^ i . + s i n ( 0 ^ -^0^) J 6 

= ab e 
i(o-/3) 

[cos ( 0 ^ - 0^) cos (T^ - Tg) - i s in ( 0 ^ - 0^) sin ( T ^ + T 3 ) | 

(6.12) 

Notice that this resul t a lso follows from (5. 3), if we change the sign of p 

and 0 „ . F rom (6.12), it follows that: 

* 2 ^b^ r 
[ a • b I = ^— | l + sin 2 T sin 2 T + cos 2 ( 0 - 0 ) cos 2 T , cos 2 T 1 

2 2 
5 ^ [l + c o s ( g , y ] = a 2 b ^ c o s 2 | ( s . h ) (6.13) 

By taking the square root on both sides of (6.13), the proposition follows. 

This ru le (6.8) is now applied to the general problem of decomposition of 

antenna polarization a in t e rms of two orthogonal polarizations, b and b , 

which for convenience a re normalized: b = | b [ = l , b x = | b | = 1 . 

Let 

a = c^ b + C2 bj_ (6.14) 
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The complex coefficients c. and c„ may be found through application of the 

rule (6.8) to equation (6.14) using the orthonormal propert ies of b and b , : 

| c | = | a » b | = a cos Ö (£> ll) ~ a cos ö 

* 1 
1^2 I - | a • b I = a cos 2 (S> "ïl) ~ a sin ö 

(6.15) 

Here, as usual, g is the stokes vector of a and h that of b , and 26 is the 

angle between g and h . Notice (Fig. 6) that in polarization space the vector 

corresponding to b . is - h'. 

The phases p and jS, of c^ and c^ a r e still undetermined. We write: 

/3. =a + p,p^ = a-p. Substituting this into (6.14) gives: 

i a , f i/3 ,_ . . t -ip, , a = a e (cos ö e '̂  b + sm ó e '̂  b . ) 

The angle p may be associated with rotation 2p of vector g in polarization 

space about the fixed h axis , as shown in Fig. 7. 

lLjL= -h. 

Fig. 7 Polarization Space Vectors 
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Equation (6.16) will be used later in the theory of null polarizations of 

radar targets . We have shown that the formal decomposition of a has im­

portant geometric significance for the corresponding stdces vector representa­

tion in polarization space. 

7. Mixed Stokes Vectors and a Remarkable Theorem 

We found in the previous section that an ep antenna with polarization a 

is represented by a 4-dimensional stokes vector g (a), which determines a 

completely except for an absolute phase term. The four real components 
2 2 2 

(go » g]^. g2 » gs) °f S were shown to be not independent since go ~ g^ '*' ^2 "*" 
2 

g , but a 3-dimensional independent subspace determined by vectors 
o 

£ ~ (gi f g'o I go) defined a so-called polarization space. For constant antenna 
o 

gain g. = a , this space reduces to points on a 2-dimensional polarization 

sphere (Poincare sphere) of constant radius g„. 

In this section we will develop a generalization of the stokes vector con­

cept to include complex components which a r e defined by two antenna polar i ­

zations a. and a_: 

So = h' 2̂ 

(7.1) 
g l = i J a^ • ag 

g2 = i L a^ . a2 

gg = - i R a^ . a2 

The four-vector g , thus defined, is called a mixed stokes vector and is 

written g (a , a „ ) . Since a and a„ a re arbi t rary , the components of g 

a r e , in general, complex. The previously defined g (a) with real components 

is shown as a special case , since g (a) = g (a , a*) . The mixed stokes vec­

tors appear naturally with a remarkable theorem, which we state as follows: 

Given two voltages, V = a • b and W = a„ • b , and mixed stokes vectors 
1 ^ z 1 

g (a. , a„) and h (b , b^) defined by (7.1), then the product is: 
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VW = (a^ . b^) (a^ • b^) = I (go ho "̂  g i ^ "̂  §2 ^2 + 83 ^3> = I ^ ' *» 

(7.2) 

The proof of (7. 2) is very simple; it is obtained by decomposing vectors a.. , 

a „ , b , , and b„ into x and y components on both sides of (7. 2), using the 
Z 1 ^ 

definitions (7.1) and the definitions of J , R , and L from Sec. 4. 

To il lustrate the usefulness of (7.2), we give special examples: 

Case 1 

Let â ^ = a , 3,2 = a* , bĵ  = b and bg = b* , g = g (a , a ) = g ^ , 

and h = h (b, b*) = h (b) . Then: | a . b * | ^ = I (go ^0 "̂  S ' ^ " I ^Q ^o 

1 2 2 2 2 2 1 
[ l + c o s ( g , h ) ] = 2 a b [ l + c o s ( g , h ) ] = a b cos 2 <£• ^ 
Hence: 

| a . b * | = a b c o s | (g(a) . h (b)) (7.3) 

This is the scalar product rule derived by direct calculation in the previous 

section. 

Case 2 

Let a^ = a , a2 " - * • - 1 " - * • - 2 " - ' V = (a • b) , W = V = 

(a* • b*) ; g = g (a, a*) = g (a) , h . = h- (b*, b ) . Since we prefer to write 

h = h (b , b*) = h (b) instead of h . (b*, b) , we notice the following general 

ru le , derived simply by observing the general definitions (7.1): If s (a, b) = 

(SQ , SĴ  , S 2 , SO) is a mixed stokes vector, then s j^ (b , a) = (SQ . - Sj^. 82 • S3) 

is obtained from s by change of the sign of the second component of s • 

Applying this rule to h. (b* , b ) , we find: 

| a . b | 2 . I ( g o h o - g i h i + g g h a + g s V ('-^^ 

where g = g (a) , h = h (b) . This equation is useful for calculations of power. 

For example, if we replace b by b_ = b (b , - 0_ , - T _ ) such that 

g'(b^) = (go» - g i » g 2 ' ' g 3 ^ ' ^«a t ion (7.4) becomes: 
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I ^ - ^ R I " = | ( g o h o - ' g l h x - ^ g 2 h 2 - g 3 V < -̂̂ ^ 

This was the equation for t ransmission between two antennas a and b which 

was derived by direct computation in Sec. 6. 

Case 3 

Let aj^ = a , ag = b , bĵ  = a , bg = b , V = (a • b) , W = V = (b . a ) , 

g = g (a , b) , and h = h (a , b) = g (a, b ) . Substitution into (7. 2) gives: 

However, from definition (7.1), g„ = ( a ' b ) and hence by substitution into 

(7.6) we find if g = g (a, b): 

2 2 2 2 
go = gi + g 2 + h (^-^^ 

This shows that the rule for stokes vectors g (a) with real components r e p r e ­

senting an ep wave a applies also to the mixed stokes vector g (a, b) with 

complex valued components. 

Case 4 

With g = g (a , b) = (g^ , g^ , 82 , gg), we associate a vector g' = (g^^, 

" g , I "go > ~gq) called the opposite of g . It is easy to verify that 

g' = g ( J b , j a ) : 

J b ' i a = b ' a = a « b = g\ 

i J ( J b ) « ( J a ) = i J b « a = - i J a ^ b = -g^ 

i L (J b) • (/ a) = - i J L J b • a = - i L b . a = - g2 

- i R ( J b ) ' ( J a ) = i J R J b . a = i R b . a = -gg 

^0 

^3 = 

34 



Section 7 Mixed Stokes Vectors 

We apply this rule to (7.2). Let a = a , ag = b , b . = J b, bg = J a ; then 

V = (a . J a ) , W = (b . J b) , g = g (a, b) , and h = g' = g (J b , J a) . 
1 / 2 2 2 2\ 

Hence: (a - J a) (b . J b) = g (gQ " g^ " g2 " ga) = "^ 

since V = (a • J a) = a • a* = 0 . This gives the same r e su l t , 
2 2 2 2 ~ 

go ^ gĵ  •*• g2 •*" ga ^^ ^^'^ shown in Case 3 . 
Case 5 

With g = g (a , b) = (go I gj^, g2 . go) I ^ e associate the complex conjugate: 

g* ^ (gfi» gt • g? ' g^) • ^^ ^^ easy to show from definitions (7.1) that g* = g 

(b* , a*) . If we now apply to g* the result of (7. 4) for opposite stokes vector 

g ' , we have: 

g* = g ( ' a* , J b*) = g (aj^, b^) = (gQ , - g]^, - g2 . - gg ) 

Now put m (7. 2): a^ = a , ag = b , b^ = a^ , bg = b^ , V = (a • b̂ )̂ , 

W = (b • a^) , g = g (a, b) = (g^ , g^ , g2 , gg) , and h = g* = g (a^, b^) = 

\ g o ' "gf • g 2 ' ^3/' 
Then: 

(a.b^)(a^.b) = | ( | g o l ' - \gj - |g2|' - | g 3 l ' ) ^'-^^ 

Notice that the left-hand side of (7. 8) in general is not zero, and hence the 

sum of squares of absolute values of complex components g, , go , and g„ of 

a mixed stokes vector g in general does not equal [ g„| '. 

Case 6 

Let a = a , a2 = a* , h^= b̂ ^ , b2 = b^^; then g = g (a, a*) = g ^ . 

Let h = h (b) = (hp , hj^, h2 , hg); then h*' = h/bj^, b* \ = h (bĵ ) = (h* , - h * , 

- h g , - h „ | = (h„ , - h , - h 2 , - h ), since h (b) components are real. 

Now V = / a » b* jand W = /a* • h \ = V*. Hence | a . b * | ^ = 

l<goho- Sl^ l - ^2 '*2 - ^3 3̂> = I K \ - h \ '̂ "^ <S. h)] = a ^ ^ sin^ i 

(S.h) 
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From this follows the interesting property 

| a . b*I = a b s i n | ( g , h ) (7.9) 

This result will be applied in a later section to the theory of null polarization 

of radar ta rge ts . 

Case 7 

In addition to the propert ies related to single targets . the mixed stokes 

vectors and theorem (7.2) will be useful in the theory of distributed (time 

varying) targets and fields. Let a^ (t) and ag (t) be time-varying fields (a 

precise definition is given in Chap. 5) and consider b^ = bg_ , bg = b . „ 

fixed receiver antennas for sampling each field which produce voltages 

V,. (t) = [a (t)» b* I and Vg (t) = f ag (t) • bgrjl, as was discussed in 

Sec. 5. Suppose one is interested in the same average (V,. Vg) ; then by 

application of (7. 2) we find: 

(V^ (t) Vg (t)) = I <̂ g[â  (t), a2 (t)j). h(b2R . b^J (7.10) 

where we used the shorthand notation: g • h = g„ h„ + ĝ  h + g„ h„ + g„ h 

The interesting property of (7.10) is that it separates the time-varying field 

components a. (t) and a^ (t) from the fixed receiver antennas such that these 

can be studied independently. Further details will be given in Sec. 25. 
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3 SINGLE RADAR TARGETS 

8. Introduction to Radar Target Scattering 

Radar targets are usually characterized by their "patterns," which are 

plots of radar cross section (RCS) versus angle of observation at a given radar 

frequency and polarization of transmitter and receiver. Figure 8 Shows a 

typical situation in which a ground radar station illuminates a target in space. 

The direction of illumination which determines the target's exposure is shown 

in the figure by the aspect direction. The target's coordinate frame is aligned 

with the target's axis. With reference to this coordinate frame, the target's 

aspect direction is given by roll angle and pattern angle (often also called 

aspect angle). The pattern angle gets its name from the fact that most "static" 

RCS patterns, obtained by radar range measurements, are measured as a 

function of that angle for fixed roll positions of the target. 

ORIENTATION 
ANGLE 

RADAR ANTENNA 

Fig. 8 Target Aspect Direction and Orientation Angle 
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With target exposure thus determined, the target ' s position in space is 

still not completely fixed. The target may still be oriented at an angle ip 
a 

about the line of sight direction, leaving the exposure of the target the same. 

The angle ip is called the target axis orientation angle, since it determines 

the target orientation with reference to the fixed aspect direction. Whereas 

target aspect direction is important for target scattering, since it exposes 

different parts of the target ' s surface, the orientation angle ^ is a geometric 
a 

motion parameter only, which orients the target in space with reference to a 

fixed ground station for a fixed target exposure. Hence, the target ' s scattering 

is in general also dependent on iji , since iji effectively changes the orienta-
a a 

tion of polarization of the illumination. If targets are sensitive to changes in 

polarization orientations — and we will see shortly that they are — the target 

backscatter will in general be dependent on tp . However, from the point of 
a 

view of the observer, the target axis orientation is purely a dynamical variable 

of the target motion, which does not affect target exposure and hence the scat­

tering matrix T associated with that exposure. From this discussion, we 

may draw several important conclusions: 

(1) The target exposure determines the target ' s backscatter proper ­

t ies ; with it is associated a scattering matrix T . 

(2) A change of target axis orientation ip , with exposure fixed, may 

be accounted for by a corresponding orthogonal coordinate t r an s ­

formation of matrix T . The coordinate transformation is due to 

an effective change of orientation of polarization of target 

illumination. 

(3) Although the scattering is thus affected by changes in target or ien­

tation, since the scattering is determined by T , the effect of }p 

on the scattering can be accounted for if ip is known from the 
a 

target ' s position relative to the radar observation station. 

(4) For studies that aim to link radar target scattering properties to 

basic body geometry and structure, it is essential to subtract the 
effect of Ip on the target scattering. This procedure leads to so -a 
called orientation invariant target parameters [28 ] . 
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Section 8 Radar Target Scattering 

(5) The above-mentioned procedure can be carried out successfully 

only if the scattering matrix T of the target is known from obser­

vations. Hence, most r ada r s that observe targets with a single 

polarization produce target signatures that are obscured by the î  
a 

parameter . It is unlikely that these target signatures obtained with 

single polarization r ada r s can be shown to have significant co r re l a ­

tions with target geometry and s t ructure . 

(6) A significant exception to the preceding discussion is the use of 

radars that have a single circular polarization. Since the circular 

polarization illumination itself is unbiased to target orientation, 

the target amplitude return signature in this case will also be 

orientation invariant. 

(7) We will show shortly the ra ther suprising and important fact that 

the process of eliminating the effect of ip on the scattering 
a 

matrix T , and hence on target signature, does not require know­
ledge of Ip itself; only T has to be known from radar measure -

a 

ments . 

The previous discussion has s t ressed the significance of target axis 

orientation ip on radar scattering. The ra ther detailed digression was felt 

to be justified because a general lack of appreciation of these facts is found 

among investigators, and a host of misconceptions regarding radar signature 

analysis and procedures may resul t . Many efforts have been directed toward 

correlation of target signatures from conventional linearly polarized radars 

with target size, shape, and s t ructure . Failure of such attempts have then 

led to the erroneous conclusion that radar target signatures are useless for 

such purposes . A phenomenological understanding of the target scattering 

process entailed might have averted such a conclusion. 

The same ideas concerning target orientation may be applied with signifi­

cant resul ts to distributed ta rge ts . For a terrain, the " target axis" becomes 

the average surface normal. Local surface patches have normals that deviate 

in a random fashion from the average normal . The random orientation changes 

of the local normal will be shown to generate "target noise" with well-defined 

pplarization character is t ics . 

39 



Chapter Three 

9. Target Scattering Matrix and Operator 

The scattering matrix (SM) of a radar target may be considered a generali­

zation of the ordinary radar cross section (RCS) type of radar observable. 

While RCS is a measure of the intensity of target scattering for single polar­

ization radar transmission and reception, the SM includes the target scattering 

for all polarization combinations of t ransmit antenna a and receiver antenna 

b (Fig. 9). Not only intensity but also the phase of the returned wave is sup­

plied by the SM. 

Fig. 9 Radar Target Reception 

The SM transforms the transmit polarization a into the polarization of the 
g 

scattered field jE , which in turn is sampled by the radar receiver b . The 
S S S 

vector identity K = T a defines the target transformation T . We now use 

equation (5.1) to obtain the voltage received at antenna b for any incoming 

wave E : 
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Section 9 Target Scattering Matrix 

V = E^ » b^(b ,0B,Tg) = T \ . i ' b ( b , 0 3 , T g ) 

i I T a • b = T a « b = a . T b (9.1) 

where 

i l T ' - [::i hi 42 

hi ^2 
(9.2) 

This is the form we used for the target scattering matrix T . The term L 

I „ .1 was defined in section (4) as a member of the I , J, R, L group. 

From reciprocity, the same result is produced if antennas a and b a re 

interchanged: 

Ta Tb . a Tb (9.3) 

Hence, comparing (9.1) with (9.3) we find T = T or t hl= •̂̂ • T is 

a symmetrical matr ix . In these operations, T' means the transposed matrix 

of T , obtained by reflection of T about the principal diagonal. From rec ip ­

rocity, it thus follows that T is a 2 x 2 complex symmetric matr ix . 

The law of reciprocity does not hold if propagation effects related to the 

ear th ' s magnetic field (Faraday rotation) are present. However, in that case, 

the asymmetry of T can be used to determine and to eliminate the effect of 

Faraday rotation on the target scattering [46] . For the present discussion, 

we assume that the Faraday rotation effect has been removed, so that the t a r ­

get is represented by a symmetric SM . 

We observe in (9.3) that the antenna polarizations are given by a and b 

and T represents the radar target at a given radar frequency and fixed target 

exposure (or for fixed direction of illumination). Hence, a radar target is 

determined by T and conversely any symmetric T stands for some physical 

target at a given aspect direction and frequency. However, we do not claim 

uniqueness; many physical targets may have at some exposure the same T . 
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Also the same physical target in general is represented by many T's, since T 

changes with every direction of illumination and radar frequency. 

The matrix T is defined in te rms of polarization. We normally use in 

this work a pair of horizontally H and vertically V polarized unit vectors to 

define a bas i s . In this form, the matrix is defined as 

t t 
21 22 

Here H - V is a complex number, t̂  „ , which is proportional to the received 

horizontally polarized component of the returned signal (in amplitude and phase), 

while the target is illuminated by a vertically polarized transmitter : and s imi­

larly for the other designations. The general scattering matrix is thus com­

pletely determined by the backscattered returns from a target for horizontally 

and vertically polarized target illuminations. Once T is determined by (9.4), 

the backscattered return from the target is known for any combination of 

polarized antennas a and b . 

It is equally possible to express vectors a and b and T in some other 

polarization reference frame; for example, we could have used a circular basis, 

with r igh t -and left-circular (RC and LC) polarization vectors as basic 

orthogonal unit vectors . Later we will even make use of a nonorthogonal basis 

produced by so-called null polarizations. Obviously, in all these bases T will 

be numerically different matr ices that can be converted into each other, and 

aU these forms of T represent the same radar target . 

This author has s tressed in the past the use of the term "operator" to 

Indicate the physically invariant property of T for representing a radar target 

[47 ] . The radar target scattering "operator" is defined as the set of all 

representations of T . The Russian l i terature [39] has followed the "operator" 

nomenclature introduced by this author; however, American authors prefer the 

te rm "scattering matrix" to describe the scattering properties of radar targets . 

As is often done in mathematics, the properties of the "operator" that are inde­

pendent of special matrix representations are studied by solving a so-called 

T = 
M - H H - VI 

V - H V - vJ 
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eigenvalue problem, which is characteris t ic to the operator at hand. Solutions 

to the eigenvalue problems of T are expressed by eigenvalues and eigenvectors, 

and it is expected that properties of these may then be associated with physical 

properties of radar ta rge ts . These topics a re the subject of following sections. 

10. Eigenvalues and Eigenvectors 

for the Target Scattering Operator 

In the previous section, it was noted that properties of the target sca t te r ­

ing operator T may be studied through solutions to an eigenvalue problem. 

The characterist ic eigenvalue problem of T is presented in the following 

form; 

Tx = tx* (10.1) 

In general, there are two independent solutions to this equation: 

TXj = t x^ 
(10.2) 

Tx2 = t2X* 

As usual, the asterisk denotes complex conjugation. The complex scalars t.. 

and tp a re called the eigenvalues; the two normalized vectors x.. and Xg a re 

the corresponding eigenvectors, which are characteris t ic for the problem. 

Note that (10.1) is not of the form Ax = ax usually found in textbooks; for 

those problems, x. is determined up to a phase factor (if x. is a solution, 
ia 

e X also is); on the other hand, with (10.1), because of the conjugation sign 

on the right-hand side, x . is phase determined with the phase of t . . 

F i r s t , we show that the t^o eigenvectors in (10.2) are orthogonal if the 

eigenvalues a re not equal in magnitude, in which case the solution is called 

degenerate. 

Since T is a symmetric operator, we have: 

|TXi • Xgl = |x^ . Txgl (10.3) 
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Substituting (10.2) into (10.3), we find: 

\\\ 1̂ ^ • Xgl = |t2| |x^ . x*| (10.4) 

Hence, if | t j | ^ | t 2 | , 

from which follows: 

1̂ 1 • ^ | l = 0 

X. « X* = 0 (10.5) 

This was the condition for orthogonality of vectors x and x„ . Since they 

were also normalized, 

Xj • x | = 1 - 2 -2 
(10.6) 

the vectors x. and jc„ form an orthonormal set. Following the usual pro­

cedure, it is now possible to construct a unitary transformation U = [x, , 

x„] for which 

U'U* 
2̂ 2 -5 .1 Xg . X* 

(10.7) 

On the right hand side is indicated the unit matrix I . We use U to bring 

the matrix T to diagonal form. F i r s t we have: 

Hence, 

TU = [TX^,TX21 = [t,xl,t2X*] 

U'TU 
\l • hx* 

J2 ' h^i 

1̂ • h^2 

2̂ • h^2 . 

h 
0 

0 

h 
(10.8) 
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We now define 

Td = 
0 t„ 

(10.9) 

which is called the diagnoalized scattering matr ix . 

Using (10.8) and applying the unitary property (10.7), we now solve for the 

matrix T in te rms of eigenvalues and eigenvectors: 

U T , U 
d (10.10) 

This decomposition of the target scattering matrix T in t e rms of eigenvalue 

parameters will be basic to all further developments in this repor t . It has 

many interesting geometric properties which we will develop la ter . 

We next determine some propert ies of the total backscattered power. Con­

sider the total power per unit a rea P, . contained in the backscattered return: 

tot -
E^ . E^* = Ta • (Ta)* (10.11) 

Let us decompose the transmit polarization a in te rms of orthonormal eigen­

vectors X- and x„ of T : 

a^Xj + a2Xg (10.12) 

Substitution of (10.12) into P. . and using orthonormal properties of x- and 

Xg g i v e s : 

t̂ot = <^lT^l ^ 2̂T̂ 2> • (^T ^1 + S ^ l i P = 

= a 2 l t j 2 . | a g | 2 ( | t j 2 _ | t ^ ,2 ) (10.13) 
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where g = a = |a | + |a_ | is the total transmit antenna gain defined in 

Section 3. We may assume, without loss of generality, that | t . l a | t p | since 

the order of the eigenvalues has not been fixed. Also, for convenience, the 

t ransmit antenna is normalized to have a unit gain: a = 1 . We now wish to 

determine for which transmit antenna polarization a , with fixed gain a = 1, 

the maximum power is returned from target T . 

The only variable in (10.13) is | a „ | , and it is easily foimd from this equa-
2 tion that P.„. is a maximum if I a„ I = 0 when P. . = 11, I and that this 

tot 1 2 1 tot I 11 

maximum is achieved by illuminating the target with a t ransmit antenna of 

unit gain and polarization: a = x . 

The maximum power returned is a target characterist ic, since it is given 

solely by parameters derived from the scattering matrix T . We designate a 

The 

positive value m is called the radar target magnitude; it gives an overall 

electromagnetic measure of target size, similarly as wave magnitude a gives 

an overall measure of electromagnetic antenna size (gain). 

With these resul ts , we are now equipped to determine other target pa ram­

e t e r s . The eigenvector x, now also has assumed physical significance; it is 

called the "maximum polarization" x^ = HL > which is defined by geometric 

variables é and T as follows: 
^ m 

target variable m for the maximum return: P (max) I* f2 2 

| t j = m . 

m(ip,r ) = 
cos ip - sin "̂1 [• cos T. 

sin É cos i/)||i sin T ][: (10.14) 

The two eigenvalues a re written in the following form: 

. 2i(i^+p) 
t̂  = m e ^ ^ ' 
. . 2 -2i(v-p) 
t = m tan y e ^ f' 

(10.15) 

We note that this definition agrees with | t j | = m and | t | > | t | if 0 s 

•y :s 45° , which is the range of y . The significance of the angle y will be 

c learer later; it is called the characterist ic angle and it plays an important 
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role as a target character is t ic . The angle v is sometimes called "relative 

phase" because it assumes that role in the diagonal matrix (10.9), but since 

this nomenclature may be ambiguous for general T we prefer the more d e s ­

criptive term "target skip angle ," since values of v have some relationship 

to depolarization owing to the number of bounces of the reflected signal. The 

range of v i s : -45° :£ v :< +45° . 

The quantity p is called the absolute phase of the target; it disappears 

with power measurements , and it may be altered arbitrari ly by moving the 

radar target along the line-of-sight direction, leaving the target ' s attitude 

otherwise unaltered. Hence, the absolute phase is a mixed target parameter ; 

it is determined by the target surface geometry and composition as well as by 

the target ' s spatial position. 

The two parameters ip and T which determine m also are important 

target parameters . The angle ip , the target orientation angle, can be made 

zero simply by rotating the radar target about the line-of-sight axis , keeping 

target exposure otherwise unchanged. The angle T i s , of course, the 

ellipticity angle of the maximum polarization in . However, it will play a 

significant role in determining target symmetry (when T = 0) or asymmetry 

(when T =̂  0) . We will often call T the target "helicity angle" for reasons 

which will be apparent la ter . Its range is -45 ° £ T £ +45 ° . 

With these identifications, we now show how the six target parameters m , 

p , ip, r , V , and y determine the target scattering matrix T . To this end, 

first the imitary transformation U in (10.7) is found by substituting x. = m 

and X = m . Now m(i/',T ) , given by (10,14), and m = m{il) + T/2, -T ) 
£i _L Xll _L 111 

may be written as : 

i/i J '''m'^ n 1 
m(i/;,Tj^) = e e [JJ (10.16) 

m ^ ( ^ , V = J e e ™ [Jl = e e " " [;] (10.17) 

From this it is easily verified that _m • m* = 0 , since 
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, *' V"̂  1 -^i -Vroi 
m . m * = e e o * ^ ^ l " 

= e (e e ) e ol iJ " 

Now: 

U = m , m j ^ = e e ™ [ Q { = e e ™ = U(i/),T^) (10.18) 

Substitution of (10.18) and (10.15) into (10.10) gives the desired resul t : 

>pl - T R - U l 
T = U*T,U*' = e e e d 

m 0 
2 

0 m tan -y 

- a -T^R -,pl 
e e e 

(10.19) 

Next we define 

4>i T R î L 
V(>p,T^,v) = e e "* e _ (10.20) 

It is easily shown that U(^ ''''m '''^ ^^ ^^^° ^ unitary matr ix: 

V'{>l>,T ,v)V*{>l>,T ,v) = e e ™ e e e ™ e = 1 

\ /V / 
(10.21) 

Hence, (10.19) may be rewritten as 

T = V*(ip,T,v)m. 
1 0 1 

o U*'(^,T ,1-) (10.22) 
LO tan yi 
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This shows that T , diagonalized by a unitary transformation, has positive 

diagonal t e r m s . Both forms (10.19) and (10.22) are useful for calculations. 

The latter is especially useful for obtaining geometric canonical representa­

tions of T on the polarization sphere, where {>p,T ,v) a re rotation angles 

of the sphere about three orthogonal axes and y assumes the role of sole 

remaining identifier of canonical t a rge ts . 

Before proceeding further with these topics, we give some physical 

examples of target matr ix representat ions. 

11. Derivation of Received Backscattered Power 

A basic relationship for received backscattered power P collected at the 

terminals of receiver antenna b , due to the scattered return from target T , 

which is illuminated by a plane wave from transmit antenna a , is presented in 

this section. The usual procedure is to s tar t with the radar equation.* In our 

discussion on output power, direction gain and antenna losses (transmitting and 

receiving system constants) are included in the antenna magnitude factors a 

and b . Propagation losses and radar c ross section are lumped into the target 

magnitude factor m . The target polarization effects are determined by the 

normalized (m = 1) scattering matr ix T . The resul ts obtained will be funda­

mental to all subsequent developments in the remainder of this work. 

The power is expressed as a scalar product of stokes vectors of antenna b 

and returned wave, which in turn is derived from a stokes reflection matrix M 

applied to the stokes vector of antenna a . The derivations are somewhat labo­

rious but straightforward. Applications a re given in later sections. We s ta r t 

with equation (9.1) for received voltage: 

V = T ( m , p , y , i ' , T ^ , i ^ ) a ( a , 0 ^ , T ^ ) . b(b , 0 ^ , T^ ) (11.1) 

*See Ruck et al. [49, p. 7 ] , which includes a discussion of propagation and 
transmitting and receiving losses. 
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The target scattering matrix T is shown expressed in geometric parameters , 
o 

as are the antennas ^ and b . The received power P = | V | is found from 

(11.1) through application of the scalar product rule (7.4) bet\\'een stokes 

vectors . Let 

P(Ta) = (PQ • P i ' P2 ' P3) (11.2) 

and 

h(b) (hQ,h^,h2,hg) (11.3) 

We find from (7.4) that 

P = |Ta . b |2 = i (pph^ - p^h^ + P2hg + pghg) (11.4) 

Note the change of position of the minus sign in (11.4) compared with (6.3) 

owing to the definition of h(b): 

h(b) = (b^ , b^ sin 2T , b^ cos 2T COS 20 . \? cos 2T sin 2* ) (11.5) 
B ' 

The p-vector components a re found from equation (11.2) by substituting 

E = Ta for p(E): 

PQ = E • E* Ta • T*a* = T*Ta • a* 

p = i J E • E* = iJ Ta • T+a* = iT* J Ta • a* 

iL E . E* = iT*LTa 

p = - i R E • E* = - i T * R T a • a* 

(11.6) 

We notice that all p. in (11.6) are of the form p. = H.a • a* , where H. = H*' 

is a hermetian matr ix . The term H. may be expressed by four real numbers, 

m . „ , m . , , m . _ , and m._ , as follows: 
jO' j l ' j 2 ' ] 3 ' 
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m . . + m._ m.„ - im., 
jO ]2 ]3 Jl 

m.„ + im., m.- - m.„ 
]3 ]1 ]0 ]2 

. . I + im., J + im.„ L - i m . „ R (11.7) 
jO J l ]2 ]3 ^ ' JO 

Hence H.a • a* is evaluated simply by 

H.a • a* = (m._ I + im., J + im.„ L - im._ R)a •• a* 
] - - ^ ]0 Jl j2 ]3 ' - -

'"joSo ^ ""jlSl ^ '"j2g2 " ""ish 
(11.8) 

where we used (11.4) with p(E) replaced by: g(a) = (g_ ,g^ , g„ , g„) . Hence, 

H. is conveniently written in the form 

H. = (m.. I + m . , i J + m._iL - ia.„iR) = (m._ ;m., ;m._ ;m.„) (11.9) 
J ^ jO j l j2 .13 ' ^ jO' J l ' j 2 ' j3 ' ^ ' 

We now may define four hermetian matr ices in (11.6) similarly: 

"o = | T * T = (m^^;m^^;m^^;m^^) 

« 1 = - | T * ' T = (m,o;m^^;m^2='" l3) 

H^ = i T H T = (m2o;m2^;m2g;mg3) 

Hg = - | T * R T = (m3Q;mg^;m32;m33)^ 

(11.10) 

Then from (11.4) and substituting (11.6) and (11.10), and finally using (11.8), 

we obtain: 
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P = 

H ^ 

H^a 

« 2 -

Hga 

a* 

a* 

a* 

a* 

• 

• 
\ 

\ 

\ 

l'̂  

^ 

""OO " O l "^02 '"OS 

'"lO " ' l l ™12 ' " i s 

"^20 "^21 ^"22 ^"23 

' "so " 'S l '"32 "'SS 

^0 

Sl 

H 
[̂ 3 

• 

' \ 

\ 

s 
\ 

or 

Mg(a) . h(b) (11.11) 

Hence, by computing the m.. components from equations (11.10), it is 

possible to compute the stokes reflection matrix M in (11.11) in te rms of t a r ­

get parameters derived from the target scattering matrix T . This is still a 

ra ther tedious p rocess . To simplify mat te rs , it is convenient to eliminate the 

target orientation >p from the scattering matrix. This is easily done by the 

following device. Equation (11.1) for voltage is rewritten as : 

Ta . b = e' ' ' ' T^e- ' ^ ' ^a • b = T^ (e"* ' a) - (e"*^ b) = T ^ • b 

where a , = a(a , 0 . - î  , T . ) . 
-i/j - ^ ' ^ A ^ ' A ' g 

The calculation for P = | v | based upon (11.12) now leads to 

(11.12) 

P = Mg(a) . h(b) = M^g(a.) . h(b^) (11.13) 

where 

2 2 2 9 
g(aJ = [a ,a sin2T^,a cos 2 T ^ cos 2(0^ - î) . a^ cos 2 T sin 2(0 - ii) 

(11.14) 

and h(b^j) = h [ b ( 0 ^ - ip)] similarly 
-f B 
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The term M is the stokes reflection matrix corresponding to T , with 

ij, = 0 . It is calculated from (11.10) by substituting T^ for T . For H^ 

we find by substituting T^ = T(!/) = 0) = U*T^U*' from (10.10) inequation 

(11.10): 

, , T R T R -T R -T R 
H = i T*T = i e "^ T* e "" e ' " T , e "^ = o 2 o o 2 d d 

, T R 2v\. -2v\. -T R 
l m rri / irri / V n i (11.15) 

For T ,(7) we write: 

T^(7) 
1 O 

2 
O tan y 

m 

2 cos y 

1 + cos 27 O 

O 1 - cos 27 

2 cos y 
( I + i L cos 2Y) (11.16) 

Hence, 

2 T R 2i/L -21'l -T R 
m m _ , „ . __2„ , , . „. „ . . . , _ _ m 

8 cos y 
e e [(1 + cos 2-))l + 21 cos 2yL] e e 

T R 2 "'^m'^ 
= Q e [ (1 + cos 2y) I + 21 cos 2y L ] e 

Q. 
- 2 T R 

2 l ï i 
(1 + cos 2y) I + 21 cos 2y L e 

= Q [(1 + cos^ 2y) I + 21 cos 2y sin 2 T ^ J + 2i COS 2y cos 2T^ L 1 (11.17) 

where 

% = 4 
8 cos y 
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Since H^ = (mQjj;m^^; m^^g; m^g) by (11.10), we find: 

^ 0 0 = %i^ + cos 2y) 

m „ , = 2Q cos 2y sin 2T 01 o ' m 

m . „ = 2Q cos 2y cos 2T 
02 o ' m 

'"OS = ° 

(11.18) 

The derivation for H^ , H and H are left to the reader . We give 

the following resul t for the oriented stokes reflection matrix M : 

M 

+ B 
o o 

F 

C 

H 

F 

-A + B 
o o 

G 

D 

C 

G 

A^ + B 

-E 

H 

D 

-E 

A - B 
o 

(11.19) 

where 

A = Q f cos 2T o o m 

B = Q (1 + cos^ 2y - f cos^ 2T ) o o^ ' m' 

B = Q [1 + cos^ 2y - f(l + sin^ 2T )] 
m' 

C = 2 Q COS 2y cos 2T o ' m 

F = 2 Q COS 2y sin 2T 
o ' m 

D = Q sin 2y sin 41̂  cos 2T o ' m 

2 
E = Q sin 2y sin 4 f sin 2T 

o ' m 

G = Q f sin 4T ^o m 

H = 0 

(11.20) 
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with the definitions: 

Q 

and 

8 cos y 

2 2 
f = 1 - sin 2y sin 2v 

(11.21) 

(11.22) 

Substitution of (11.19) into (11.13) gives the basic result for received 

backscattered power. The next sections present special features and special 

cases of this important resul t . 

12. Properties of Received Power From Radar Targets 

The equation for received power P from radar targets was expressed in 

(11.13) by a scalar product of stokes vectors representing the returned wave 

Mg(a) and receiver antenna h(b) , where M is the stokes reflection matrix 

and g(a) and h(b) a re the stokes vector representations of antennas a and 

b . Written in full, the expression is deduced to: 

P ( a . 0 A ' ^ A ' ^ 

A + B o o 

F 

C 

H 

"B ' B 

F 

-A + B o o 

•^n) = M^(m, i// = 0, T_ , i ' , y )g ( a ,* . ,T. ) . h(b ,$B,T„) 

G 

D 

C 

G 

A + B o 

H 

D 

-E 

A - B 
o 

b 

b sin 2TT 

b cos 2 T „ COS 2* 

2 
b cos 2 T „ sin 2^ 

A' A' 

a2 

2 . o a sm 2T , 

a cos 2T . cos 2* . 
2 

a cos 2T . sin 2* . . 

' B ' B ' 

(12.1) 
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where 

*A = <*A "• ''' ' *B " *B " ''' <^^-^> 

The rea l quantities A ,B , B , C , D , E , F , G , and H which determine M 

are given by target parameters m,y ,v ,T , and ip , which are derived from 

the target scattering matrix T. We found it more convenient to incorporate t a r ­

get orientation tp with the antennas a and b ,̂ which reduces M to M = M{tp = 0) 
2 ° 2 

A further simplification is achieved if the antenna gains g = a and h = b 

are incorporated with the multiplicative factor Q which appears in all the 

t e rms composing M . Let 
Q o 2. 2 2 

Q = a V Q „ = 2 ^ ^ (12.3) 
° 8 cos y 

By simply replacing Q by Q in (11.20), leaving the notation otherwise the 

same, we now write (12.1) in full: 

P(<^A'^A' '^B'V = 

= A^ + B^ + (-Ao + B^) sin 2 T ^ sin 2Tg + 

+ F (sin 2T . + sin 2T ) + A cos 2(# - * ) cos 2T . cos 2T + 

+ C(cos 2 * . cos 2 T . + cos 2<i>_. cos 2 T _ ) + 

+ B cos 2(<t. + * „ ) cos 2 T . cos 2T_, + 
A B A B 

- E sin 2 (* . + *_ ) cos 2 T . COS 2 T _ + ^ A B ' A B 

+ D(sin 2$ . sin 2 T _ COS 2 T . + sin 2*„ sin 2 T . COS 2 T _ ) + ^ A B A B A B' 

+ G(cos 2* sin 2T COS 2 T . + cos 2^ sin 2 T . COS 2T ) (12.4) 

Both equivalent forms (12.1) and (12.4) have useful application. The form 

(12.4) was first published by Huynen [28] . Matrix M is also called the 

stokes reflection matr ix , or the Mueller matr ix , after Mueller 's studies in 

opt ics . We reserve the notation R for the more general case of scattering 
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from distributed ta rge ts . Hence, R reduces to M for a single radar target . 

Notice the general trace rule for M: 

t race M = 2(A + B ) > 0 ^ o o' (12.5) 

Also from (11.20), A > 0 and B > 0 a re easily verified. Other interest­

ing relationships between paramete rs of ,M which may be checked are : 

Q, = B^ - B^ - (E^ + F^) = 0 1 o 

Qg = 2A^(B^ + B) - (C^ + D^) = 0 

Q„ = 2A„(B^ - B) - (G^ + H^) = 0 

(12.6) 

Notice that M is a symmetric matrix M = M ' ; this follows from r e ­

ciprocity , since P remains unchanged if the operation of t ransmit and receive 

antennas g(a) and h(b) is interchanged. We observe that A , B B, C, D, 

E, F , and G in M are functions of m , y , v, and T ; hence, these par am-

eters cannot all be independent. Four relationships have to be satisfied to 

make an independent set . We will show later (Chap. 6) that the following 

relationships between coefficients of M are sufficient to make an independent 

set (notice H ?= 0 in M if ;/• ^ 0): 

2A^(B^+B) 

2A^(B^ - B) 

2A^E 

2A F 
0 

= C2 + D 2 ^ 

= G^ + H^ 

= DG - CH 

= CG + D H J 

(12.7) 

We will show later that A 0 , B > 0 and relationships (12.7) are neces­

sary and sufficient conditions that M represents a single (nondistributed) 
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radar target with scattering matrix T . Hence, it should be possible to "recon­

struct" T from the target parameters A , B , B, C, D, E, F, G, and H if 

A > 0 , B 2 0 and conditions (12.7) a re satisfied. This problem has p rac ­

tical significance, since the M-parameters a re obtainable from radar measure­

ments on a target by measuring amplitudes (power) only. The solution to this 

problem is postponed until Sec. 14. All but the absolute phase of T can thus 

be reconstructed. The following sections will treat some of these problems in 

more detail. 

Notice the obvious but important fact that all parameters constituting M 

are independent of ip , and hence they have the target axis orientation 

independent property referred to in Sec. 8. 

Some intuitive concepts related to the physical significance of the parame­

te r s of M may be helpful. The sum A + B may be considered roughly as 

a measure of total power in the returned wave from the target. [Strictly, it is 

total power only if transmit antenna a is linearly polarized with orientation 
2 

0 . = 45° + ^ , or is uniformly random polarized: g(a) = (a , 0 , 0 , 0 ) . ] For 

sphere-type targets , A is the only nonzero parameter (y = 45°, i' = 0°, 

T = 0°) and hence A may be viewed roughly as the total return power from 

regular , smooth, convex parts of the sca t te rer , whereas B may be thought 

of as a measure of total power of the target ' s i r regular , rough nonconvex de­

polarizing components. For symmetric targets (T = 0 ) , E, and G are 

zero and B = B . In general, B a | B ] which also follows from (12.6). 

and thus B - B is a measure of total nonsymmetric depolarization whereas 

B + B may be associated with total symmetric depolarized power of the target 

return. 

The parameter pairs C and D , E and F . and G and H , being off-

diagonal t e rms , a re associated generally with depolarization components of 

the scattered return; they may be positive, zero , or negative. The pair C 

and D is associated with depolarization components of symmetric targets , 

E and F with depolarization due to nonsymmetry. The pair G and H may 

be viewed as "coupling t e rms" ; G "couples" the target ' s symmetric and non-

symmetric t e rms , while H is a measure of coupling of components due to 

target orientation misalignment; i . e . , H can always be made zero by a proper 

orientation (rotation about the radar line-of-sight direction) of the target . 
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These heuristic concepts may be useful for associating physical target 

properties with radar pa rame te r s . 

Some special cases of radar illumination and reception of practical signifi­

cance are listed below. Many ground-based radars in the past have used a 

single linearly polarized antenna for transmission and for receiving. If we 

substitute T . = T_ = 0 and * . = $ _ = ^ = cp - ip in (12.4), we obtain for 

received power from an arbi t rary radar target in this case: 

P|l (0) = 2A + B + 2C cos 2# + B cos 44> - E sin 4* (12.8) 

Similarly, for linear-orthogonal t ransmission and reception, we find for 

T^ = Tg = 0 , * ^ = * = 0 - i/ , <I.g = 7r/2 + * : 

P (0) = B - B cos 4$ + E sin 4* (12.9) 

Notice that the sum of P|j (0) and P (0) gives the total backscattered power 

for linearly polarized illumination, 

P^^^{<P) = 2(A^ + B^) + 2C cos 2* (12.10) 

For circular polarization, we consider three cases designated by (RC -

RC) , (LC - LC) , and (RC - LC) , where RC is right circular and LC left 

circular polarization and the pair denotes states of transmitter and receiver 

antennas. Substituting T =45° for RC antennas and T = -45 for LC an­

tennas , we find for the received power: 

P(RC - RC) = 2(B + F) (12.11) 

P(LC - LC) = 2(B^ - F) (12.12) 

P(RC - LC) = 2A^ (12.13) 
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For symmetric targets (T = 0) , F = 0 and hence we find that same-sensed 

circularly polarized antennas measure B which we associated with total 

power of depolarizing components of the return scattering, while opposite-

sensed circularly polarized antennas measure A , which we associated with 

total regular nondepolarized scattering. Hence, for the nondepolarizing 

sphere-type target, P(RC - RC) = P(LC - LC) = 0 and P(RC - LC) = 2A 

give maximum return; whereas for a strongly depolarizing trough-type target , 

P(RC - RC) = P(LC - LC) = 2B is maximum and P(RC - LC) = 0. In gen­

e ra l , CP measurements separate the regular nondepolarizing target re turn 

components from the i r regular depolarizing components. 

For future reference, we need not only the oriented stokes matrix 

M (m,i/' = 0,T , v.y) but also the stokes matrix M(m, tp.r ,v,y). Con-

sidering equations (11.12) and (11.13) and taking account of the definitions of 

g(a) and h(b) , we find the transformation from g(a,) to g(a): 

g(a^) 

1 0 0 0 

0 1 0 0 

0 0 COS 2ip s in 2ip 

0 0 - sin 2ip cos 2ip, 

g(a) (12.14) 

and similarly for h(b) and h(b ,) . 

For the general stokes reflection matr ix , we now find: 

M 

f' 0 

0 1 

0 0 

.0 0 

' 1 

0 

0 

.0 

0 0 

0 0 

COS 2ip - s i n 2ip 

sin 2ip cos 2>p 

0 0 0 • 

1 0 0 

0 cos 2ip sin 2ip 

0 -sin 2ip cos 2 >P 

"A + B o o 
F 

C 

0 

F 

-A + B 0 o 
G 

D 

C 

G 

A + B 
0 -E 

0 

D 

-E 

\ -
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M 

A + B 
o o 

C cos 2ii 

F -A + B G c o s 2ip + 
° ° -D s in 2ip 

C s in 2ip 

G s in 2>p + 
+D c o s 2ip 

C c o s 2ip G c o s 2ip+ A Q + B cos 4ip + B s in 4ip + 
- D s in 2ip +E s in 4i^ - E c o s Aip 

C s i n 2ip G s in 2!p + B s in 4i/) + A,, - B cos 4i/j + 
+D c o s 2ip - E c o s 4i/' +E s in Alp 

(12.15) 

We n o t i c e , f i r s t , tha t the m a t r i x i s s y m m e t r i c . The r e s u l t s in (12.15) a r e 

m o r e e legan t ly con ta ined if we in t roduce : 

H , = C s in 2i^ 

C , = C c o s 2i/' 

(12.16) 

G , = G c o s 2i^ - D sin 2ip 
'P 

D , = G s in 2i/' + D c o s 2ip 

(12.17) 

E , = E c o s 4 ^ - B s in 'iip 
Ip 

B = E s in 4i^ + B cos 4if 

(12.18) 

Then (12.15) i s : 

M 

A + B 
o o 

F 

% 

% 

F 

-\^ 

% 

°̂  

B o 

% 

% 

\*^ip 

- ^ 

% 

^ 

-% 

\-^ip 

(12.19) 

Th i s form i s p a r t i c u l a r l y conven ien t for l a t e r w o r k . 

61 



Chapter Three 

We now summarize our findings: the received power from a single radar 

target has been shown to have the form 

P = Mg(a) • h(b) (12.20) 

where M is the stokes reflection matr ix and g(a) , h(b) represent the stokes 

vectors for the transmit and receiver antennas. Also we notice the curious 

t race- ru le which M has to obey: 

t race M = 2(A + B ) * o o 

The nine remaining parameters that determine M are thus A , B , 

D,, E,,, F , G, , and H , . 
ip' ' iP' ip 

B ip' - i p ' 

13. Special Radar Target Matrix Representations 

Some special radar target scattering matr ices are listed below. All t a r ­

gets a re normalized to have magnitude m = 1 . Target matr ices that differ 

only by a phase term are considered to represent the same target. We 

distinguish between symmetric and nonsymmetric radar ta rge ts . 

(1) Symmetric Targets 

(a) A large sphere or flat plate at normal incidence made of any material 

is represented by the unit matr ix . Target parameters are y = 45°, î  = 0 ° , 

I = 
1 0 

Lo 1 
; symbol — 
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Notice the obvious independence on orientation angle ip of this target; we show 

later that it is the only symmetric target representation (with T = 0 ) that has 

this property. 

(b) A large trough (two planes intersecting at 90°) oriented with axis (the 

plane's line of intersection) horizontal or vertical, is given by y = 45°, 

+ 45° i/- = 0, or 90° . 

T „ = ± T 

1 0 

0 -1 
= ± i L ; symbol -I- E3 

This target (Fig. 10) is symmetr ic , although not rol l-s jmimetric . The viewing 

angle is considered normal to the trough's open face. 

FACE 

90° INTERSECTING PLANES 

Fig. 10 Reflection From a Trough 

This target has a two-bounce reflection character is t ic , associated with maxi­

mum value of "skip angle" 11 |̂ . This target obviously is not orientation 

independent. Notice that ip = 0° or 90° changes only the absolute phase (±) 

of T ~ ; hence, we t reat the two cases as the same target. 
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(c) A large trough as in (b), but with axis oriented at 45° or -45° , is 

given by y = 45°, v = +45°, T = 0°, ip = ±45°. 

T^(45°) = ± 
0 1 

1 0 J 
+ i R ; symbol 

/ ^ - \ 

Notice that this target completely depolarizes a horizontally or vertically 

polarized incoming illumination. 

(d) A large trough as in (b) and (c), but with axis oriented an arbi trary 

angle ip : y = 45°, v = +45°, T 
^ ^a m 0 ° , ^ = </^. 

^T(^a) 

cos 24 sin 24 a a 

sin 24' -cos 24 ^a a 

symbol 

Notice that targets (b). (c). and (d) have identical reflections for incoming 

circular polarization (CP) , since CP is insensitive to target orientation. 

(e) A horizontal line target (wire): y = 0° . 1 = arb i t rary , r = 0° 

4> = 0 . 

1 0 

0 0 
; symbol 1 

This target ' s return is horizontally polarized, independent of any incoming 

polarization. 

(f) A line target with axis oriented at angle 4' '• 7 = 0° , i' = a rb i t ra ry , 

T = 0 ° , ii = ii . 
m ' ^ ^a 
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TL('^a) 

2 , 
cos * 

sin 4" cos î  a a 

sin i/- cos 4' ^a ^a 
• 2 , sin 4 

; symbol 

Since Tĵ  (i/.̂ ) = 1/2 T^ + 1/2 T^{4i ) , we find that the line target may be 

considered as composed of a sphere and a trough with proper phasing relative 

to each other. This concept holds true for any symmetric radar target , as 

will be shown below. 

(g) A symmetric target with horizontal axis; parameters : y, i', T = 0, 

4> = 0. 

^s = 
V̂ '" 

0 

0 1 
. 2 -2ii^ tan ye J 

; symbol 

This radar target covers a wide class of physical targets; in fact, until r e ­

cently very little attention was paid to nonsymmetric ta rge ts . All targets 

having an axis of ro l l -symmetry are symmetric at all aspect angles. Such 

targets cover the well known shapes: cones, cylinders, ellipsoids, and com­

binations of these. Other targets which are basically nonsymmetric, such as 

corner reflectors, may have planes of symmetry through a line-of-sight d i rec­

tion and a target axis for which the target is symmetr ic . The fact that T = 0 

is characterist ic for all these targets is shown as follows. We recal l that T 

was the ellipticity angle of the maximum polarization m . Figure 11 shows a 

general nondegenerate radar target symmetric with respect to the x-axis; it 

also shows the character is t ic polarization m . Because of the symmetry of 

the target , there would be another maximum polarization m_[ shown in the 

figure, obtained from m by reflection from the plane of symmetry. However, 

the eigenvalue theory for nondegenerate targets does not allow for two different 

maximum polarizations. Hence, m and m' have to be the same polarization. 
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There are only two solutions, as can easily be verified from Fig. 11. Either 

m is "horizontal" polarization (aligned with the x-axis) or "vert ical" polariza­

tion (aligned with the y-axis) . In both cases , T = 0 (linear polarization) and 

^ = 0° or ip = 90° . This completes the proof of this remarkable propertyof 

symmetric ta rge ts . 

Fig. 11 Symmetric Target 

(h) A symmetric target with arbi trary axis orientation angle 4 '• 
a 
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This is an obvious extension of the previous case . We res ta te the following 

important general rule: symmetric targets a re characterized by T = 0 and 

4> = 4> or 4> - ''•/2 +4 ; i . e . , the polarization which gives maximum return a a 
is linear and is either aligned with the symmetry axis or orthogonal to i t . For 

the "line target" T . , as we have seen, the maximum polarization is always 

aligned with the target axis ("horizontal" polarization), but for the general 

symmetric target the maximum (linear) polarization may switch from "horizon­

tal" to "vert ical ," depending on aspect angle. 

Since the dependence on target orientation 4' always includes the target 
axis orientation 4 , which is strictly determined by target dynamics, it is a 
often desirable to decompose 4 as follows: 

4> = 4' + <P (13.1) 
a ^m ^ ' 

The angle 0 is called the "relative target orientation," since it is the target 

orientation measured relative to the target reference axis . Hence, relative 

target orientation 0 is independent of the target axis orientation. 

From the discussions above, it follows that for all symmetric radar t a r ­

gets T = 0 and 0 = 0° or 90° . For general nonsymmetric ta rge ts , 

T and 0 may have arbi t rary values within their respective ranges . 

Notice that since for symmetric targets: 4:4 = ^4' ^ 2n7r , measurement 
a 

of 4 through radar observations provides a direct measure of the target ' s 

axis orientation. However, for nonsymmetric targets no such simple rule 

exis ts . Conversely, since the variation of target axis orientation 4' is a 

dynamic variable which obscures the target return signature for target identi­

fication purposes based upon em scattering, equation (13.1) provides a tech­

nique for eliminating 4 even if it cannot be measured separately. From 

radar measurements on T , we simply eliminate the effect of ^ from the 

target return signature'. All these practically important procedures require 

that orientation 4 be measurable from radar observations. It is clear at this 

point that a single polarization radar (with one antenna polarization for t r ans ­

mitting and receiving) cannot provide this function. 
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We conclude the discussion on symmetric targets with a comment on target 

decompositions: case (g) shows Tg as a diagonal matrix, given by two 

parameters v and y and an arbi t rary absolute phase. We also could have 

written: 

^S = 
a 0 

0 b 
(13.2) 

2 2 2 

where a and b a re complex and Ia| + lb | = 1 + tan y provides the 

normalization. This form is convenient since we can introduce complex .num­

bers c and d such that a = c + d , and b = c - d . It follows that the sym­

metr ic target T_ may be considered as the sum of a sphere target T Q and a 

trough T „ : T = cT + dT , with proper amplitudes and phases . The same 

argument holds true for the general oriented symmetric target T„(i^ ) , which 
Ö a 

is decomposed in a sum of T ^ (independent of orientation) and an oriented 

tirough T^{4^) . 

(2) Nonsymmetric Targets 

Nonsymmetric targets have so-called "helicity" since T ^ 0 . The 

most typical example is that described in paragrah (i). 

(i) A helix with right screw sense with parameters y = 0° , v = arbi t rary 

T = 45°, i/j = 0 . Substituting these values into (10.19) gives the scattering 

matrix: 

HR 
1 
2 

1 

.- i 

- i • 

- 1 . 
symbol 

The helix is considered viewed along its axis . 

(j) A helix with left screw sense is determined similarly: y = 0° 

V = arb i t rary , T = -45° , 4 = 0. 
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'HL 
1 
•? 

ri 

L1 

i 1 

- 1 J 
; symbol 

The effect of change of target orientation (rotation about the helix axis) is 

easily calculated. Since T „ „ = 1/2 (i L - R) , 
nR 

^ H R < V = ^ ^HR ^ 

•ip J , 
a 1 ,. 

| ( i L - R ) e 
-24 J 

- (i L cos 2il> - iK sin 2^ - K cos 2i/' - L sin 2^ ) 
/ 3. 3. 3. 3. 

2i4> 2ii/) 
e i ( i L - R) = e - T ^ j ^ 

This agrees with the intuitive concept that a rotation about the helix axis 

changes only the phase of the returned signal (at twice the rotation angle). 

(k) N-targets . A certain class of nonsymmetric targets appears naturally 

in the theory of distributed targets , which will be discussed extensively in later 

chapters. These " targets" are associated with nonsjrmmetric target-noise com­

ponents which appear in the radar return scattering from nonsymmetric rough 

surfaces. We will call these "N-targets" (Nstanding for "nonsymmetric noise"). 

N-targets are defined by T = ±45°. Similarly, as an oriented (with 

i/) = 0) S target is given by T„ = Q , , an oriented N-target is given by 

N 

a b 

b -a 
(13.3) 

This is easily verified by substituting T = 45° into (10.19). 
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A general N-target i s obtained from the oriented one by a rotation 4^ 

about the line-of-sight direction: 

T^m 
a b 

Lb - a j 

-4>i 4) I I , „ - ! / > ] 
e ^ = e*̂  (iaL - ibR) e ^ 

(ia L - ib R) e ''' = iL (a cos 2^ + b sin 2^) - iR (bcos 24) - asin2^) •• 

ia'L - ib'R = 
a ' b ' 

b ' - a ' 
(13.4) 

where 

a ' = a cos 24J + b sin 241 

b ' = -a sin 2^ + b cos 24> 
(13.5) 

Hence, the change of orientation with 4' leaves the form (13.3) unchanged. 

Notice that for two special cases , a = 0 and b = 0, form (13.3) reduces to 

the trough targets (c) and (d) discussed before; these, however, were classi­

fied there as symmetric targets (T = 0) ! This shows that trough-targets 

may be considered also as a special type of N-target, a point of view which is 

developed further in Chap. 8. We will find there that "trough-noise" compo­

nents appear naturally in the decomposition of the scattered re turn from 

symmetric rough surfaces. 

14. Correspondences Between Scattering Matrix and Stokes Matrix 

A close correspondence exists between the target scattering matrix T 

and target stokes reflection matrix M representations of radar targets . The 

correspondence can be made one to one if we exclude or ignore the absolute 

phase p of the target in T . To make this more precise , the concept of 

"scattering matrix with relative phase only" (SMR) was introduced [28] . We 

quote from this paper: 
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There a re two types of general scattering matr ices , and a 
usage and measurement procedure for each. The first includes 
the absolute phase of the target, while the second determines only 
relative phases among matrix coefficients. The absolute phase of 
a target depends on its local position, aspect, surface structure, 
and the radar frequency. Relative phases, on the other hand, a re 
phase differences among the individual scattering matrix coeffi­
cients where any one may act as phase reference for the o thers . 
The scattering matrix with absolute phase (SMA) is sensitive to 
target displacement along the line of sight, while the scattering 
matrix with relative phase (SMR) is not. One additional absolute 
phase measurement attached to the SMR determines SMA. From 
a measurements point of view, the difference between the two 
scattering matr ix types is profound. Determination of the SMA 
requires the ability to measure absolute phase, while the SMR 
can be obtained by amplitude measurements only. The latter 
case leads to the indirect measurement of the scattering matr ix . 

The indirect measurements of amplitudes only, determine the M-matr ix. 

Hence, the "inverse problem" consists of reconstructing the SMR from a 

knowledge of stokes matr ix M. We will show shortly that there exists indeed 

a close resemblance between the set of unitary transformations U which 

diagonalizes T (Sec. 10) and a corresponding set of orthogonal t ransforma­

tions O which transform M . This fact could lead us to expect that also it 

will be possible to find the characteris t ic parameters of T simply by solving 

a corresponding eigenvalue problem of the form Mg = org for the sjrmmetric 

stokes matrix M . However, no such exact correspondence can be found, 

since M is not diagonalized after the orthogonal transformations involving 

41 .T , and V a re used to transform M to reduced form. This is verified 
'̂  ' m ' 
easily from (11.20) by putting ip = T = v = 0 i n M , and we find that the 

nondiagonal term C of M does not vanish (C = 2Q cos 2y) ! This fact 

complicates the solution of the "inverse problem." However, it is possible to 

reduce M systematically by using known properties of the 4, T and v 

transformations and thus retr ieve the values of 4, T ^ , V, and y which 
m 

determine the SMR. For most applications the stokes matrix M is not deter­

mined completely by amplitude measurements , since this would involve using 

a multitude of antenna transmit and receive polarization combinations, which 

in most cases is impractical . Instead, one proceeds with dual-polarized 

amplitude- and phase-sensit ive antenna measurements, which determines the 

coefficients of T directly (Huynen [28]). 
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Chapter Three 

We discuss next the correspondence between unitary transformations on 

T and orthogonal transformations on M , which have important and interesting 

application to the classification of fixed radar targets . 

(1) Unitary and Orthogonal Transformations 

The following properties of orthogonal transformations on M are easily 

verified. From (10.22) we have: 

4'i -T R -I'L 
T = e e ' " e 

O m tan y . 

- l ' L -T R -al\ 
m e „ A 1^ 

e e (14.1) 

>pi The problem at hand is to associate with each unitary transformation e 
-T R -I'L 

e . e a corresponding orthogonal transformation which reduces M 

to M(2y) such that: 

M = 0^(2iP)02(-2TJ^)Og(2^')M(2y)03'^2l')02^-2TJ^)0^^2^/') (14.2) 

where O. (20-) = 0 . ( -2a) . However, as we have seen. M(2y) is not of 

diagonal form. A simple calculation will show the following: 

0^(2ii) = 

1 0 0 0 

0 1 0 0 

0 0 cos 24' -s in 24 

0 0 sin 24 cos 24 

(14.3) 

02<2-m) = 
0 cos 2T -s in 2T 0 

m m 
0 sin 2 T „ COS 2 T „ 0 

m m 

(14.4) 
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Section 14 Scattering Matrix and Stokes Matrix 

03(2^) 

1 0 0 0 ' 

0 cos 2v 0 sin 2v 

0 0 1 0 

0 -sin 2v 0 cos 2v 

(14.5) 

The orthogonal transformations are chosen such that they represent positive 

rotations about the tliree orthogonal axes in polarization space. (See Sec. 6.) 

A detailed listing of orthogonal transformations applied to M is given in 

Sec. 31 . 
2 2 

For the reduced M(2y) we find, with Q = m /2(1 + cos 2y) as usual: 

M(2y) = Q^ 

1 + cos 2y 

0 

2 cos 2y 

0 

2 
-s in 2y 

2 cos 2y 

0 

2 
1 + cos 2y 

0 

0 

0 

0 

. 2 sm 

1 

2yJ 

(14.6) 

The orthogonal transformations O. , 0„ , 0„ in equation (14.2), which reduces 

M to M(2y) , may be combined such that: 

M = 0M(2y)0 (14.7) 

We now substitute M back into the equation for received power: 

P = Mg • h = 0M(2y)0''^g • h = M(2y)(0 ^g) • { 0 ' \ = M(2y)gj^ • ĥ ^ 

(14.8) 

This result has important consequences, as we will see shortly. The equation 

shows that the received power from a fixed radar target given by M and two 

antennas g and h is equal to the re turn from a "canonical target" given by 

M(2y) with antennas g. and h which are obtained from g and h by an 

orthogonal transformation. 
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This property makes it possible to study the nature of scattering from all 

fixed radar targets (given by four independent variables, y , V,T and 4) 

for arbi t rary antenna polarizations g and h , through a study of canonical 

targets M(2y) which are determined by one variable y only. The target and 

antenna magnitudes m , a , and b may be considered normalized to unity for 

this particular discussion. The above-mentioned property reveals a basic 

simple structure of the nature of all fixed radar target scattering as a function 

of polarization. It provides the basis for classifying fixed radar targets 

according to their canonical derivatives. Further discussion of these concepts 

is given in Chap. 4. 

The correspondence between scattering matrix T and stokes matrix M 

representations may also be used to derive an effective target matrix T from 

M . The "effective" T is equal to T except for a multiplicative absolute 

phase factor. We can show explicitly how the effective scattering matrix T is 

constructed from the conditions for a single target M . Given M, we first 

find target parameter 4' from the orthogonal transformation OJ24) on M such 
-I ^ 

that M' = O, {24>)MO^{24') which makes H' = 0 . Subsequently, we perform 

the orthogonal transformation 0^(27 ) on M' (which leaves H" = 0) such 

that G" = 0 . Then from (12.7), also E" = 0 and F" = 0 . The final t r ans ­

formation 0„(2i') is performed on the remaining matrix M" , which makes 
2 2 

D ' " = 0; then A ' " = m and B ' " = cos 2y . Hence, the effective target matr ix T(m , y , i ' , T ,4) is reconstructed from stokes matrix M . \ m 
(2) Listing of Corresponding T and M Representations of Various Targets 

This listing follows the sequence and discussion of targets in Sec. 13. 

The targets are normalized as usual with m = 1: 
(a) Sphere target: y = 45° I' = 0° T = 0° m Ao = 1/2. B„ B = 0 

^ 0 = ' 
1 0 

0 I j 
M 

O 

1 

0 

0 

0 

0 

- 1 

0 

0 

0 

0 

1 

0 

o' 
0 

0 

1 . 
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(b) Horizontal or vertical trough: y = 45°, v = 45°, T = 0° , i/i = 0° 

A^ = 0, B ^ = B = 1/2. or 90° 

T.J, = iL 
1 0 

0 -1 
M, 

1 
2 

1 

0 

0 

0 

0 

1 

0 

0 

0 

0 

1 

0 

0 

0 

0 

- 1 

-I- E3 

(c) Troughs oriented at ±45°: y = 4 5 ° , v = 45°, T = 0°, 4' - ±45° 

A = 0. B = 1/2, B = - 1/2 . o o 

T^(45') 
0 1 

1 OJ 
M.j,(45') 

1 
2 

1 

0 

0 

0 

0 

1 

0 

0 

0 

0 

-1 

0 

0 

0 

0 

1 

(d) Troughs oriented at 4 : y = 45°, v = 45'-, T = 0 ° , 4 - 4'„-

^T^^a) 

cos 2;.' sin 2ii 
a a 

sin 2ii -cos 2d 
a a J 

M T ( ^ , ) = 2 

1 0 0 0 

0 1 0 0 

0 0 cos 4ii sin 4i/'. 

0 0 sin 4i/ -cos 4ii 
a a 

(e) Long horizontal wire: y = 0 ° , T = 0 ° , i/' = 0, A = 1/8, B 

B = 1/8, C = 1/4 . 
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1 0 

0 0 . 
M , 

1 

0 

1 

0 

0 

0 

0 

0 

1 

0 

1 

0 

o' 
0 

0 

0 . 

I - t - - ^ ^ 

(f) Long w i r e o r i e n t e d a t i / ' : y = 0 ° , T = 0 ° , ^ = i/) \ ' a :̂ ^ j-a m a 

TL^V 

2 , c o s 4' - s in 24 
2 a 

1 • o ,. • 2 , 
g s in 2 0 ^ s in î ^ 

L^ a ' 4 

1 0 c o s 2ii s in 2ii 
a ^a 

0 0 0 0 

2 1 
c o s 24i 0 c o s 2ii — s in 4ii' 

^a a 2 a 
1 2 

s in 241 0 IT s in 4;/' c o s 24> 
a ^ a a 

(g) S y m m e t r i c t a r g e t , 4> = 0 ° : T = 0 ° , î  = 0 = 0° o r 90° , 
m m 

B = B , a = e ^ ^ ' ' ' . b = e ^ ' " t a n ^ y , E " = F = G = H = 0, 4A B = C^ + D^. 
o ' 0 0 

Tg(0) = 
a 0 

0 b 
; Mg(0) = 

A + B 
o o 

O 

±C 

O 

-A + B 
o o 

O 

±D 

±C 

O 

A + B 
o o 

O 

±D 

O 

A - B 
o o 

(h) S y m m e t r i e t a r g e t o r i e n t e d a t 4' • T = O , i / ' = ^ + 0 , a = e 
, -211^ , 2 
b = e t an y . 

+21^ 

Ts('^a) = 2 

(a + b) + (a - b) c o s 24> (a - b) s in 24) 

(a - b) s in 2^ (a H b) - (a - b) c o s 241 
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Mg(^^) 

A + B 
o o O 

-A + B 

C cos 241 

- D s in 2i/j 

C sin 2i/) 

D cos 241 

C cos 24) -D sin 2!/; A + B cos 4i|' B sin 44 

C sin 2!/. D cos 241 B sin 4i// A - B cos 4i/' 

(i) Helix with right screw sense: y = 0 ° , T = 4 5 ° , ; / ' = a rb i t ra ry . 

HR ::i M HR 
1 
4 

1 

1 

0 

0 

1 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

(j) Helix with left-screw sense: y = 0°, T -45°, 4' - a rb i t ra ry . 

HL 
1 
•> 

ri 

. 1 

i 1 

i j 
M HL 

1 
4 

1 

- 1 

0 

0 

- 1 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

(k) N-target: T = 4 5 ° 2 2 2 
I a + b I = tan y , î  = a rb i t ra ry . 

a b 

b -a 
M,. 

o 
F 
O 

O 

F O 

B O 
o 

B 

-E 

O 

O 

-E 

-B 

Between B B, E, and F we have: B^ = B^ + E^ + F^ 
o 

The N-target 

plays a significant role in the theory of distributed nonsymmetric radar targets 
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MEASUREMENT OF 
SINGLE RADAR TARGETS 

15. Introduction to Radar Target Measurements 

The subject of radar target measurements covers a wide range of activi­

ties, aimed at varied applications, which at times presents a confusing 

picture due to conflicting requirements . One limiting factor is economic. 

Radar measurements are expensive to obtain, and target models have to be 

constructed with great precision in shape and according to specified material 

propert ies . Radar test equipment is expensive, and requires periodic ca l i ­

bration and experienced personnel to operate and maintain. Radar range 

facilities suffer from notorious background interference problems. For 

economic reasons, usually only a minimal amount of information about the 

target is acquired. The radar system engineer is interested in obtaining 

radar cross-sect ion (RCS) patterns which provide received amplitude, or 

power, in decibels as a function of a complete rotation in aspect angle of 

the target. 

The RCS patterns a re measured at various frequencies and with given 

polarization of radar t ransmitter and receiver . For non-roll-symmetric 

objects such as an airplane, the data will be repeated for various ro l l -

positions of the target. Even with minimum requirements of, say, two RCS 

patterns for "horizontal" (H - H) and "vert ical" polarization (V - V) , the 

snowballing effect of several frequencies, roll-cuts, and different target 

models soon presents a flood of RCS data to the investigator, who is then 

faced with the necessity to draw some useful conclusions. This presents a 

source of potential confusion: For complex shapes, the above-mentioned 

minimal RCS data are not nearly adequate to fully determine the radar target 

at fixed frequency aspect angle and rol l -cut . The target scattering matrix 

for a general target at given frequency, aspect angle, and roll-position is 

determined by five independent parameters (excluding absolute phase). The 
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RCS data for (H - H) and (V - V) polarization provide only two pieces of 

information. 

Even for rol l -symmetric targets which are given by three parameters , 

an additional RCS pattern is required to complete the data set . Usually the 

(L45° - L45°) linear polarization RCS pattern is specified for extra pattern, 

but we showed that for symmetric targets this still leaves an ambiguity in the 

sign of the skip angle v (Huynen [28]). The ambiguity is not important if 

only linear or circular polarization for radar transmitter and receiver are 

employed, but it does make a difference for RCS patterns with mixed com­

binations of circular and linear polarizations: (RC-L). Since most radars 

operate either with linear or with circular polarizations, the three linear 

RCS patterns (H - H), (V - V), and (L45° - L45°) provide sufficient data for 

radar target simulation of rol l -symmetr ic objects. For those targets the 

helicity angle r^i is zero. However, most targets such as an airplane are 

not rol l-symmetric (Tm ^̂  0) and the three linear RCS patterns are not 

adequate even to predict or simulate the radar return for linear polarization. 

It has been shown that five linear polarization patterns for 0°, 30°, 60°, 90°, 

and 120° orientation and one (RC-L) combination pattern will give adequate 

RCS prediction capability [28]. Since the systems engineer is primarily 

interested in radar return prediction techniques, the emphasis in radar t a r ­

get technology has traditionally been focused on these problems. In com­

parison, very little has been done to date in systematic exploration of radar 

parameters based upon target scattering character is t ics . The difficulty lies 

with the choice of parameters and the expense of obtaining a complete set 

such that the data may be used to compute other parameters (Huynen [24]) 

If only certain parameters are determined [for instance, for oriented (i/ = 0) 
a 

targets , the patterns (H - H) and (V - V)], it is difficult to use or compare 

these data with other sets of measurements i . e . , in a dynamic situation the 

object might be oriented at different angles 4' with respect to the observer . 
a 

Radar target measurements aimed at determination of the stokes scat ­

tering matrix of objects for a given orientation have to be performed for 

different polarizations in such numbers that the elements of the scattering 

matrix or of the stokes matrix can be calculated. 

79 



Chapter Four 

To date, relatively few efforts to measure complete sets of data on 

special tjrpes of radar targets have been performed. Complete polarization 

maps of some fixed ground targets and rain clouds were measured during the 

years 1951— 1954 by Huynen et al. [14]. During 1960, Copieland obtained 

complete scattering' matrix data for nonmoving radar targets by measuring 

complex voltage return displayed by an ellipse on an oscilloscope [18]. Com­

plete dynamic characterist ic null-locus plots, representing the scattering 

matrix of symmetric targets , were determined by Huynen in 1960— 1962 [22]. 

During the years 1962— 1964, results of complete sets of target parameters 

versus aspect angle and roll angle of nonsymmetric radar targets were pub­

lished (Huynen [24]). Related efforts on symmetric targets were reported by 

Lowenschuss [27]. Direct measurements of the scattering matrix were 

reported by Freeny [50], Crispin |20], and Webb and Allen (26). Beckmann's 

current book [6] deals with depolarization of targets without emphasizing 

completeness of data. Recentiy, a Russian book by Kanareykin et al. [39] 

on polarization of radar signals appeared, which summarizes some of the 

ear l ie r published resu l t s . 

1Ó. Target Matrix Restrictions 

The concept of a matrix seems well established in mathematics. In 

applications, a matrix usually denotes some type of transformation of a vec­

tor quantity from one state to another. Since the vector has a physical 

significance (such as force, velocity, or field). it is customary to study the 

properties that are independent of a specific representation or coordinate 

system. In contrast, the matrix transformations usually are referenced to 

a particular coordinate system. To discuss the matrix concept for arbi trary 

coordinate systems, one speaks of a matrix operator. The theory of linear 

operators in various mathematical spaces is a well developed subject of 

modern mathematics. The vector spaces usually considered in these theories 

have very general properties such as those of continuity and differentiability. 

In Hilbert-space, there is defined a scalar product, etc. 
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Less frequenüy are discussed the transformation properties of sub­

classes of vector spaces that are due to res t r ic t ions . For example, instead 

of allowing vectors of any length and direction, we might consider vector 

transformations on a sphere where all vectors have the same length. These 

"res t r ic t ions" on matrix transformations usually are important from a 

practical standpoint. A certain type of equipment, such as a radar unit, may 

have practical limits of operation such that only certain type of measurements 

produce selected types of data. One wishes to know and understand what the 

measured data represent in terms of properties of the radar target that is 

being illuminated. Most radars operate within a narrow frequency range, 

thus restr ict ing the scattering data to those frequencies. Hence, one speaks 

of radar cross-sect ion (RCS) data at a given frequency range. Another 

restr ict ion not so commonly understood is due to the use of a particular type 

of polarization of the radar t ransmitter and receiver antenna. One labels 

the RCS data according to the polarization used, such as "vert ical" or "hor i ­

zontal" or "circularly polarized." 

In many practical situations, the transmitting and receiving antennas 

are independently linearly polarized (with orientations 0 _ and 0 „ ) . To 
1 ix 

accommodate this case, this writer has introduced the concept of the "linear 

restr icted scattering matrix" (LSM) [28]. The LSM represents the target 

based upon information that can be gathered by a combination of linearly 

polarized transmitting and receiving antennas, the latter registering ampli­

tudes (power) only. The concept of LSM is important for radar target 

simulations. Given a dynamic flight pattern of the target and the geometric 

location of the radar relative to the flight path, one wishes to simulate or 

reconstruct the dynamic received pattern based on "stat ic" measured on 

computed RCS data from the target. In many cases the polarizations of 

interest for the djTiamic simulation are those of linearly and circularly 

polarized r ada r s . 

Note that at a given viewing angle the target ' s exposure to the radar 

illumination may have a different orientation compared with the case in which 

the "stat ic" patterns were obtained. The change of orientation for a given 

exposure of the target is equivalent to a change of orientation of the linear 

polarization of the radar . From this observation, it follows that for dynamic 
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simulation with a linearly polarized radar one has to know the target scat ­

tering for all linear polarizations. This is exactly the information which the 

LSM provides. One may argue that the general SM also provides this data, 

but the LSM is more economical to obtain if one is interested only in linear 

polarization radars , as previously pointed out by this writer [28]: 

The LSM is measured by six linearly polarized amplitude pat­
terns . Five of these patterns are for parallel reception with 
orientations 0 = 0°, 30°, 60°, 90°, and 120°. 

The sixth pattern is for orthogonal reception. The advantage 
of the LSM procedure is that these measurements can be pe r ­
formed with simpler equipment and with greater precision than 
is ix)ssible with techniques, which require antennas other than 
the linear type or phase measurements . For rol l -symmetr ic 
targets , the LSM is measured simply by three linearly polar­
ized patterns for parallel reception at orientations 0°, 45°, 
and 90°. 

As an extra bonus, the LSM also is adequate to predict the cross-c i rcular 

(RC-LC) radar reception under simulated flight conditions, but it cannot in 

general provide the (RC-RC) or (LC-LC) patterns. A detailed analysis [28] 

further shows that the LSM is equal to the ordinary SM of a target, but with 

an ambiguity in the sign of target parameters p and T still unresolved. 

17. Theory of Characteristic Null-Polarizations 

In this section, we will develop the theory of null-polarizations, which is 

used to characterize a fixed radar target. This theory will be shown to have 

many useful applications. In previous sections, we foimd that the target scat ­

tering matrix T , given by five target parameters and an absolute phase, 

defined a general stationary radar target at a given fixed radar frequency. 

Two independent null-polarizations are determined by two points on the 

polarization sphere, i . e . , by four independent parameters . One additional 

parameter , the target amplitude m , together with the two characterist ic 

null-polarizations of a radar target , determines the target scattering matrix 

(excluding the absolute phase). 

82 



Section 17 Theory of Null-Polarizations 

The concept of null-polarization of a radar target may be viewed as analo­

gous to the roots or nulls of a polynomial function in the complex plane which 

are used to characterize that function. The null-polarization of a fixed radar 

target is that polarization n of identical radar transmitter and receiver 

antennas which produces zero voltage reception at the receiver terminals : 

V = Tn «n = 0 (17.1) 

In light of the definition of orthogonal vectors , n * • n = 0 , we may consider 

n as the eigenvector solution of a t j^e of eigenvalue problem, which is 

characteris t ic for the null-polarizations: 

Tn = en* (17.2) 

This equation has, in general, two solutions: n± , c and n^ . 

We first consider the corresponding 3-dimensional stokes vectors p ^ 

and p(n ) on the unit sphere in polarization space (Poincare-sphere) . Also 

considered are the vectors p(m) and p(m ) , where m is the maximum 

polarizaton discussed in Sec. 10 and m the orthogonal maximum 

polarization which was defined by: 

Tm = t m* 

Tm^ = tgm* 
(17.3) 

where t^ = m e^'^" "̂  ''^ and tg = m tan^ y e~ ^'^^ ''''> . We will find shortly 

the geometric significance of the angle y . 

Figure 12 shows the four polarization vectors (orthogonal field vectors 

map as opposite polarization vectors) . The angle between p(m) and pCnJ is 

called 2a . We intend to show that a = y for both n and n . We use the 

half-angle "cosine rule" of Sec. 6 to find c : 

Icn* . m | = | c | | n * ' m | = | c | cos a = 

- I Tn • m I = I n . Tm | = m |n . m* | = m sin a (17.4) 
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P(Sj • • P ^ ) 

Fig. 12 Null- and Maximum Polarization 

from which it follows that: 

I c I = m tan a (17.5) 

Similarly, from (17.3) we have: 

from which 

I en* • m I = I c I sin a = I Tn « m l = I n • Tm I 

2 2 
= m tan y l n « m*[ = m tan y cos a; 

2 
Ic I sin a = m tan y cos a . (17.6) 

From (17.5) and (17.6), it follows that a = y , where we have defined y 

in the range 0 s y < 45° as usual. Hence: 

I c I = m tan y (17.7) 

This resul t shows that both null-polarization vectors lie on a conical surface, 

with g(m) and p ^ ) as axis and 4y as included cone angle. The only 

question remaining is what the positions of n a re on the conical surface. 

We intend to show that p(n+) , p(n7) and p(m) vectors a re in a plane such 
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that p(n+) and p(n-) have an included angle of 4y . This establishes the 

polarization "fork" concept of unit vectors illustrated in Fig. 13. 

Fig. 13 Polarization Fork 

What is necessary to prove the "fork" concept is to consider n decomposed 

into orthogonal components m and m , s imilar to what was done in Sec. 6. 

We wri te: 

n = sin y e ' m + cos y m (17.8) 

which agrees with previous resu l t s : |n . m_* | = sin y and |n_ . m*| = cos y . 

The unknown angle p determines rotation with angle 2/3 about the p(m) , 
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g(m ) axis in polarization space. (See Sec. 6.) Substitutions of (17.8) into 

(17.1) leads by a straightforward calculation to: 

ii8± - . - 211-e'P = + i e '•'^ (17.9) 

Since the two nuU polarizations may have arbi t rary phases, the solutions for 

the null-polarizations may be put in the following symmetric form: 

n* = s i n y e - ' ( 4 ^ ° + '^)m + c o s y e ' ( * ' ° ^ ^ U , (17.10) 

-i(45° + î ) i(45° + i') „ „ , , , 
n = - sin y e ^ ' m + cos y e ^ m (17.11) 

Notice that in this form n and n differ from each other only by a change 

of sign of y (if, for this occasion, we allow other than positive angles for y). 

Hence, if p(n ) makes an angle 2y with p(m ) , p(n ) lies in the same 
- + 

plane, making an angle-2y with p(m ) , and hence p(n ) and p(n ) enclose 

an angle of 4y , which proves the "polarization fork" concept. 

Some useful orthogonal null-polarizations are as follows: 

± +i(45°-v) . - i(45°-i/) ,, „ , „ , 
n = cos y e ^ ' m± sin y e ^ ' m (17.12) 

The significance of angle v is also clear from (17.10), (17.11), and (17.12). 

It determines the rotation of the "prongs" of the fork concept about the p(m) , 

p(m ) "handle" by an amount of 2v . 

In the following section, we derive the expressions for received voltage 

and power in te rms of the characteris t ic target null-polarizations. 

18. Voltage Reception in Terms of Two Target Polarizations 

There exists an interesting and useful general relationship for received 

voltage if the target is characterized by two arbitrary but independent 
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polarizations £ and c^ ' . These may be defined in t e rms of maximum 

polarization m and its orthogonal m by four complex constants, C^ , C_, 

C„ and C , as follows: 

c(^) = Ciinf + C m * 

c(2) = 0315* + C4m* 
(18.1) 

For convenience, we consider c^ ' and c^ ' normalized to unit vectors 

such that jCjl^ + |Cg f = 1 and |Cg | + |C^ | = 1 . The target scattering Ta, 

where T is the scattering matrix and a is the transmit antenna, may be 

decomposed similarly: 

Ta = a m_* + a^m* (18.2) 

where 

â  = Ta • m = a • Tm = t,. (a • m*) 

a_ = Ta • m* = a • Tm = t„(a • m*) 
(18.3) 

As usual, we used here the relationships: Tm = tm*^ and Tm = t m* as 

defined in Sec. 10. 

We now solve from (18.1) for m* and _m* in te rms of c^ ' and c^ ': 

where 

t ^ A V"4 
1 ^ C . c ^ D - C g C ^ ^ ) 

m* = — 
—± A 

CgC^^^ + C^C (2)1 
(18.4) 

C1C4 - C2C3 ^ 0 (18.5) 

Now let: 

Ta = bi_c^^^ + b2^^^^ (18.6) 
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where 

\ = i ( h C 4 - ^ 2 S ) 

^2 = i (- ^ i S ^ ^2^1) 

Substitution of (18.4) into (18.3) gives: 

Substitution of (18.8) into (18.7) leads to: 

(18.7) 

(18.8) 

(18.9) 

''2 = T"2 I- (^2^411 + C^Cgt2) (c(l) . a) + (c^t^ + Cft2) (cj''^ • a)J 
A 

By substitution of (18.9) into (18.6), we find: 

Ta = [d^ (c^^^ •§) + ^2 (c^^^.a)] ĉ ^̂  + [dg (c'-^K a) + dg (c^^^a)] ĉ ^̂  

(18.10) 

where 

'^l = 72 (^4^1 ^ ^3^2) 

^2 = 72 (^^4^1 ^ ClS^2) (^«-11) 
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The desired result V = Ta • b , expressed in te rms of arbi trary charac­

ter is t ic target polarization, is found from (18.10): 

V = Ta . b = d^ (c^"^^ • a)(c^^^ • b) + d2 [(c^^^ ' a,)(,c^^^ . b) + 

+ (c^^^.b)(c^^^ . a ) l + dg(c^^^ . a ) ( c ^ ^ ^ . b ) (18.12) 

This expression clearly is symmetric in a and b (due to reciprocity), and 

it is defined by target parameters t. and tg and the characteris t ic polar i-
(1) (2) 

zation £^ ' and c^ ' which are given by the constants C. , Cg , C„ , and 

We notice the curious fact that expression (18.12) has three te rms with 

coefficients d , d and d„ which consist of products of scalar products, 

each of which may also be considered a tjrpe of voltage. Two special cases 

of (18.12) are of practical interest . The first is when the mixed term of d„ 

is zero. The other case is when d and d are zero, which occurs for 
1 ^ 

the null-polarizations, as we find shortly. 

For the first case, consider jc^ ^ = m* c^ ~ HL* and hence C. = 1 , 

C 2 = 0 , C g = 0 , C_̂  = 1 , A = l , d ^ = t ^ , d 2 = 0 , dg = t2 and thus: 

V = Ta . b = t (m* • a)(m* . b) + t2(m* . a)(m* . b) (18.13) 

This identity could have been obtained directiy, since 

b = ( m * . b ) m + (m* . b)m (18.14) 

Then: 

Ta • b = (m • Ta)(m* • b) + (^^ . Ta)(m* • b) = 

= (Tm . a)(m* . b) + (Tm^ • a)(m* • b) = 

= t (m* • a)(m* «b) + t2(m* •a)(m* • b) (18.15) 
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For the second case, consider £ = n , £^ ' = n , where the n^ 

te rms are the target 's characterist ic null-polarizations discussed in Sec. 17. 

For c -̂̂ ) and c^^\ we thus have from (18.1): 

c W = n f = cos y e " ' ( ^ ^ " " ^ V * + sin y e'^*^" ' " W 

c(2) = n-* = cos y e " ' ( ^ ^ " - " U * - sin y e '^^^ ' - ' ^W (18.16) 

„ „ -i(45°-(^) „ . 1(45°-I') ^ -i(45°-i^) 
Here, C, = cos y e ^ ' , C„ = sm y e ^ , C„ = cos y e ^ ' 

1(45°-^) " ^ 2 
C. = - sin y e ^ , A = - sin 2 y , d = 0 , d = im/2 cos y and 
d„ = 0 and hence: 

V = Ta • b = i m 
2 

2 cos y 
|(n+*. a)(n-* . b) + (n"* . a)(n+*.b)] (18.17) 

Of particular interest is the case for parallel reception: a = b . Then 

(18.17) reduces to: 

V|| = Ta • a = "g (n+* • a)(n-* . a) (18.18) 
cos y 

It is interesting to note that the voltage of (18.18) is composed of the product 

of two scalar products, each of which may also be considered a voltage. 

Equation (18.18) forms the basis for a theory developed by Copeland [18] , 

where the complex voltage return from a target as a function of varying 

linear polarizations a is determined by a locus in the complex plane. The 

difference between our result (18.18) and Copeland's work is in the factor 
2 

(m/cos y) which is not present in Copeland's derivation (which is based on 

heuristic arguments). The factor is important if we compare scattering 

from radar targets where y is substantially different, i . e . , the case of a 

convex surface (where y '^ 45°) and a long wire (where y = 0°). The question 

of proper normalization of scattering from radar targets is one that is rare ly 

discussed adequately in the l i tera ture . 
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Section 19 Gamma Target Maps 

2 
The received power for parallel reception P,| = IV | is found easily 

from the general "cosine" formula derived in Sec. 7. Let A = A(a) = 

(A.., A , A ) be the 3-dimensional stokes vector representation of a and 
-t J -t ± ± ± 

let IT = N (n ) = (N. , N , N ) be the stokes vectors corresponding to the 

null-polarizations. Then we find for received power by application of the 

cosine rule to (18.18): 

cos^ I (- N^, A) cos^ i (- N", A) 
2 m 
4 • 

cos y 

2 m 
4 

cos y 
sin ^ (N+, A) sin -^ (N", A) (18.19) 

Of course, if A = 15=*= we find from (18.19) that P., = 0 , since then 

V|| = Tn • n = 0 . Equation (18.19) shows that if the two null-polarization 

N± te rms are known on the polarization sphere, then the target re turn is 

completely determined if also the maximum target amplitude m is known. 

The angle y is determined, since 4y is the included angle between the two 

mill-polarization vectors (Sec. 17). 

Equation (18.19) leads to a characterization of radar targets based on 

characterist ic null-polarizations, which will be discussed in the following 

sections. 

19. Canonical Representation of Single Targets; 
Gamma Target Maps 

In the previous section, it was shown that the stokes matrix representa­

tion M of a fixed radar target can be reduced by orthogonal transformations 

to a so-called "gamma target" with stokes matrix M(2y), which is given by 

one parameter y only (the magnitude m being normalized to unity). The 

orthogonal transformation on M was shown to be equivalent to an orthogonal 

transformation on the set of all antenna transmit polarizations p(a) and 

receiver polarizations p(b). Of practical significance is the case where 
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antennas a and b are related, such as for radars with parallel reception 

when b = a, or orthogonal reception, where b = a . For those cases, we 

may associate with a point p(a) on the polarization sphere, the received 

power for radar polarization a . By connection of all points p(a) on the 

sphere which have equal reception, a constant amplitude locus is obtained. 

The set of all loci which cover the polarization sphere is called a map of the 

fixed radar target. 

Thus, we established the important fact that if for a particular gamma 

target, i . e . , for a target at fixed position with a fixed value of y and 

^ = T = I' = 0 , the constant return amplitude map on the polarization sphere 

as a function of t ransmit ter polarizations is given, we obtain the map of a 

general radar target with the same value of y , but arbi t rary 4' , T • and 

t' , by a rotation of the gamma target map through angles 2i/j , 2T , and 2v 

with respect to the reference position on the sphere. 

Since a rotation does not destroy the geometry of the map on the sphere, 

it is sufficient to study the maps of -> - targets for purposes of radar target 

classification. In other words, a "c lass" of fixed radar target maps is 

generated by a given y-target map simply by the process of applying all 

possible rotations of the given y-target map on the sphere with respect to 

a given projection plane. Thus, a one-parameter classification of all possible 

fixed radar targets is obtained. The y-target map for parallel reception is 

called a gamma sphere. Figure 14 shows the gamma sphere for a target 

with y = 22 1/2°. The contours for equal received power a re labeled in 

decibels. We notice on the gamma sphere the two points where zero reception 

is obtained; these are the null-polarizations p(n ) (points of « d B ) . Also of 

importance is the single point for maximum reception, which identifies the 

maximum polarization p(m) (point of 0dB). Notice the "polarization fork" 

construction between null-pblarizations (the prongs) and the maximum 

polarization (the handle), which was discussed in Sec. 17. 

We will next analyze the construction of the gamma-sphere representation 

and its polarization plane projection of gamma targets . The antenna polariza­

tion p(a) = (p , p„, p„) is given as usual by the orthogonal coordinates: 
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''• 22' /I 

Fig. 14 Gamma Sphere 

sin 2T 

p„ = cos 2T cos 20 

p„ = cos 2T sin 20 

(19.1) 

where T is the ellipticity angle and 0 the antenna orientation of elliptically 

polarized antenna a(0, T) as usual. (The amplitude a is normalized to 

unity.) 
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The normalized gamma-target returned power is given by (14.8): 

P||(y) = -% 

1 + cos 2y 

0 

2 cos 2y 

0 

0 2 cos 2y 

- sin^ 2y 0 
2 

0 1 + cos 2y 

0 0 

0 

0 

0 
. 2 
sm 

IT r i 

Pi . Pi 

P2 * P2 

-PsJ ba. 

(19.2) 

where 

Q, 0 _ 4 
8 cos y 

(19.3) 

It is easy to verify that (19. 2) is equivalent to: 

P|i(r) = 
4 cos y 

[(cos 2Y + p„) + Isin 2 (sin^ 2T)P^ | (19.4) 

The Pg - p„ projection plane of all points p = (p. ,P2,Po) which constitute 

the polarization sphere (Poincare sphere) is the circular polarization chart . 

In general, we need two char ts , one for a hemisphere of all right-sensed 

(T > 0) polarizations and the other for the left-sensed (T < 0) polarizations, 

to cover all t ransmit polarizations. However, since (19.4) is independent 

of p.. , the contour maps on both charts coincide and hence one chart suffices 

to represent all t ransmit polarizations. 

Also we notice from (19.4) the same value of P,, for positive and nega­

tive p , which indicates symmetry for the gamma-target maps about the 

horizontal (p_ = 0) axis . The two characterist ic null-polarizations, where 

0 , are easily identified from (19.4), since then p„ cos 2y , p = 0. 

(P|, = 1) is achieved if p = 1, p = 0 , i . e . , for horizontal polarization. 
One other interesting point is m at vertical polarization (p = - 1 , p = 0) 

4 
where Pr|(m ) = tan y , as one could have expected. Notice also the char­
acterist ic "fork" construction of the gamma-sphere presentation between 
null-polarizations and maximum polarizations. The enclosed angle between 
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null-polarization vectors was shown in Sec. 17 to be 4y , which checks with 

the projection Pp = ~ cos 2y . 

Figures 15 through 18 give gamma-target maps for y = 0° , 15°, 30°, and 

45°. The case y = 0 corresponds to the map for a horizontal line target. 

(See Sec. 14.) The other extreme, y = 45°, represents a sphere target. 

For y = 45° and v = 0 , the eigenvalues t = t . and hence the sphere is 

a degenerate target, viiich is shown by a circle of maxima for all linear 

polarizations. For other values of y , there are no simple physical equiva­

lents for gamma targets . From a canonical gamma-target map and c o r r e ­

sponding gamma spheres , the map of every other radar target is obtained by 

rotation of the corresponding gamma sphere and then projecting it back onto 

the (p- - p„) polarization char t s . Notice also the obvious but important 

fact that the position of null-polarizations for gamma targets determines the 

value of y and hence the complete map. Since the map is unaltered by 

rotations, we find the following general rule: The polarization chart map of 

constant amplitude loci for general radar targets is determined uniquely by 

the position of null-polarizations on the map and the level of maximum re turn . 

Fig. 15 Gamma Target: y = 0° 
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Fig. 16 Gamma Target: y = 15° 

Fig. 17 Gamma Target: y = 30° 



Section 20 Targets at Fixed Aspect Angles 

Fig. 18 Gamma Target: y = 45° 

20. Measurements of Radar Targets at Fixed Aspect Angles 

A radar which operated at K-band was installed on a movable truck for the 

purpose of performing measurements on targets at fixed aspects. The purpose 

of the measurements was to determine the amplitude return from a fixed target 

as a function of polarization of the radar t ransmit ter . The aim of the program 

was to verify some of the theoretical predictions, such as the existence gener­

ally of two null-polarizations and one maximum polarization as part of the 

polarization sphere amplitude map. It was by no means certain that an actual 

measurement could be performed which would verify the predicted behavior due 

possibly to rapid fluctuations of target character is t ics , or to effects of noise 

and multiple-bounce ray path interference. 

The radar antenna was designed to produce arbi t rary polarized waves, and 

the intensity of return was recorded either on a signal-strength indicator, or 

*See Huynen, Thille and Thormahlen [14]. 
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as a luminous dot on a circular scope, which simulated the polarization plane; 

i . e . , each point on the c i rcular scope represents a state of transmitted polar­

ized wave. For each of the two different senses of polarization, a different 

polarization plane is necessary to complete the target map on the sphere . 

Owing to the time lapse for completing a set of measurements , the target 

characteris t ics might have changed due to wind forces, movement of t r ees , 

movement of buoys on water surfaces, slight swaying of bridges, towers, and 

transmission cables, etc . Also the power output of the t ransmit ter might 

change with time and the frequency might drift. Considerable effort went into 

the preparation of the equipment to assure a stable transmitted wave. 

The K-band system was made to change polarizations automatically in such 

a fashion that the polarization chart was scanned completely starting with c i r ­

cular polarization at the center of the chart and progressing outward from the 

center in a spiral movement until the linear polarizations at the outside of the 

circular chart were obtained. The sense of polarization was then reversed and 

the spiraling movement proceeded inward to complete the total polarization 

coverage on the second chart for the opposite sense. The amplitude return 

intensity was modulated to the light intensity of the spiraling spot on the c i r ­

cular scope, and this was photographed on a photosensitive plate of the camera 

attached to the scope. It took one minute to complete one spiral movement and 

thus two minutes to complete a full polarization map of a target at fixed aspect 

angle. 

The following set of resul ts was obtained by automatic scanning of polariza­

tion using a variable polarization antenna at K-band. Owing to the nonlinear 

behavior of the scope response character is t ic , the variation of light intensity 

on the scope is not proportional to the amplitude intensity radar return. How­

ever, the position of nulls is clearly indicated on these photographs. Each 

point on the circular chart represents a state of transmitted polarization 

according to the geometry of the polarization chart, as was described previ­

ously. The center of the chart is c i rcular polarization while the outside 

periphery represents the linear polarizations, the right-hand position being 

horizontal polarization and the left-hand side being vertical polarization. 
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Figure 19 shows the result for an "isotropic" target which consisted of a 

stratus layer of clouds at about 2000 feet. The range was 1 mile; the frequency 

was K-band; the weather was windy and misty. The photograph shows the 

amplitude return character is t ics for right-sensed polarizations. Notice the 

location of the null at circular polarization. The ragged appeajrance of the 

circular a rea around the deep null indicates a variation with t ime, as the 

cloud changed while the scanning operation proceeded. By different settings 

of the saturation level on the scope, the areas of nulls could be either expanded 

or narrowed according to requirement. 

Subject: Cloud-stratus layer at about 2000 feet ceiling 
Range: 1 miles Frequency band: K 
Weather: Windy, misty Sense: RC 

Fig. 19 Polarization Map for a Cloud 
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Figures 20 and 21 show the resul ts obtained on a railroad bridge. Notice 

the two areas of nulls which are now displaced from the center. The first 

photograph shows the result for r ight-sensed polarization where one null is 

clearly visible, the other null being extended to the back half of the spherical 

representation, i . e . , to the left-sensed polarizations. 

Subject: Dumbarton Railroad Bridge 
Range: 9 miles Frequency Band: K 
Weather: Light rain, windy Sense: RC 

Fig. 20 Polarization Map for a Bridge (RC) 
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Subject: Dumbarton Railroad Bridge 
Range: 9 miles Frequency Band: K 
Weather: Light rain, windy Sense: RC 

Fig. 21 Polarization Map for a Bridge (LC) 

21. Null-Locus Measurements on Symmetric Targets 

The null-locus measurement technique was developed by the author in the 

early 1960's [47]. We review only some of the highlights here ; for further 

details , see the previously published l i terature [22,24]. This material also 

was incorporated in a recent Russian book on radar targets [39]. 

Symmetric targets are given by three independent parameters (T = 0° 

and 0 = 0° or 90°). (See Sec. 13 and Fig. 11 for more detai ls .) The two 

null-polarizations that determine the SM are no longer independent; in fact, 

one null-ix)larization determines the other. From a set of measurements , one 
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plots through the use of the null-locator chart for each aspect angle the charac­

terist ic null-polarization of the target. Thus, a null-locus describes the t a r ­

get scattering behavior with changing aspect. Figure 22 shows a tjfpical locus 

of null-polarizations for targets with horizontal plane of symmetry as a func­

tion of aspect angle. At fixed aspect angle, one null-polarization is assumed 

to be located in the upper half of the circular chart. Because of the symmetry, 

the corresponding second null-polarization will occur as the mi r ro r image 

about the H-V axis. Thus, as a function of aspect angle, the first null-

polarization locus has the corresponding second null-polarization locus as its 

mi r ro r image about the H-V axes. These two null-loci are shown in Fig. 22. 

Observe that the polarizations have opposite senses. Details of the procedure 

follow. 

Fig. 22 Null-Locus for Symmetric Target 
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A target with horizontal symmetry was placed upon a foam tower and 

rotated along the vert ical axis (Fig. 23). Four patterns of different polariza­

tions were obtained and recorded on transparent paper. The four polarizations 

used were horizontal, vert ical , linear at 45° , and right c i rcular . The patterns 

as a function of rotation angle were superimposed upon each other, and decibel 

differences from three different patterns relative to the local maximum were 

obtained. 

Fig. 23 Target Laboratory Position 

A polarization null-locator chart (Fig. 24) was constructed using (18.18) 

and (18.19) such that knowledge of the decibel differences establishes the posi­

tion of the characterist ic target nulls on the circular polarization chart . The 
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Fig. 24 Polarization Null-Locator Chart (45° Linear) 

decibel-level lines for each of the four polarizations are indicated on the null-

locator chart . The technique for finding or plotting a target polarization-null 

consists simply of reading from the four superimposed patterns the decibel 

differences relative to a local maximum (either H or V). The intersection of 

any two curves corresponding to the decibel difference values for the c o r r e ­

sponding pattern gives the position of the right-sensed null on the polarization 

chart. For sjrmmetric targets , the left-sensed null is then uniquely 

determined. 

Notice that each point (polarization null) on the chart is obtained from 

intersections of three decibel-difference curves. This means that the method 

is overdetermined, since a point can be obtained from the intersection of two 
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decibel-difference curves alone. The extra pattern gives built-in redundancy 

for the system of measurements ; i. e . , if one pattern disappears below the 

noise level, no information is lost, since the system guarantees a high return 

for the other polarization pat terns. 

In the Russian book [39], the redundancy in the original null-locator chart 

is removed by separation into two char ts ; the first and second Huynen char t s . 

(See Figs. 25 and 26.) It is clear that the separated charts provide the same 

function as the combined original chart . 

The four-polarization method works very fast and efficiently for hand-

plotting target information obtained in the laboratory or on the pattern range. 

Observe that the null-locator chart is symmetric with respect to the horizontal 

axis. This makes an ambiguity check necessary . 

PHC. 9.7. ricpBasi AiiarpaMMa Xwoiiiiiia. 

Fig. 25 Fi rs t Huynen Diagram (in Russian) 
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PHC. 9.8. BTopaa .iiiarpaMMa Xbioiiiiiia. 

Fig. 26 Second Hujmen Diagram (in Russian) 

A new four-polarization system has been worked out which uses an ellip­

tical polarization instead of the 45° linear one, and which eliminates the ambi­

guity. Figure 27 shows the null-locator chart designed for the improved 

method. Figure 28 actually il lustrates the null determination for this case. 

The fourth pattern in the new case with elliptical polarization serves two pur­

poses: (1) It resolves the ambiguity between two possible null-polarizations, 

and 2) it supplies built-in redundancy for the system. Thus, this technique 

supplies a minimum set of compatible data for complete radar target c r o s s -

section determination. 

Experimental resul ts are shown for two types of targets . The first 

measurements show the resul ts for a pair of plates crossed at 90° with respect 

to each other. The intersecting axis was kept vertical during the measurement 
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Fig. 27 Polarization Null-Locator Chart (Elliptical) 
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Fig. 28 Determination of Null 
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and the dihedral was rotated about the vertical axis with the angle a . Figure 

29 shows the four patterns thus obtained separately and superimposed upon 

each other. The resulting null-plot for this target is shown in Fig. 30. We 

obtain a highly interesting question mark curve, formed by the null-locus for 

right-handed polarizations on the polarization chart. 

One notices the remarkable regularity that the null-locus for the dihedral 

exhibits, compared with the fluctuating patterns of Fig. 29. Notice that on 

these patterns the local maximum is attained either at horizontal polarization 

or at vertical polarization. At no aspect angle does either the circular polar­

ization pattern or the 45° linear polarization pattern exceed the maximum level. 

This result is characterist ic for symmetric targets . 

- VERTICAL 
•HORIZONTAL 
- CIRCULAR 
• 45* LINEAR 

ASPECT AN6LE (([) 
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Fig. 30 Null Locus for Dihedral 

The second experimental result was obtained from a convex-shaped body. 

Figure 31 shows the null-locus for the right-sensed polarizations. The convex-

shaped object can be expected to exhibit a null-locus characteris t ic which is 

distributed aroimd the center of the chart, at c ircular polarization, because of 

specular reflection. It is interesting to note, however, that deviations from 

the center position occur even for relatively strong signals. This indicates 

that for convex-shaped objects of a few wavelengths, the specular reflection 

considered as a local flat plate is no longer a valid assumption at all aspects. 

We notice a peculiar phenomenon at a = 64°: the maximum return itself 

disappears in the noise. At this angle, a so-called "diffraction null" exists 

for the target. At this angle no energy is returned to the radar ; i. e . , the 

target is "invisible" to the radar for any type of polarization. 
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O « 1 1 * - Kt' 

O if i* - -osft* 

o < 05 t l ' 

Q DIFFRACTION NULL 

Fig. 31 Null Locus for Ogive 

Figure 32 shows the null locus characterist ic for a corner reflector. The 

behavior shown is a combination of the previous two cases . At a = 0 , the 

direction of incidence is normal to an interior face of the corner reflector. 

The null-behavior of the target will be mostly circular polarization. The wide 

circular loop starting from the center, and returning to it, shows the effect of 

specular scattering. At a --- 35°, the incident illumination direction becomes 

normal to the large triangular frontal facet of the corner reflector (which is 

the effective aperture for the three-bounce reflection). Again the charac ter i s ­

tic null polarization is c i rcular . The inner loop of the null-locus shows the 

specular character , and the smaller deviation from the center indicates the 

larger aper ture . Finally, at a - 90° the wave is incident to the wedge 

(dihedral), which is made up of two interior faces of the corner reflector. The 

latter produces the strongly depolarizing two-bounce scattering which is shown 

by the tail of the nuU-locus. 
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O « " ' - I'l' 
o Id'- .05»' 
o < 0 5 f l ' 

O DIFFRACTION NULL 

Fig. 32 Null Locus for Corner Reflector 

22. Measurements on Nonsymmetric Targets 

The null-plotting method, or other 2-dimensional display techniques [18], 

rapidly lose their attractiveness if more than two independent parameters have 

to be displayed on one map. A general target at fixed aspect is given by five 

parameters , and hence other methods of presentation have to be found. The 

simplest is of course to compute each parameter as a function of aspect angle, 

from a basic set of measured data, and to display each parameter separately. 
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Using a five linear polarization RCS measurement scheme, with orienta­

tions 0°, 30°, 60°, 90°, and 120°, it was possible to compute the helicify 

parameter | T | and the relative target orientation 0 for nonsymmetric 

targets . (For sjrmmetric targets , we found: T = 0 and 0 = 0° or 90°). 

Figures S3 and 34 show the results for 40 and |sin 2 T as a function of ^ m m 
aspect angle. 

Fig. 33 Maximum Polarization Orientation Angle 
for Non-Symmetric Target 
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:/i 
k 

f t 
Fig. 34 Helicity Angle for Non-Symmetric Target 
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5 STATISTICALLY INDEPENDENT 
(MUTUALLY INCOHERENT) TARGETS 

23. Introduction 

The concept of "distributed target" a r i ses from the fact that not all radar 

targets are stationary or fixed, but instead change with time. In fact, most 

natural targets vary with time to some degree owing to the flow of wind and 

s t resses generated by temperature or pressure gradients. We may think of 

the motion of water surfaces, vegetated lands, and snow-covered grounds, 

not to mention obvious examples such as flocks of birds, clouds of water 

droplets, dust part icles , and chaff. Aside from the natural movements of 

the target, the radar itself may be airborne or in space, moving with respect 

to the target and illuminating in time the different parts of an extended volume 

or surface. 

The radar will receive in these cases the time-averaged samples of 

scattering from a set of different single targets . The set of single targets 

from which samples are obtained is called a "distributed radar ta rge t . " 

An important type of distributed target is that of an ensemble of targets 

generated by random processes . Each single target member of the ensemble 

is then a realization or sample event of the underlying random processes . In 

this manner an extended rough surface may be defined by the height profile 

£(x , y) as a function of position (x , y) on the plane. Since the height profile 

mainly affects the phase distribution of the components contributing to the 

surface radar scattering, studies related to this type of random process a re 

often called scalar scattering theories. Similarly, the variation of direction 

of the surface normal may be considered a random process from which the 

expected average electromagnetic scattering from a rough surface is 

determined. 

In addition to variations of local surface position and of local surface 

normal, which are geometric changes of object shape, one might consider 
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variations in material properties due to such factors as local inhomogeneties 

and turbulence which create random processes affecting electrical surface 

reflection or volumetric scattering, which determine a type of distributed 

target. 

The scattered return from a distributed radar target which is illuminated 

by a "monochromatic" plane wave with fixed frequency and polarization will in 

general be of the form of a partially polarized (pp) plane wave. This implies 

that the wave no longer has the coherent, monochromatic, completely polarized 

(cp) shape of an elliptically polarized (ep) wave; instead, it also includes in­

coherent randomly polarized components of polarization. The state of a pp 

wave is given by the so-called coherency matrix, the elements of which con-
^ ^ + 

sist of the complex correlations <E E >, <E E > . < E E > o f the electric X x • y y x y 
E field components. 

The coherency matrix is thus specified by four real numbers, represent­

ing average powers, which also determine the components of an equivalent 

stokes vector representation of the pp wave. It will be most convenient to use 

the stokes vector (representing average power) to describe electromagnetic 

scattering from distributed targets, whereas for single targets the scattering 

was most conveniently given by electric E field components. We showed 

that for single targets and cp waves there is in fact a one-to-one correspondence 

between the two methods of representation (if we exclude from consideration 

the absolute phase of the cp wave). However, for pp waves there is no one-to-

one correspondence between E field and stokes vector representation owing to 

the randomly polarized components of the pp wave. 

The properties of pp return scattering from distributed radar targets may 

be used to analyze these targets independently of the polarization of incoming 

illumination. For single targets the scattering matrix T served to define 

the target ' s far field backscattering of electr ic E field components for all 

incoming illuminations. Similarly, the pp return from distributed targets is 

determined by the stokes reflection matrix R , which transforms the stokes 

vector of the cp illumination into the stokes vector of the pp return. For single 

radar targets there is a one-to-one correspondence between matrix T and M 

(for single targets , we write R = M), as we found before. However, no such 

correspondence between T and R matr ices exists for distributed radar targets . 
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This is easily demonstrated by the following argument. Both the 2 x 2 

complex matrix T and 4 x 4 real matrix R are symmetric due to reciprocity. 

Hence, five real independent parameters and the absolute phase determine T, 

whereas it can be shown that nine real independent parameters determine R . 

Now, R is independent of the absolute phase since it is determined by average 

powers, and hence matrix R has 4 more degrees of freedom than T . Since 

the class of distributed radar targets is thus much larger than that of single 

targets , it is in general not possible to find an equivalent single target T 

matrix (field) representation for a distributed target, which is given by matrix 

R (based on average power). 

Is it possible it may now be asked, to decompose a distributed radar target 

R into an averaged single target M and some type of target noise N? One 

of the main results in subsequent sections is the proof that this is indeed the 

case . The nature of the distributed target noise N is specified, and it is 

shown that N can be written as N = Mj^, + M -̂g where Mw, and Mĵ 2 ^""^ 

"noise targets" which have equivalent scattering matr ices T „ . and T„g . It 

is interesting to note that the noise target N is "statistically independent" of 

the average single target M , which may be interpreted physically as follows: 

the return scattering components of N may be considered separately and 

independently of the scattering components of M , which implies that they all 

have positive powers and physically realizable stokes vector representations. 

This result could not be guaranteed if we simply and arbitrari ly separated 

some M-target components from the total return scattering. The proof of 

physical realizability of the decomposition theorem constitutes one of the major 

resul ts in this part of the work. 

Another interesting and important resul t in this framework is that of a 

precise definition of "statistically independent targets" presented in a form 

that is independent of polarization of target illumination. 

The general theory of distributed targets is applied to some special cases 

of practical significance. For radar scattering from rough surfaces R , the 

general decomposition theorem R = M + N separates the scattered return 

into components which may be interpreted as due to a mean surface M and 

components associated with target scattering noise N. 
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For large extended surfaces, a Kirchhoff approximation method developed 

by Fung [3, 4, 5 ] , can be applied for computing the re turn scattering. Here 

the decomposition has an interesting physical explanation: the mean surface 

M is associated for the most part with averages based upon the random phase 

component (due to random surface height distribution) of the scattered elemental 

re turns . This has traditionally been an important field of investigation, the 

resul ts of which we have labeled as scalar theories. The target noise com­

ponents N, are due in, general pr imari ly to the distribution of orientation angle 

4) of the local normal on the surface. 

24. Partially Polarized Plane Waves 

In Sec. 3 we discussed properties of monochromatic plane, elliptically 

polarized (ep) electromagnetic waves, such as might be observed in the far 

field scattering from a single stationary (fixed) radar target. In general, a 

different ep plane wave is produced by the radar t ransmit ter , to illuminate 

the target. If both t ransmit ter and target remain fixed, no change of the ep 

wave at a fixed receiver station in the far field of the target is observed. The 

far field scattering in that case is determined completely by the complex E 

and E components of the time-harmonic E field, which has amplitudes and 

phases in orthogonal x- and y-directions t ransverse to the fixed direction of 

illumination. 

However, if t ransmit ter , receiver, or target changes position, a t ime-

varying ep wave with components E (t), E (t) is observed. Of part icular 
X y 

interest a re the time variations of the fields that can be attributed to random 

processes , underlying changes of the target, such as those for a sea state, or 

weather clouds, or in the case of airborne radar , owing to the fact that differ­

ent parts of an extended terrain surface are illuminated in time. For uniformly 

random variations in (absolute) phase, <E (t) > and <E (t) > a re zero; hence, 

it is customary (Born and Wolf [37, p. 545]) to define a time-varying, so -

called partially polarized (pp) plane wave by the coherency matrix of the 

complex components E (t) and E (t) (see also Papas [57] for a simple 

introduction): 
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xy 

/E E* ) (E E*) 
\ X X ' \ X y / 

(E E*) (E E*> 
L\ y x ' ^ y y ' 

(24.1) 

The time average < > is defined as usual: 

<x(t)> 
lim !_ f 
: —oc T j 

x(t) dt (24.2) 

It is seen that C is a hermetian matrix, defined by four real quantities. xy 
Using the notation E (a, 0 , T ) of an ep wave in te rms of its magnitude a , 

orientation 0 , a 

a re easily found: 

orientation 0 , and ellipticity T (see Sec. 3), the E and E components 

E . = a (cos 0 cos T - i sin ó sin r) e 

E = a (sin * cos r + i cos ó sin T) C 

(24.3) 

The absolute phase a of the ep wave has no effect in the subsequent 

discussions of pp waves. From (24. 3) the elements of the coherency matrix 

are found: 

<^E^E*) = ( ^ (1 + cos 20 C O S 2 T ) ^ (24.4) 

2 
( E E * ^ = / . | - (1 - cos 20 COS 2 T ) \ (24.5) 

^E E * \ = / ^ (sin 20 cos 2T - i sin 2 T ) \ (24. 6) 
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This result shows that the four real quantities that define the pp wave are the 

components of the stokes vector g = (g. , g g g_), where 

go = <a > 

2 
g. = <a sin 2 T > 

2 (24.7) 
g = <a cos 20 cos 2 T > 

2 
g„ = <a s i n 2 0 c o s 2 T > 

In Sec. 6 we encountered the stokes vector g(a) as an equivalent (except 

for absolute phase) representation of the ep electr ic field E ; however, no 

such correspondence between field and stokes vector representations exists 

for a pp v.'ave. In fact, in many cases <E > can be made zero by random 

fluctuations of absolute phase a which has no equivalent to the stokes vector 

representation. 

For a pp wave given by stokes vector g , the following rule applies: 

go £ gi + g2 + 4 <24.8) 

To prove this, we write g = (g„ , ^) where g is the vector (g , g , g„). 
9 2 

Hence, we have to show that gg £ £ = g • g-

Let 

( T \ T T 

o / o o 

H = T^Al: J SoWdt) = T T O O ^ I I ^oC'^^o^^)^^^'^ 

(24.9) 
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T T 

l£l^ = T '^°=~ ƒ ^^'>'^'* ^ ƒ ^^'^'^' 
o o 

T T 

— I I g(i") . j(cr)dTdc7 lim 

T 
o o 

[ .™«— I \ iK{T)\ |£(t^)| cos [g(T) , g(cr)] dTdff 

o o 

(24. 10) 

Since for each time, in the integrand g(t) represents an ep wave for 

which g^ (t) = I g(t) I = [g2 (t) + g2 (t) + g2 (t)] we have for (24.10): 

i 1̂  = T™» -^ f ƒ So (̂ ) So <"> ""̂  ̂  '̂ •̂  '̂ '̂  <̂ -̂ ^̂ ^ 
o o 

Comparison of (24. 9) with (24. 11) shows that the resul t holds true for each 

finite integration time T . Hence, it follows from definition (24. 2) that the 

results also must hold in the limit. 

Condition (24. 8) is often called "the condition for physical realizability" 

of a pp wave. This condition leads us to a physical decomposition g = g„ + g 

of the pp wave g = (g„ , g, , g„ , go) in te rms of a completely polarized (cp) 

wave gg = (| g I , g^ , gg . gg) where | g | = (g^ + g2 + ël) and a 

completely unpolarized part g = (g , 0 , 0 , 0 ) , such that g = | g | + g 

gives the total power of the pp wave g as the sum of its component powers. 

The unpolarized part g has no preferred orientation or ellipticity; it 

represents uniformly random polarized scattering with reference to orientation 

angle 0 and ellipticity angle T . We associate it with completely unpolarized 

polarization noise. Obviously the decomposition g = g + g is unique and 

physically realizable. These concepts also will play an Important role, as we 

120 



Section 25 Statistically Independent Voltages 

will demonstrate later in the discussion of scattering from distributed radar 

targets ; however, for that case the decomposition theorem takes a more 

complex form. 

It is easy to show that the sum of two stokes vectors is again a stokes 
J . A ^ B , A . A A . , B , B B . 

vector. Let g = g + g where g = (g„ , g ) and g = (g ,̂ , g ) a re 
A A B B 

given stokes vectors such that g^ s I g I and g„ a I g I . Then, if 
g = (gg . g). we have: 

2 / 2 , 2 2 \ 2 , 
go - (gj + g2 + ggj = So - ( I • I ) 

/ A _,̂  B \ ^ , A ^ B, , A _, B, 
" 1^0 ^0 / " ^^ + g ) • (g + g ) 

/ A^ A A\ ^ / B^ B B \ 

= (KO - I • I j -̂  (go - s • I ) 
^ „ A B „ A B 

2go go - 2g • g 

2 

(Bo - I I I ) + (SQ - I I I ) 

. „ A B „ , A , , B , , A B, . 
+ 2go gg - 2 I g j I g I cos (g , g ) a 0 

(24.12) 

A B 
Equality in (24. 12) holds only if g and g are cp stokes vectors which are 
parallel . 

25. Statistically Independent Voltages 

We consider in this section scattering from a set of independent radar 

targets . The precise definition of this concept will be our aim in this and the 

following section. 
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With each target T. , we associate a voltage V. = T. a • b where a and 

b indicate the fixed radar t ransmit ter and receiver antennas, and T. is the 
— ' 1 

target scattering matrix discussed in Sec. 9. The total voltage received from 

the set of targets is 

^0 + V^ + V 2 + . . . + V^ (25.1) 

The set of voltages is called statistically independent if the targets are s ta t is ­

tically independent. 

We s ta r t our discussion of statistically independent targets with some 

intuitive notions. Since the targets a re independent of each other, their r e l a ­

tive positions in the illumination direction are of no consequence, at least for 

"small" displacements of the order of a wavelength. Hence, it follows that the 

average return from statistically independent targets must be independent of 

the "absolute phase" (see Sec. 10 for definition) of the individual targets of 

the set. A simple and practically Important example is to consider the abso-
ia-

lute phase a. of statistically independent voltages V. = A. e J, j = 1, 2, . . . 

as a uniformly distributed random variable; the phase a of V may be 

arbi t rary . Hence: 

la la la TT- la 
+ A. e + A „ e + • • • = > A. e J V = A e " + Aj^e + A 2 e " + . . . = > A . e ^ (25.2) 

and 

Har°'J V 2 W * ' ^ " i - "k 
P = V V * = ; ^ | A . , - l l ^ . A ^ e J (25.3) 

j = o o 

The average return is found simply: 
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n 
<P> = > I V. 1^ = > P. = P„ + P, + P„ + • • • + P 

j l Za i 0 1 2 n 
j = o j = o 

(25.4) 

Because of the random phases, the cross product te rms in (25. 3) vanish 

in the average for a sum of statistically independent voltages. We find thus 

that the total average power is obtained by adding the individual powers of the 

component voltages. Hence, power additivity is a necessary condition for 

statistical independence of targets and voltages. We can make it sufficient by 

defining the statistical independence of targets and voltages as equivalent to 

having the property of power additivity. 

It should be kept in mind that the foregoing result obtained by introducing 

voltages with uniformly random phases by no means exhausts the class of 

statistically independent voltages. Other random processes , for instance, 

based on variation of orientation angle 4>- of individual target components T., 

may be a cause for statistically independent voltages. Because of the fore­

going propert ies, statistically independent targets are often also called "phase 

independent. " We now return to equation (25. 1) to find the general condition 

for phase independence: 

n n n 

j = 0 0 o 

Hence, 

n 
< P > = V < P . > = . 1 ^ ^ j ^ 

j = o 

if for j , k = 0 , 1 , 2 , 3 , • • • n and j ?= k: 

R <V. V*> = 0 (25.6) 
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This is the general condition for phase-independent voltages. For phase-

independent targets , we may substitute V. = T. a • b into (25.6) to give: 

«e (C^j ^ • >̂ Ĉ k ^* • ^*^) = ° (2^- '̂^ 

This condition is formally correct , but for statistically independent targets 

we prefer a statement which is dependent on T. and T. alone and which is 

independent of antenna polarizations a and b . In the next section we show 

how this can be accomplished. 

The property of power additivity (component powers are additive) for 

statistically independent targets has important consequences. F i rs t , it shows 

that target scattering is described more conveniently by the stokes reflection 

matrix R , which determines average backscattered power, rather than by 

the scattering matrix T which describes the target by instantaneous fields. 

The general decomposition theorem, to be proved later, which is applicable 

to R allows us to reconstruct corresponding independent targets with "effec­

tive" scattering matr ices . The process of determining effective voltage from 

average power is well known from ordinary ac line voltage; we define the line 

voltage by the effective value derived from the averaged power generated in a 

1-ohm res is tor . This nomenclature car r ies over to signal voltages and cor­

responding target matr ices . 

To illustrate these concepts, let <P> be the total average power return 

from a target, and suppose < P > to be decomposed into a sum of n + 1 

component powers: 

< P > = < P > + < P , > + . - + < P > (25.8) 
o 1 n ^ ' 

Then, with each component power we associate an effective voltage V. for 
— 2 

which <P. > = I V. I . Hence, we may write: 

V - Vo + V^ + Vg + ••• + V^ (25.9) 
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where < P > = j V j ^ is a decomposition of the total effective voltage V into 

a sum of phase-independent (mutually incoherent) voltages V. . This formally 

correct approach will become physically meaningful, if to each independent 

component voltage can be assigned a physical significance. 

For applications, we refer to Sec. 44, 45, and 46. 

26. Statistically Independent Fields 
and Targets; Stokes Correlation Matrix 

We found in Sec. 25 that two time-varying voltages V. (t) and V_ (t) 

were called statistically independent if R <V. V* > = 0 . This condition 

guaranteed that the sum voltage V = V, + V„ had average power equal to the 

sum of individual component powers. This concept is easilj ' extended to fields 

and targets . 

Consider two fields E^ (t) and E (t), the amplitudes and phases of 

which vary randomly with t ime, and two arbi t rary fixed angennas a, and a^ 

which are used to probe each field separately. The voltages registered at the 

antenna terminals will be V. (t) = E. (t) • a „ and V_ (t) = E (t) • a„„ • 

We now use the above property for statistically independent voltages to deter ­

mine the statistical independence of fields. The fields E, (t) and E„(t) are 

called statistically independent if R <V, VJ > = 0. Now, in Sec. 7 it was 

shown that if g = g [E . ( t ) , E*(t)] and h = h ( a 2 „ , a* ) are mixed stokes 

vectors, then: 

«e<VlV*2) = I«e<g[^lW • ^ 2 ^ ] ) - M-'2R • -̂ *1R) (̂ O.l) 

and since antennas a. and a„ are arbi t rary , R <Vĵ  Vg > = 0 only if 

R g / g [ E ^ ( t ) , E * ( t ) j ^ = 0 (26.2) 

Hence, two fields, E. (t) and E„ (t) , are called statistically independent if 

the real par t of the time-averaged components of the corresponding mixed 

stokes vector are zero. 
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The above development may be extended to distributed radar targets . 

Consider the fields E. (t) and E_(t) due to radar scattering from t ime-

varying targets with scattering matr ixes T. (t) and T- ( t) . If the t ransmit ter 

and receiver antennas are a and b as usual, the voltages received from 

each target separately are V. = T. a» b and V„ = T a » b . These 

voltages are statistically independent if R ^Vj^ V2 > = 0 . This criterion is 

used to define statistical independence of target T, and T_ . 

We wish to determine conditions on T. and T_ which define statistical 

independence independently of antennas a and b which are used to probe 

the targets. To this goal, we define the mixed stokes vector s (T . a , T* a*) = 

( s . , s^ , s , s„) and h(b) = (h , h , h , h ) the stokes vector of b as 

usual. The product role of Sec. 7 is now applied to voltages V. = (T. a • b) 

and V* = ( T * a * . b*): 

V i V ; = i ( % \ - s^ h^ + Sg hg + S3 hg) (26.3) 

where 

1^0 = ïï^ii- T*a* = i T ^ T ^ a . a* = W^ a . a* 

i s ^ = - I J T ^ a . T*a* = - | T* J T^ a • a* = W^ a . a* 

i s g = i L T ^ a . T*a* = | T* L T^ a . a* = W^ a . a* 

i K T, a . T ! a* = - i T : K T„ a . a* = W„ a . a* 1 
2 ^ 3 " " 2 " M ^ ' ' - 2 - - - 2 " 2 " ' - 2 - ' - " " 3 - -

(26.4) 

Now let 

W. = w._ I + i w . . J + i w . „ L - iw .„ K (26.5) 
J jO J l j2 j3 ^ ' 
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Then 

W. a . a* = w .^ g^ + w.^ g^ + w.^ g^ + w .3 gg (26.6) 

where g = g(a) = (g_ , g. , g» , go), as usual. Now (26.3) can'be written 

in concise form: 

V^ V* = W ( T ^ , T * ) g ( a ) . h(b) (26.7) 

and hence 

^ e ( ^ 1 ^ 2 ) = R e < W > g ( a ) . h(b) (26.8) 

The condition for statistical independence of targets is now apparent; 

since g(a) and g (b) are arbi trary stokes vectors representing antennas a 

and b which are used to probe the targets , R <Vĵ  Vo > = 0 only if 

R g ( w ( T ^ , T * ) ) = 0 (26.9) 

This is the condition for statistical independence of time-varying radar targets 

T. and T„ , which is independent of the probing antennas. The matrix 

W(T2 , Tg) is a generalization of the stokes-reflection matrix M (also called 

the Mueller matrix) which is obtained if T. = T_ . We will call W the mixed 

stokes matrix of the two targets . For distributed targets <W > is called the 

"stokes correlation matrix. " The mixed stokes matrix has interesting prop­

er t ies . We show next that W(Tj^ , T Ï ) can be written as a product of matr ices 

which depend on T^ and on T only. To do this we write: 

T = a^ I + b^ K + c^ L 

(26. 10) 
T^ = ag I + bg K + Cg L 
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where a. , b. , c. , i = 1, 2 are complex coefficients and J , K , L are the 

rotation matr ices as usual (defined in Sec. 4). Now, the matr ix W is deter ­

mined by the coefficients w. defined by (26. 5) and (26.4). A straightforward 

calculation leads to: 

^A * h^l •* '̂ 1=2 *'(*'=l''2 - "1=2) ' ( V 2 - <=l'2) '("l''2 - V 2 ) 

+ i ( c j b ; - b j 4 ) -a^a» + b,b* * c^c' -(bia' + ajb*) -(a^c* - c^a') 

* ' (V*2-V*2) - ( V 2 " " l 4 ) V 2 - " l " 2 * V 2 -("1=2 ^ '=l"2) 

. ' ( " l ^ 2 - ^ " 2 ) - ( V 2 * V * 2 ) -("l=2*=l"2) V 2 * V 2 -

(26.11) 

We find that W is a symmetric matrix. We next show that W may be 

composed as a product of matr ices : 

A 

W = — 
2 

• i c . 

ib, 

0 ib, [̂ 2 
0 

i c* 

- ib*g 

0 

-4 
- ^ 2 

-^2 

< 

- ^ 2 

4 
0 

-ibn 

- 2 

0 

^ 2 , 

or, written compactly: 

(26.12) 

W ( T (^1 . - 2 ) - T I T * 2 1 2 (26.13) 
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where T stands for the first matrix in (26.12) and T., contains the coeffi­

cients of T . The sjTnbol I stands for the stokes matrix 2MQ (Sec. 14a), 

which is the M equivalent of the unit target scattering matrix . . . 

The study of correlations between distributed radar targets would find 

their natural starting point with the above-developed concepts summarized by 

equation (26. IS). However, in the remainder of this work, we will res t r ic t 

our attention for the most par t to the study of R = <W (T , T*) > , which 

determines the average radar return of distributed targets . 

Equation (26. 7) has an interesting application, with the following important 

problem: we will have occasion (see Chap, f*) to consider the received 

voltage of a target as the sum of local voltages V , derived from local 

scattering matr ices T on a surface S . Let 

= f v ^ d S = T T ^ a . b d S (26.14) 

The total power received is, then, using (26.7): 

P = VV* = ƒ ƒ V„^ V*g dS^ dS^ = ƒ ƒ W ( T ^ ^ , T*g) g(a) . h(b) dS^ dS^ 

(26.15) 

For time-varying targets , the average power is found from 

<P> = rr ( w (T^^ , T*g)) dS^ dSg g(a) . h(b) = R g(a) . h(b) 

(26.16) 

This equation is useful for the calculation of average power and of the stokes 

reflection matrix R . An application to rough surface scattering 'S given in 

Sec. 46. 
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27. Scattering From Distributed Targets 

The last sections paved the way for a treatment of radar scattering from 

distributed ( i . e . , moving) targets , where the time-averaged measured power 

is used to characterize its electromagnetic (vector) propert ies . The aver­

aged received power is obtained from (12.20) by a simple averaging process: 

< P > = <M>g(a) • h(b) (27.1) 

The averaging is applied to all matrix elements of the stokes reflection ma­

t r ix . To avoid a too complicated notation, we now define in accordance with 

(12.15): 

<A > o 

<B > o 

< B cos 4i/ > + < E sin 4;/ > 

C , = <C cos 2ii> 

D = <D cos 24> + <G sin 2i/> 
1 

E^i = < E c o s 4 i ; > - <Bsin4( i> 

<F> F 

G. = <Gcos2i^> - <Dsin2>/> 

H , = <C sin 2i/i> 
4 

(27.2) 
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The averaged matrix <M> we give the symbol R = <M>. Hence, we find: 

R = 

A + o 

F 

s 
«* 

B o F 

-A + 
0 

s 
°̂  

B 
o 

^* 

s 
\^^IP 

- % A 
0 

^ 1 
^ 

-% 

- B J 

(27.3) 

We notice the t race property: t race R = 2(A + B ) is preserved for 

distributed targets . 

In later discussions, we will frequently omit subscript 4^ in (27.3) if no 

possible misunderstanding can ar ise ; this will be done in most cases when the 

discussion concerns the most general treatment of asjonmetric targets . How­

ever, for symmetric targets the distinction between, say, B and B . will be 

preserved. 

We come now to an important observation which points out a basic d is ­

tinction between the radar cross-sect ion behavior of distributed targets and 

that of single ta rge ts . We notice in (27.3) that nine independent target pa­

ramete r s determine the stokes reflection matrix for distributed targets , 

whereas it is known that five independent parameters determine the target 

scattering matr ix . (We omitted the absolute phase as an independent pa rame­

ter since it is excluded with power measurements . ) This indicates that the 

class of averaged distributed targets is larger than that of single targets . 

Thus, it will not be surprising if examples a re found of distributed targets 

that have no equivalent target-scat ter ing matrix; i . e . , these averaged d is ­

tributed targets cannot be represented by an averaged single target. Such an 

example is that of a uniformly distributed (random) dipole cloud. This target 

i s , on the average, symmetric and orientation independent, but it is known 

that there exists a cross-polar ized return for linearly polarized illumination, 

as stated by Krishen et a l . [38] and Long [56] . 

The only known symmetric orientation independent single target has the 

return characterist ic of a large sphere ( i . e . , specular characteristic) for 

which it is known that no cross-polarized component exists . This proves 
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that the dipole cloud does not have a single target equivalent. However, it is 

possible to think of the uniform dipole cloud return as due to an average spher­

ical target plus a remainder component. The remainder component will then 

account for the average cross-polar ized return component. We will show that 

these ideas may be generalized to apply to any type of distributed ta rge ts . 

We now postulate, and will prove shortly, that the average return from a 

distributed target can be decomposed into a component due to an average sin­

gle target and a remainder component. Since the remainder component a r i ses 

from a statistical process (as a variation of changes from an averaged single 

target), it can be assumed that the remainder term will have a noisy behavior. 

We associate with the remainder component the term "target noise." 

A large portion of the coming work consists of establishing general decom­

position theorems which will separate the average target return of a dis t r ib­

uted target into an average single target and remainder components. It will 

be most essential to show the physical realizability of the decompositions. 

Also, the question of uniqueness of the 'decomposition will be considered. 

One of the immediate conclusions of the foregoing discussion is that if a 

distributed target represents a single target (determined by five components), 

four restr ic t ions must be placed upon the nine stokes matrix pa ramete r s . It 

will be our first task to establish the nature of these res t r ic t ions . It will also 

be shown that the physical realizability condition imposed upon the stokes-

return vector determines certain basic inequalities between the nine stokes 

pa ramete r s . All this will constitute topics for analysis and discussion in the 

following sections. 

28. General Symmetric Distributed Targets 

In this section, we consider the class of symmetric distributed radar t a r ­

gets . This class is most important for the usual examples encountered in 

applications, since with most applications the radar target on the average con­

tains a plane of symmetry through the radarline-of-sight direction and an aver­

age target symmetry axis . For average flat terrain or sea state, the symme­

try axis will be the vertical normal; for rough bodies of revolution, the axis is 

of course the roll axis of the body. 
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We found in Section 13 that symmetric single targets are characterized by 

a so-called maximum polarization m which is linear (T = 0) and which is 

oriented cither along the symmetry axis (0 = 0°) or orthogonal to it 

(0 = 90°). Hence, symmetric single targets have no helicity (T = 0 ) , 

and hence B = B and E = F = G = 0; from 0 = 0 or 90° we also 
o ^m 

find H = 0 for a coordinate frame aligned with the targets axis (4 = 0) . 
a 

These propert ies may be generalized to symmetric distributed targets . 

We consider a target with the following propert ies: 

(1) The radar response for (RC-RC), r ight-circular polarization,is the 

same as for (LC-LC), left-circular polarization; i . e . , the target is 

insensitive to the sense of circular polarization. From this we find 

easily that F = 0 . 

(2) The radar response for linear polarization, [L(0) - L(0)] , where 

0 is orientation measured from the target symmetry axis , is the 

same for positive or negative values of 0 . From this property, 

it follows that E = 0 and H = 0 . 

(3) The radar response for (V-RC) is the same as for (V-LC), where 

V stands for linear (vertical) polarization oriented along the t a r ­

get 's symmetry axis; i . e . , V = L(0) . From this we find that 

G = 0 . 

A distributed target which has these propert ies will be called a general 

symmetric distributed target . It is characterized by E = F = G = H = 0 , 

but B ^ B in general . It is possible to consider sjrmmetric distributed 

targets as composed of single targets with the following properties: 

(1) They have a symmetric distribution of helicity T = T + AT 
about a mean T = 0 . m 

(2) They have a symmetric distribution of orientations 4' = 4 + ^4 

about a mean ^ = 0 . 

(3) The random variables Ai/ and AT are statistically independent of 

each other and of the other single target parameters : m , y , and i' . 

We now apply these propert ies to the target parameters given by (27.2), 

omitting all t e rms containing averages of sin 2A4> and sin 2AT and substi­

tuting T - 0 and 4' = 0 . 
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Then: 

A o 

B 
o 

B 

C 

D 

E 

where 

% 

and 

f 

It is seen that these propert ies suffice to construct symmetric distributed 

targets as defined above. Notice from (28.2) and (28.3) that in general B ^ 

B and Q. , Q.-, . and Q„ ^ 0 . Symmetric distributed targets cover a much 

larger class of targets then just the single symmetric targets . In many cases , 

no equivalent single target may be found, since Q ,Q ,Q (12.6) are not 

ze ro . However, we will show in Chapter 7 that the return from a symmetric 

distributed target may be decomposed into scattering from an average sym­

metr ic single target plus a remainder component which has the character of 

target noise (N- ta rge t ) . 

29. Derivation of Fundamental Inequality of Target Scattering 

We found in Sec. 28 that the average electromagnetic re turn from a d is ­

tributed target is characterized by the stokes matrix R applied to the stokes 

vector g(a) of t ransmit antenna a . We will be interested in necessary and 
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{ Q ( l + cos^ 2y - f cos^ 2AT ^ ^ (28.2) 

\QAI + cos^ 2y - ill + sin^ 2 A T ^ ) ] COS 4A4'y (28.3) 

{2Q cos 2-y COS 2AT COS 2Ai/'\ (28.4) 

^ Q sin 27 sin 4v cos 2AT COS 2Ai/'^ (28.5) 

F = G = H = 0 (28.6) 

2 4 
m / 8 cos y (28.7) 

1 - sin^ 2y sin^ 2v (28.8) 
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and sufficient conditions on R such that s = Rg is a physically realizable 

stokes vector. The condition for physical realizability of s was found in 

(24.8): 

2 2 2 2 
^0 = ^ 1 + ^ 2 + ^ 3 

(29.1) 

If (29.1) is true for all values of g(a) , we say that the distributed target R 

is physically realizable. Substitution of R into (29.1) gives: 

A + B o o 

F 

C 

H 

-A + B 
o o 

G 

D 

C H 

G D 

-E A + B o 

-E A - B 
o 

'h 

h 

h 

isj 

= 

• ^ o " 

^1 

^2 

I ^3 J 

(29.2) 

The condition for the physical stokes vector resul ts in the following: 

l g o ( \ ^ B ^ ) + g , F + g 2 C + g3H] - [ g ^ F + g ^ ( - A ^ + B ^ ) + g 2 G . g 3 D ] + 

[g^C + g^G + g2(A^ + B) - ggE]^ - [g^H + g^D - ggE + g3(A^ - B)]^ - 0 

(29.3) 

or 

A^(g^ - g? - 4 - 4) ^ 2A^B^(g^ . gj) . 2A^B(-gg2 . g^) . 

„ 2 / 2 2 \ „2 / 2 2\ '21 2 2\ ^ 
F (g„ - g i ) - C (g„ - gg) - H (g^ - g3) + 

„ 2 / 2 ^ 2\ „ 2 / 2 ^ 2\ ^ 2 / 2 ^ 2 \ ^ „ 2 / 2 2\ „ 2 / 2 ^ 2\ 
E (gg + gg) - D (g^ + gg) - G (g^ + gg)+ B^(g^ - g j - B (g2+ gg) 

+ 2g g, [(A + B )F - (-A + B )F - CG - DH] + ^o 1 ^ o o' ^ o o 
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+ 2g^g2[(A^ + B^)C - FG - (A^ + B)C + EH] + 

+ 2g go[(A + B )H - DF + CE - (A - B)H] + 
"o 3 o o ^ o 

+ 2g^gg[CF - (-A^ + B^)G - (A^ + B)G + DE] + 

+ 2g^g3[FH - (-A^ + B^)D + EG - (A^ - B)D] + 

+ 2g2g3[CH - DG + (A^ + B)E + (A^ - B)E] > 0 (29.4) 

Since g is a monochromatic stokes vector, 

ĝ  = g ^ g'g - 4 (29.5) 

Hence, we find: 

(4 - h)H - ^ ' - <^'" ^ ' ) ! ^ (̂ 0 - g2)[2Ao(Bo - B) - (C2 . D )̂] . 

+ (4 ' 4) \^\^\ - B) - (G^ + H )̂] + 2g^g^[2A^F - (CG + DH)] + 

+ 2g2g3[2A^E + (CH - DG)] + 2g^g2[C(B^ - B) + (EH - FG)] + 

+ 2g^g3[-D(B^ - B) + (EG + FH)] + 2g^g3[H(B^ + B) - (DF - CE)] + 

+ 2g^g2[-G(B^ + B) + (CF + DE)] > 0 (29.6) 

We introduce the following quadratic quantities: 

Q^ = B^ - B^ - (E^ + F )̂ (29.7) 

Qg = 2A^(B^ + B) - (C^ + D^) (29.8) 

Qg = 2A^(B^ - B) - (G^ + H )̂ (29.9) 
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Also let : 

2 2 
So - S l = ' l l 

2 2 
SQ ^2 

2 2 ^ 
So ~ S3 «I3 

(29 .10) 

SiSj = ' l i j (i '̂  j ; 0 , 1 , 2 , 3 ) (29.11) 

Qo^ = 2A^F - (CG + DH) (29.12) 

Q23 = 2A^E + (CH - DG) 

Q02 = C(B^ - B) + (EH - FG) 

Q^3 = - D ( B ^ - B) + (EG + FH) 

Q03 = H(B^ + B) - (DF - CE) 

Qj^g = -G(B^ + B) + (CF + DE) 

(29.13) 

(29.14) 

(29 .15) 

(29 .16) 

(29 .17) 

Then: 

q , Q , + q2Qg + q3Q3 + 2ci^^Q^^ + 2q23Q23 + 

+ 2a Q + 2a Q + 2q Q + 2q Q > 0 
^ 0 2 ^ 0 2 ^ 1 3 ^ 1 3 ^03 03 ^ 1 2 ^ 1 2 

(29 .18) 

F o r q.. , we find the useful r e l a t i o n s h i p s 
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^1^2 = 

^i% -

"^2^ ' 

= %3 -" ''12 

2 \^ 2 
%2 ' ' i s 

2 2 
= %1 " '»23 

(29.19) 

c^ = (q, + qg) ' - 4q22 = (q^ - q3) ' + 4^^^ 

4 = (̂ 1 + qg)' - 4qog = (qi - %)' ^ ^^^12 

(29.20) 

Notice that the first three te rms in (29.18) have square coefficients (they are 

positive) whereas the cross-product t e rms may be positive or negative, de­

pending upon the sign of g , g or g . 

For a single target, only completely polarized returns a re obtained: 

hence, the inequality in (29.18) becomes equality. It is easily verified that 

due to the changing sign possibility of the coupling te rms g .g . , e t c . , all six 

t e rms are zero for the single target case, and hence Q.. = 0 . From this it 

follows also that Q. = 0 (j = 1,2,3) . We can verify that only four condi­

tions of Q.. = 0 and Q. = 0 are indeiDendent. 

The following four equations a re characteris t ic for a general single 

target [compare with (12.7)]: 

2A^(B^ + B) 

2Ao(B„ - B) 

2A E o 

2A F o 

= 

= 

= 

= 

9 •? ^ 

C" + D" 

2 •' 
G + H" 

DG - CH 

CG -̂  DH -

(29.21) 
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From these four equations, the other equalities a re easily derived. For 

example: 

2A EH = DGH - CH^ 
o 

2A FG = CG^ + DGH o 

2A (EH - FG) = -C(G^ + H^) = -2A C(B - B) 

^02 = ^ ( B Q - B) + (EH - FG) = 0 

Similarly for Q.. = 0 (i p̂  j ; 0 ,1 ,2 ,3) . 

The single target case determined by a scattering matrix by five inde­

pendent parameters thus has four restr ic t ing equations imposed upon the nine 

independent parameters of the general distributed target case ( i . e . , 5 = 9 - 4). 

The basic problem of how to separate from the general distributed target the 

averaged single target components with additional "noise" te rms , we will 

solve gradually in several s teps. We will show that the decomposition theorem 

also supplies the desired necessary and sufficient condition for physical 

realizability of R . 

30. Basic Proofs That Q, SQ ( i = l , 2, 3) 

In these proofs (there will be three inequality proofs), we will use the 

basic stokes matr ix-parameter inequality. The tr ick will be first to select 

only two of the six q.. t e r m s . This can always be done, as is easily verified 

from the relationships. For instance, if we wish to retain q„„ = gf̂ go and 

q, o = gi go as in the first proof, we choose a set of parameter coefficients 

ër, 1 gi . go ! go with "positive" sign. ("Positive" is either positive or negative.) 

Next, we choose g„ and go "positive" and g, , go "negative" (the opposite 

of "positive"). Then we add the two resu l t s . It is easily checked that only 

q.„ and q̂  „ remain in the sum. The other trick used Is to choose special 

values for qĵ  , q„ , q„ and q and q . These values cannot be arbi t rary 
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but must satisfy q ,q ,q > 0 and the relations (29.19) and (29.20). 

Physically, this procedure amounts to a special choice of transmit 

polarization. 

(a) Proof That Q^ a 0 

Let 

q^Q^ + qgQg + q3Q3 + 2qjj2[-C(B^ - B) + (FG - EH)] + 

We choose 

+ 2q^ [-D(B^ - B) + (EG + FH)] a 0 (30.1) 

We use the property 

Hence, 

Choose 

%2 - 2AoC 

' l i s = 2 ^ o ° 

(30.2) 

'^^^^ = '̂ 02 -̂  \ z (30.3) 

W = 4^0(^2 . D^) (30.4) 

\ - 4 A ; (30.5) 

q3 = C^ . D^ (30.6) 
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Substitution into (30.1) gives: 

4A^Q^ + qgQg + (C^ + D 2 ) [ 2 A ^ ( B ^ - B) - (G^ + H ^ ] + 

+ 4A G(CF + DE) + 4A H(DF - CE) - 4A^(B^ - B)(C^ + D^) = 

= [ 4 A ^ ( B ^ - B^) - 2A^(B^ - B)(C2 + D^) - 2A^(B^ + B ) ( G 2 + H^) + 

+ (C ' + D^){G^ + H^)] - f + 4A^(E2 + F ^ - 4A^G(CF + DE) - 4A^H(DF-CE) + 

+ (C^ + B^)(G^ + H^)] + 2A (B + B ) ( G 2 + H^) + 

- (C^ + Ti^G^ + H^) + q2Qg > 0 (30.7) 

The first term in brackets is recognized as QoQo • The second term will 

be shown to be nonnegative. Let 

H = h cos a D = d cos /3 F = f cos y 

G = h sin a C = d sin ,5 E = f s i n y (30.8) 

n^ = 4 A 2 ( E 2 + F^) - 4A^G(CF + DE) - 4A^H(DF - CE) + (C^ + D^)(G^ + H^) = 

= 4 A V - 4A fdh cos [a - {8 + y)] + d V a 0 (30.9) 

The last statement in (30.9) is determined by the triangle-geometric equiva­

lent, 11 being associated with the side opposite the angle a - (j3 + y) of the 
2 

triangle with sides H, 2A f , and dh ; hence, 0 S: 0 . 

We now can write for (30.7): 

Q 2 Q 3 - n^ I [q2 + (G^ + H 2 ) ] Q 2 a 

or: Q2[q2 + 2A^(B^ - B)] > 0^ > 
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Since q„ a 0 and 2A„(B„ - B) > 0 [see (12.6) and (27.2)] , the term in 
£t 0 0 

brackets is nonnegative and hence Q . ^ 0 . 

The proof uses the basic inequality for the scattered stokes vector and the 

fact that equation (30.1) may be interpreted with specially chosen values of q.. 

(which is equivalent to a special choice of transmitted polarization). For the 

proof, it was not even necessary to evaluate q , although this could easily be 
2 2 2 

done since qr = (q^ + q.,) - 4q^^ . We also notice that the same property, n ^02 
Q- > 0 , holds for any transformation of the basic stokes vector coordinate 

system to another allowable coordinate system ( i . e . , a transformation which 
9 9 9 9 \ V 

preserves the property s 

(b) Proof That Q s 0 

Let 

0 
2 ^ 2 ^ 2 

^ ^ ^2 + ^3 ) 

q^Q^ + qgQg + qgQg + '2<4^^{-2KE + ( C G + D H ) ] + 

and 

+ 2q„„[-2A E + (DG - CH] £ 0 (30.11) 

l o i = (Bo - B)F 

123 = <^o - B)E 

(30.12) 

Hence, 

' ^ 2 ^ = ^ 2 3 ^ l o i = <^o - B ) ' ( E 2 . F 2 ) (30.13) 

Let 

qg = (B„ - B) (30.14) 

q3 = (E^ + F^) (30.15) 
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Substitution Into (30.11) gives: 

^1^1 ^ (^o " B)^|2A^(B^ + B) - (C^ + D^)] + (E^ + F^)|2A^(B^ - B) + 

- (G^ + H^)] - 4A^(B^ - BXE^ + F^) + 

+ 2(B - B)G(CF + DE) + 2(B - B)H(DF - CE) > 0 

(SO. 16) 

or 

[ ( B ^ - B 2 ) 2 A ^ ( B ^ - B) - ( B 2 - B 2 ) ( G 2 + H^) - 2A^(B^ - B ) ( E 2 + F^) + 

+ (E^ + F 2 ) ( G ^ + H^)] - l(B - B)2(c2 + D^) - 2(B - B)G(CF + DE) + 

-2(B^ - B ) H ( D F - CE) + (E^ + F 2 ) ( G ^ + H^)] + 

+ {BI - B2) (G2 + H )̂ - (E^ + F^)(G2 + H )̂ + q^Q^ > 0 

(30.17) 

For the second term in brackets , we can write: 

n^ = (B - B)2d2 - 2(B - B)dfh cos [a - (/3 + y)] + d^h^ a 0 (30.18) 

This follows from the triangle relationship where 

H = h cos a D = d cos p F = f cos y 
(30.19) 

G = h sin a C = d sin p E = f sin y 

The first term of (30.17) in brackets is recognized as Q I Q Q ; hence. (30.17) 

becomes 
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Q̂ Qg + [q^ + (G^ + H2)]Q^ - 0^ - 0 

S k + 2A (̂B^ - B ) | s 0 (30.20) 

Since the term in brackets is nonnegative, the property Q^ a 0 follows. 

(c) Proof That Q a 0 

From the general inequality, we choose only the following t e rms , the other 

being eliminated through a process of adding ±q.. (i ŝ  j ) : 

q^Qj + qgQg + qgQg + 2qp3[-H(B^ + B) + (DF - CE)] + 

+ 2qj^2[-G(B^ + B) + (CF + DE)] > 0 (30.21) 

We may choose arbi t rary values for q_o and q . but q . q and q > 0 

Let 

%3 2A H 

'̂ 12 = 2AoG 

(30.22) 

Now since 

I1I2 = 4^ •" 42 = *A>2 ., H )̂ (30.23) 

let 

11 = K (30.24) 

qg = G^ + H^ (30.25) 
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We get: 

4A^^Q^ + (G^ + H^[2A^(B^ + B) - (C^ + D^)] + qgQ 
3 " 

+ 4A G(CF + DE) + 4A H(DF - CE) - 4A (B + B ) ( G 2 + H^) = 

"" | ^ ^ O ( B O - B^) - 2A^,(B^ + B)(G^ + H^) - 2A^(B^ - B)(C^ + D ^ + 

+ (C^ + D^)(G^ + H^)] - f4A^(E^ + F^) - 4A^jG(CF + DE) + 

- 4A^H(DF - CE) + (C^ + D^)(G^ + H^)] + 2A^(B^ - B)(C^ + D^) + 

- (C^ + D^)(G^ + H^) + qgQg a 0 

(30.26) 

Previously (30.9), it was shown that the second term in square brackets 
2 

0 was nonnegative. Hence: 

^2% - n' + [13 " •«=' ^ ^')1Q3 ^ ° 

or 

Q3[q3 + 2A^(B^ + B)] > H^ > 0 (30.27) 

Since the term in brackets in (30.27) is positive, the proof Q a 0 follows. 

31. Orthogonal Transformation Properties 

In the following sections, we summarize some properties of orthogonal 

transformations on the stokes scattering matrix R. These properties reveal a 

basic structure of distributed radar targets which result In some general theo­

r e m s . These theorems state that certain nonnegative target pa ramete r s , in 

general , cannot vanish independently. Either all are nonzero, which resul ts in 

a general distributed target , or they all vanish together, which resul ts in a 
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nondistributed target (either a single target or a zero target). Exceptions to 

these general rules are shown to exist. The exceptional cases will play an 

important role later with the decomposition theorems. 

(a) ^-Transformation Properties 

1 0 0 0 

0 0 0 0 

0 0 cos 2i/) sin 241 

0 0 -sin 241 cos 24> 

A + B o o 

F 

C 

H 

-A + B o o 

G 

D 

C 

G 

A + B o 

H 

D 

-E 

A - B o 

A + B 
o o 

-A + B 
o o 

C 

G 

H 

D 

C cos 24' + G cos 24>+ (A + B) cos 241 + -E cos 24) + 
+ H sin 2i/j + D sin 2i4 ° . • , +(A - B) sin 2é 

^ ^ -E sin 24) ^ o ' ^ 
Hcos2i/'+ T) cos 241+ -(A +B)s in2 i^+ (A - B) cos 2î -1 
- C sin 24' -G sin 24 -^ ° ^, r.° • o, 

^ ^ -E cos 24> +E sin 24 

(31.1) 

1 0 0 

0 1 0 

0 0 COS 

0 0 sin 2 

A + B 
0 0 

F 

C cos 24) + 
+H sin 24 

H cos 24) + 
-C sin 2i/' 

0 

0 

24 -sin 24 

4' cos 24) _ 

F 

-K + B„ 0 0 

G cos 241 + 
+D sin 24> 

D cos 24) + 
-G sin 24) 

C cos 2d + 
+H sin 24 

G cos 24 + 
+D sin 24 

A + B cos 

-E sin 44 

-E cos 4î  + 
-B sin 441 

44 + 

H cos 24 + 
-C sin 24 

D cos 24 + 
-G sin 24 

-E cos 44 + 
-B sin 4d 

A - B cos 4d + 
0 

+E sin 44 

(31.2) 
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The (^-Transformation resul ts in the following: 

Invariants: \ - ^0' ^' S ' %l' "̂'̂  %^% (31.3) 

and 

C' = C cos 2i/' + H sin 241 

H' = - C sin 2i/i + H cos 24J 
(31.4) 

D' = D cos 2i/- - G sin 24^ 

G' = D sin 2!/- + G cos 24 
(31.5) 

B ' = B cos 4î  - E sin 44 

E' = B sin 4i/. + E cos 4;/. 
(31.6) 

^02 = ^02 '=°^ ^^ " ^03 ^ "̂ '^ 1 

^03 = - Q o 2 ^ i " 2 < i . Q Q 3 C O s 2 ^ 
(31.7) 

Q[2 = Q^2 °°^ ^'^ * "^IS ^ '" ^''' 

Q 
13 •Qĵ 2 s i " 2i/, + Q^3 COS 24 

(31.8) 

Q^3 = Qgg cos 4î  + - (Q2 - Q3) sin 4i/-

I (Q^ - Q^) = -Q23 sin 4<i, + i (Q2 - Q3) cos 4;̂  

(31.9) 

Two important relationships that can be derived from the above 

transformations are: 
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B + B = (B' + B') cos 24J + (B' - B') sin^ 24) + E ' sin 44J 

2 2 
B - B = (B' - B') cos 24) + (B' + B')sin 24) - E' sin 4i/; 

(31.10) 

Qg = Q^ cos^ 241 + Q^ sin^ 24) + Q^g sin 44J 

Qg = Q^ cos^ 2î  + Q^ sin^ 24) - Q^g sin 44, 
(31.11) 

Since 4' is a rb i t ra ry , it is always possible to choose a special transformation 

î  such that E ' = 0 

curious relationship: 

î  such that E ' = 0 in (31.6). We then find from (31.10) the following 

B + B = (B' + B') cos^ 2i/j + (B' - B') sin^ 2;/) 

B - B = (B' - B') cos^ 24, + (B' + B') sin^ 2ii, o ^ o ' '^l ^ o ' ^1 

(31.12) 

From (31.12) it follows, since B ' a | B ' | (this is a consequence of: B and 

Q, invariant), that if B - B = 0 , then B + B = 0 , and hence B = B = 0 ; 1 " 0 0 o ' 
i . e . , the only time B - B = 0 , in general, is when both B and B become 

zero! 

A similar argument used later will show that then A = 0 also, but then 

R = 0 which represents the zero- target , which can be proved easily using 

(29.7), (29.8), and (29.9), taking into account that Q > 0 , Q > 0 . and 

Q„ a 0 . Stated another way, we arr ive at the following theorem: For a 

general distributed target A , B - B , and B + B cannot be zero! 

A similar argument may be applied to relationship (31.11). We find a 

transformation 4n such that Q' = 0 in (31.9). Under these conditions: 

Q2 = Q^ cos^ 2i/-2 + Q^ sin^ 24^ 

Qg = Q^ cos^ 2i/-2 + Q^ sln^ 2^2 

(31.13) 
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Now, since Q' > 0 and Q' s 0 , we have, if Q = 0 then Q' = 0 and 

Q^ 0 and hence Qo = 0 . Later we show that then Q 
o 1 

0 also. Hence, 

the general rule: For distributed targets , Q. , Q„ , and Q cannot be inde­

pendently zero . If one of them is zero , then all of them a re , and this resul ts 

in the case of a single (nondistributed) target . 

Notice, however, that singular exceptions to these rules exist. The rule 

derived from (31.12) is based upon the assumption that sin 2;/' or cos 2i/i is 

not zero, or that sin 44).. ^ 0 . It is clear from (31.6) that if E = 0 , the con­

dition E' = B sin 4i/i. = 0 can be satisfied, for general B , only if sin 44), - 0, 

and this causes the rule to fail. Hence, we find that B - B and B + B can be 
2 2 2° 2 

independently zero if E = 0 ! From Q ^ = B ^ - B - E - F a O , i t then fol­
lows that also F = 0 . Hence, we find the rule for distributed targets : B 
and B + B can be independently zero if E = 0 and F = 0 

B 

Later we derive 

similar rules for A and B B , and A and B + B 
o o 

A similar exceptional case may be found for (31.13) if sin 4^„ = 0 This 

occurs if Q 23 0 when we find from (31.9) that Q' = 1/2 (Qg - Q3) 

sin 4i//o = 0 is satisfied for general (Q„ - Q ) only if sin 44„ 0 . Hence, 

Qo and Q can be independently zero if Q _ = 0 . Similar rules will be 

found between Q. and Q„ , and ' 

(b) T-Transformation Proper t ies 

and Q. and Q„ 

1 0 0 0 

0 cos 2T sin 2T 0 

0 -sin 2T COS 2T 0 

0 0 0 1 

A + B 
o o 

F 

C 

H 

-A + B 
o o 

G 

D 

C 

G 

A + B 
o 

-E 

H 

D 

-E 

A - B 
o 

A + B F C H 
o o 

F COS 2T + (-A + B ) COS 2T G COS 2T + D cos 2T + 
+C sin 2T , ^ ' ' . 0 ° + (A + B) sin 2T - E sin 2T 

+G sm 2T ^ O ' 
C cos 2T + (A - B ) sin 2T 

- F sin 2T , „ o 
+G cos 2T 

(A + B) cos 2T - E cos 2T + 
_ . 0 -D sin 2T 

-G sin 2T 
H D -E A - B 

o 

(31.14) 
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Q 

^ 

' l 0 

0 cos 2T -

0 sin 2T 

.0 0 

A + B 
o o 

F cos 2T + 
+C sin 2T 

C cos 2T + 
- F sin 2T 

H 

Chapter Six 

0 o' 

sin 2T 0 

cos 2T 0 

0 1. 

F cos 2T + C cos 2T + H 
+C sin 2T - F sin 2T 

(-A + B ) cos 2T TT (A - B ) sin 4T D COS 2T + ^ o o' 2 ^ o O' „ . O 2 . -E sin 2T 
+ (A^ + B) sin 2T + i (A^ - B) sin 4T 

+G sin 4T + G cos 4T 

1 (A^ - B^) sin 4T ( - A ^ + B^) sin^ 2T -E cos 2T + 
, " ° ° ° 2 -D sin 2T 

+ - (A + B) sin 4T + (A + B) cos 2T 

+G cos 4T - G sin 4T 

D cos 2T + -E cos 2T + A - B 
-E sin 2T - D sin 2T ° 

(31. 

The T-Transformation resul ts in the following: 

Invariants: A 
o 

also: 

K-ï^^ 

150 

+ B^ , B^ + B , H , Q3 . QQ3 , and Q^ + Qg 

C' = C cos 2T - F sin 2T 

F ' = C sin 2T + F cos 2T 

D' = D cos 2T - E sin 2T 

E' = D sin 2T + E cos 2T 

(31. 

(31. 

G' = G cos 4T + A^ - 1 (B^ - B) sin 4T 

' - B') = - G sin4T + A^ - | (B^ - B) cos 4T 

. (31. 

15) 

16) 

17) 

18) 
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%1 = ^ 0 1 '=''^ 2T + Qgg sin 2T 

%2 = - Q o i ^ i " 2 T + Q„2'=°«2T 
(31.19) 

^13 = ^13 '=°^ 2T + Q2g sin 2T 

^23 = - Q i 3 S l n 2 T + Q23COs2T 
(31.20) 

*^i2 " *^12 ^°^ "̂̂  •" 2 *̂̂ 1 " "^2^ ^^^ '^'^ 

I (Qi - Q^) = -Q^g sin 4T + i (Q^ - Q2) cos 4T 

(31.21) 

Two important inverse relationships a re : 

2A = 2A' cos^ 2T + (B' - B') sln^ 2T + G' sin 4T 0 0 ^ o ' 

B - B = (B' - B') cos^ 2T + 2A' sin^ 2T - G' sin 4T o ^ o ' o 

(31.22) 

Q^ = Q | cos^ 2T + Q^ sin^ 2T + Q' sin 4T 

Qg = Q^ cos^ 2T + Q | sin^ 2T - Q|g sin 4T J 

(31.23) 

Since T is a rb i t ra ry , it will in general be possible to choose T. such that 

G' = 0 in (31.18); since A' > 0 and (B' - B') > 0 , it then follows that if 

A = 0 , B - B = 0 , and conversely i f B - B = 0 , A = 0 . Previously 0 0 •' o o 
we found that then B + B = 0 also and hence R = 0 . Hence, the theorem: o 
For a distributed target, A > 0 and B > ' B | . 

A similar argument applied to (31.23) leads to the general rule: Q , Q , 
1 z 

Q cannot be independently zero . If all are zero, we have a single 
(nondistributed) target 

Exceptions to thes 

in (31.22) when G = 0; then from (31.18), G' = 0 only if sin 4TJ^ = 0 

Exceptions to these rules exist, however, if sin 4 T . = 0 . This occurs 
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Hence, A and B - B may be independently zero if G = 0 . Since Q» = 
° 2 ° 2 

2A„(B - B) - (G + H ) > 0 , this implies that Q, = 0 and H = 0 also. A 
O O ö 

similar exception applies to (31.23) if Qĵ g = 0; then, from (31.21), Qĵ g = 0 

implies sin 4T2 = 0 . Hence, Q. and Q can be independently zero if Qig = 0 • 
(c) t^-Transformation Propert ies 

1 0 0 

0 cos 2v 0 

0 0 1 

0 

sin 2v 

0 

0 -sin 21̂  0 cos 2v 

A + B o o 
F 

C 

H 

-A + B o o 

G 

D 

C 

G 

+ B 

H 

D 

-E 

A + B 
o o 

F cos 2v 
+H sin 21' 

+H cos 2v 
- F sin 21̂  

(-A + B) cos 2î  
+ -D'sin2v 

D cos 2P + 
+ (A - B) sin 2i' 

C 

G cos 2i 
- E sin 2i' 

A + B o 

- E cos 2i' 
- G sin 2v 

H 

D cos 2v + 
+ (A -B) sin2(^ 

-E 

(A - B) cos2i ' 

- D sin 2v 

(31.24) 

1 0 0 0 

cos 21' 0 -s in 2v 

0 0 1 0 

0 sin 2 F 0 cos 2v 

A + B o o 

F cos 2v 
+ H sin 2v 

H cos 2v 
- F sin 2v 

F cos 2I ' + 
+ H sin 2I ' 

(-A + B ) cos^ 2 F ^ o o' 
+ (AQ - B) sin^ 2I ' 

+ D sin 4v 

G cos 2v + 
- E sin 2v 

| ( A ^ - B ^ ) s i n 4 . 

+ i (A - B) sin 4v 
2 ^ o ' 

+ D cos 41̂  

G cos 2i' 
- E sin 2u 

-Ecos2v 
-Gsin2i ' 

H cos 2i' + 
- F sin 2î  

^(A, B ) sin 4v o o' 

+ I (A^ - B) sin 41' 
+ D cos 4c 

- E cos 2v + 
- G sin 21' 

- <Ao - BQ) sin^ 2v 

+ (A - B) cos 2v 

- D sin4i^ 

(31.25) 
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The ^ - T r a n s f o r m a t i o n r e s u l t s in the following: 

I n v a r i a n t s : A„ + B , B^ - B , C , Q„ , Q . , , Q , + Qo 
o o o / OZ 1 .5 

H ' = H c o s 2^ - F s in 2u 

F ' = H s in 2^ + F c o s 2i> 
(31.26) 

E ' = E c o s 2 ^ + 0 s in 21^ 

G ' = - E s in 2^ + G c o s 2v 
(31.27) 

D ' = D c o s 41/ + A - ^ (B + B) s in 4v 

A ' - I ( B ' + B') = - D s in 4^ + f A - | (B + B) c o s 4^ 
0 ^ 0 I o ^ o 

(31.28) 

%l = ^ 0 1 '=°^ 2v + Qo3 s in 2 . 

%3 = - Q o i S i n 2 c + Q Q g C o s 2 . 
(31.29) 

*^i2 " *^12 ^°^ ^^ "̂  *^23 ^^" ^^ 

%3 " ' "^12 ^ ' " ^"^ ^ %3 ' " ' ^ ^ ' ' 

(31.30) 

Q [ g = Q^g COS 4v - 2 (Q^ - Qg) s i n 4 i ' 

i {Q[ - Q p = Q^g s in 41' + 2 (Q^ - Qg) c o s 4v 

(31.31) 

Two i n v e r s e r e l a t i o n s h i p s of i n t e r e s t a r e : 

2A = 2A ' c o s ^ 2^ + ( B ' + B') s in^ 2i' + D ' s in 4 ^ 
o o ^ o ' 

B + B = ( B ' + B') c o s ^ 2v + 2A ' s in^ 2i' - D ' sin 4i' 
o ^ o ' o 

(31 .32) 
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Q^ = Qĵ  cos^ 2v + Q' sin^ 2v - Q' sin 4v 

2 2 
Qg = Q^ COS 2v + Q!^ sin 2v + Q' sin 4i' 

(31.33) 

Since v is a rb i t ra ry , we may choose v such that D' = 0 , from which it 

follows that A and B + B cannot be independently zero unless D = 0 . 

Then from Qo s 0 , C = 0 also. Similarly, Q and Q can. in general, 

not be independently zero unless Q,o = 0 . 

32. Canonical Distributed Targets; N-Targets 

The resul ts thus far obtained have shown that distributed targets in gen­

era l are determined by nine independent parameters : A , B , B , C , D , 

E , F , G, and H . Of these, a group of three pa ramete r s , A , B + B , 

and B - B , stood out for special consideration. While C , D , E , F , G , 

and H may have positive, negative, or zero values, the group A , B + B , 

and B - B can have only nonnegative values, and if one of them becomes 

zero , all must be ze ro . The parameters also have to satisfy the three in­

equalities: Q, i 0 , Qo - 0 , and Q > 0 . We associate a general d is­

tributed target with the fact that A , B + B , and B - B are not zero . The 

" o o ' o 
question can now be posed: Is it possible to find exceptional cases of dis tr ib­
uted targets that a re simpler in form and for which A . B + B , and B - B 

" o o o 

may be zero individually? 

We will show shortly that such targets indeed exist, and these targets are 

called "canonical targets" because of their simpler form and exceptional 

nature. Canonical targets , as we will see, play an important role in the so-

called canonical decomposition, where a general distributed target R is 

decomposed into an averaged single target M (which has an equivalent 

scattering matrix) and a canonical target. 

We now determine the nature of canonical targets . The exceptional con­

ditions we found in Sec. 31, such that A , B + B , B - B can be individu-
o o o 

ally zero, are summarized as follows: 
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(1) (B + B) and (B - B) independently zero if E = F = 0 and Q = 0 

(2) A and (B + B) independently zero if C = D = 0 and Q, = 0 

(3) A and (B - B) independently zero if G = H = 0 and Qg = 0 

We also found a coresponding set of rules for the group of quadratic parameters 

Q. , Qo , and Q„ . These parameters in general only have nonnegative values, 

and if one of them becomes zero, all must be zero (which resul ts in a single 

target) . Exceptional cases were: 

(1) Qo and Q independently zero if Q „ = 0 

(2) Q and Q independently zero if Q = 0 

(3) Q, and Q independently zero if Q = 0 

From these conditions, we may construct three types of special distributed 

targets , depending upon whether B - B = 0 , B + B = 0 , or A = 0 . 

(a) Type I Symmetrical Canonical Target 

For these targets , B = B and E = F = G = H = 0 . This target is 

determined by four parameters , A , B , C . and D . Also: Q. = 0 , 

Qo ^ 0 , Qo = 0 , and Q.. = 0 (I ^ j) . This target is a special case 
Z o IJ 

(since B = B) of the general case of symmetric distributed target (Sec. 28). 

This target may be conceived from a distribution of symmetrical single targets 

(for which B = B , E = F = G = H = 0 ) . 

(b) Type II Symmetrical Canonical Target 

For these targets , B = - B , C = D = E = F = 0 . This target is 

determined by A , B , G , and H . Also Q, = 0 , Q = 0 , Q ?= 0 , and 

Q.. = 0 (i i<: j) . This target also is a special case of general symmetric 

distributed target (where B = -B) . It may be obtained from a Type I 

symmetrical canonical target by a ±45° rotation of orientation angle 4 • 

(c) Canonical N-(Noise) Targets 

These canonical targets have A = 0 and C = D = G = H = 0 . This 

target is given by values of B , B , E , and F . Here Q. * 0 . Q., = 0 . 

Qo = 0 , Q.. = 0 (i ^ j) . In Sec. 14, case (k), we discussed the case of 
J ij 

the single N-target for which A = 0 , C = D = G = H = 0 , and also Q. = 

Qo = Qo = 0 . The distributed N-target may be constructed from a 

distribution of single N- targe ts . 
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A glance through the orthogonal transformation tables will convince us that 

the three canonical targets listed above can be obtained from each other by 

orthogonal transformations. For example, the T3TDe I symmetric target is 

obtained from an N-target by a rotation T = ±45° , the T3T)e H symmetrical 

target by a rotation v = ± 45 ° . 

The distributed canonical N-target plays a fundamental role with the de­

composition theorems which we consider shortly. They contribute to the 

remainder (target-noise) components of radar scattering from general dis tr ib­

uted ta rge ts . We will show that the general decomposition of distributed targets 

is obtained from the canonical decomposition of distributed targets 

R' = M' + N' 

where M' is a mean single target and N' a distributed N-target , through an 

orthogonal transformation on R' , M' . and N' , such that R = OR 'O 

M = OM'O , and R,. = ON'O . The most general decomposition thus has 

the form R = M + R^ , where R is the remainder noise component, obtained 

by an orthogonal transformation of N- ta rge ts . Thus, we may include the Type I 

and Type II canonical targets as special cases of the class of all orthogonal 

transformation of N- ta rge ts . 

These arguments have led us to consider the N-targets as the sole gen­

era tors of all remaining noise components R., . The privileged selection of 

the distributed N-target for canonical decompositions of distributed targets R 

stems from the fact that they appear naturally with applications which we will 

discuss later (Chap. 8). The Type I and Type II canonical symmetric targets 

have no such natural appeal. 
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7 TARGET DECOMPOSITION THEOREMS 

33. Fundamental Irreducibility of Single Targets 

In previous sections we found a basic result: For distributed targets , the 

parameters A„ , B„ - B , B„ + B , Q^ , Q „ , and Q . a re nonnegative. For 

single targets , however, Q = Qo = Qo = 0. We will now show a fundamental 

inequality for the sum of two distributed targets I and II: 

Q ^ ^ a Qj + Qf (i = 1. 2 , 3) (33.1) 

We present the proof for Q . Since: 

Qĵ  = BQ - (B -f E^ + F^) = By - B . B (33.2) 

where we define a vector 

B = (B, E , F) (33.3) 

we have 

^ r = K ' ' ï ' (B^'" • B̂ '") = (Bjf - fe'- B̂ ) 

+ ^B") - ( § " • B " \ + 2 B|, BJĴ  - 2 B^ . B " (33.4) 

1/2 
Now, since Q^ > 0 , B^ s | B [ = (B • B) ' and hence (33.4) shows 

Qf" = Q̂^ + Q° + 2 /BJ BJ,̂  - |B^[ [ B " | COSÓ) (33 5) 
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which gives the desired resul t In (33.1) for 1 = 1 . Similar proofs a r e easily 

provided for i = 2 and i = 3 by juxtaposition of variables. 

From (33. 5) we find that equality for the summation law is achieved only If 

0 = 0' and B = | K( , BT̂  = | B | . For two single (nondistributed) targets , 

Q, = 0 , Q " = 0 and hence B^ = | B^ | , BJ^ = [ B " [ , but 6 - 0 is s a t i s -
I II 

fled only if B and B a r e paral lel . The same arguments would apply to 

Qo and Q„ for the two single ta rge ts , and hence we conclude that equality 

in (33.1) would be possible only if the targets had proportiwial scattering 

mat r ices , i . e . , if they were the same except for the target amplitude t e rm. 

One target could be a greater distance from the radar than the other but other­

wise the same and viewed at the same aspect direction, hence, the sum of two 
1+ II single targets I and H produce In general Q. > U and hence we have proved 

the irreducibility theorem: A single radar target cannot be decomposed into 

two or more independent different (single) radar ta rge ts . 

This theorem, which could be considered basic to electromagnetic 

scattering problems, points to a fundamental limitation of traditional attempts 

at "sectionalizing" an object of complex shape, such as an airplane, into inde­

pendent simpler shapes. Although at higher frequencies, when size to wave­

length ratio is large, such methods for computing the radar c ross section have 

had some success, the theorem shows the futility of such attempts at the 

lower frequencies. 

34. Decomposition of Distributed N-Target 
Into Two Single N-Targets 

In this section we will show that a distributed N-target Is decomposable into 

the sum of two single N-targets: 

N = Mj^^+ Mĵ g (34.1) 

The decomposition is useful, since the single N-targets M^. and M-,„ have 

equivalent scattering matr ices , which may point to possible physical sources 
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(voltages or fields) that contribute to N . The decomposition (34.1) is not 

unique, as we il lustrate below. 
N For N we have the condition for physical realizability: B„ > 0 and 

N M 2 N N N N N N 
Q '̂' = B ^ - B • B 2 0 , where B^ = (B , E , F^) and hence 
,N B ,N, 

B: Nl 
For the single N-targets we have: B' 

| B ^ ^ | ; s imilarly, B^^ = [ B N 2 | 

Nl 
0 , Q 

Nl 0 and hence 

Furthermore: 

BQ 

B^ 

R N I N2 
Bo ^ B(j 

BNI + B^^ 

(34.2) 

The geometric construction shown in Fig. 35 i l lustrates these proper t ies . 

The construction clearly demonstrates that many solutions a r e possible in the 

plane of the figure, and many more in 3-dimensional space. 

Fig. 35 Decomposition of Distributed Noise Target 

159 



Chapter Seven 

We might mention incidentally that the same additive rule construction 

would apply if (B„ , B) were considered as 4-dlmensional stokes vectors . 

The N-target decomposition theorem is used to prove the general decom­

position theorem in Sec. 36. Furthermore, since single N-targets have 

equivalent scattering matr ices , the decomposition theorem may be used to 

identify physical noise sources by voltages and fields which contribute to the 

distributed N-target noise scattering. 

35. Canonical Decomposition of Symmetric Distributed Targets 

The class of symmetric distribued targets includes many targets that a re 

important for practical applications. 

Not only symmetric distributions of symmetric targets fall within this 

c lass but also symmetric distributions of nonsymmetric targets with zero 

average helicity. One may well assume that all important practical d is t r ib­

uted surfaces, such as symmetric distributed rough surfaces, symmetric 

distributed terrain surfaces, and sea profile models will fall within this c lass . 

The class is characterized by the existence at all t imes of a plane of symmetry 

through the radar line-of-sight direction and the average target axis of sym­

metry, or the average surface normal of the distributed radar target. If the 

target axis is "ver t ica l , " a vertical plane of symmetry through the line of 

sight exists . For the symmetric distributed target, we always assume a 

preferred coordinate system aligned with one "vertical" axis in the sjonmetry 

plane (in the case of terrain) and one (horizontal) axis perpendicular to the 

plane of symmetry. The so-called orientation angle 4 determines orientation 

about the radar line-of-sight direction as measured clockwise from the ver t i ­

cal direction (where 4 = 0). 

For this lineup of coordinate systems, the stokes matrix for a symmetric 

distributed target is: 
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Re 

% - ^ B y 

o 

C 

o 

• ^ ^ By 

o 

D 

C 

o 

A y + B 

o 

D 

Ay - B 

(35.1) 

The H-term is zero because of the preferred alignment of coordinate axis with 

the plane of symmetry (4 = 0). 

We now proceed to decompose the symmetric distributed target into an 

average single target component and a remainder component. The remainder 

component will, in general, have the character of a tjfpe of noise called target 

noise, which has no average single target character is t ic . Hence, the remain­

der t e rms in the stokes reflection matrix represent average target noise powers. 

The average single target stokes matrix also represents average power 

(for different modes of t ransmit and receive polarizations). It has , further­

more , the important property that there exists an equivalent effective sca t te r ­

ing matrix which is representative of an average single target (since any single 

target has a representative scattering matrix). However, the Impression 

should not be gained that the single target representation itself may not be due 

to a noise source. This type of noise we associate with diffuse scattering. 

Since we a r e dealing with power averages, nothing is said by the present de­

composition of the instantaneous character of the average single target. 

A good illustration of this point is the radar return from a homogeneous 

dipole-cloud with independent elements. The "averaged single target" re turn 

for this case is representative of a large sphere or flat plate at normal inci­

dence, but clearly this average sphere representation resulted from a s ta t i s ­

tical process , and not from a stationary " sphere" target . 

We now proceed with the analysis leading to the so-called canonical de ­

composition theorem for symmetric targets . The most general case obtained 

from orthogonal transformations of the canonical case will be discussed la ter . 

We show that the symmetric distributed target with stokes matrix M„ 

may be decomposed as follows: 
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Let: 

Ï^S = 
o 

C 

o 

•\ •" 4 
o 

D 

C 

o 

o 

D 

o 

^ 0 - B ^ 

BQ ° ° 

o B^ o 

o o B 

o o o - B ,N 

In short, 

(35.2) 

Rg = Mg -. Ng (35.3) 

For the symmetrie single averaged target M_ , we have the two constraints 

^\4 = C'-̂ D^ (35.4) 

B ^ B ^ (35.5) 

The remainder "noise" components are : 

,N 
Bo - B o (35.6) 

B - Bo (S,'^.?) 

We know from the general theory that A„ > 0 and B„ a [ B [ a 0 . We now 

have to show that Ng is physically real izable. 
N 

Fi rs t , we show that B., a 0: 
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4 Ao B Q = 4 Ajj BQ - (C + D ) = Qg + 2Ao (BQ - B ) £ 0 (35.8) 

N Hence, the "total noise power ," B , is physically real izable. Next, we have 

to show that the other basic inequality for physical realizability of N„: 
N Q^ > 0 is also satisfied: 

Qf - B f - B ^ ' Bo - B ' - 2 B J (BO - B) (35.9) 

N [2 AQ (By B) 2 2 
(C + D ) (Bn - B) (35.10) 

The te rm in brackets is Q„ a 0 and, since A„ a 0 and (B„ - B) a 0 , the 
N " -. " 

proposition Q a 0 follows. This shows that the decomposition (35. 2) is 

realizable for any general symmetric distributed target , independent of a 

particular model, by which it may have been constructed. 

The remainder noise component is determined by two target parameters , 
N / ^ N 2 _ ^^\ BJ^ a 0 and B'^ , while Q^ = (B^ 0 . Notice that the noise com-0 - " " " " " " ^ •^l \ "0 " ) 

ponent is a special case of the general distributed N-target which is given by 
N „N ^N J ^N _, ^N „ „N 

B 0 and F , and Q a 0 , B„ 0 (Sec. 34). 

We may perform one more reduction on the special N-target . Consider 

the following decomposition: 

,N ,N •,N 

B N ,N 

- B B2 

(35.11) 
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N N N N N N 
where we have written B_ = B^ + B„ and B = B.. - B„ . 

N N N N N N 
It is easy to find, from Q, = 4 B ' • B ' a 0 and B ' = B, + B , a 0 , 

N N 1 1 ^ U i < j 

that both B. and B„ a r e positive. The " B " ' s t o k e s matrix represents a 

trough, with axis horizontal or vertical; the "B„" stokes matrix represents a 

trough oriented with axis ±45° . (See Sec. 14.) Hence, we achieve a decom­

position of the distributed Ng-target into two single targets which have the 

trough-like characterizat ions. The advantage of this procedure is that the 

stokes matrix single target representations have equivalent effective scattering 

mat r ices , which in turn relate to voltages and fields. This is important for 

applications where the physical target model usually Is constructed In t e rms 

of voltages and fields. Since the target decompositions were based on additive 

propert ies of power, the equivalent voltages and fields must be mutually s ta t i s ­

tically independent. Hence, the physical model should include noise sources 

which generate the target-noise components of the scattering independently of 

the average single target re turn. We will give an important application of these 

ideas in Chap. 8 for the case of ter ra in scattering, where the model for the 

target noise sources is found with the distribution of orientation of local normal 

on the ter ra in surface. 

However, we wish to emphasize that the decomposition (35. 2) into averaged 

single target and target-noise components is of a general, phenomenological 

nature, based on properties of stokes matr ices , which is not dependent on any 

particular physical target model. 

36. Decomposition of Arbitrary Distributed Targets 

Into Three Single Targets 

The aim of this and the following two sections is to prepare if or the proof 

of the following target decomposition theorem: An arbi t rary distributed target 

R may be decomposed into an averaged single target M and a remainder 

distributed N-target . noise component. 

This theorem is called the "canonical" decomposition of R, since the 

remainder is of the simplest form: a canonical distributed N-target . A more 

general decomposition of R can always be constructed through an orthogonal 
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-1 transformation on R such that R = OR' O and by applying to R ' the 

N 

canonical decomposition R' = M' + N ' , such that now R = OM' O + ON' 

O = M + R ^ , from which it follows that R in the most general case is de­

composable into a mean single target M and a distributed noise target R 

which is obtained from an N-target by an orthogonal transformation. In this 

case, the remainder R^ is of more complex s t ructure than N itself. 

The proof of the canonical decomposition of R proceeds in three stages: 

(1) We show in this section that any R can be decomposed Into three 

single targets: 

R My + M^ + Mg 

(2) We show in the next section that the sum of any two single targets 

M^ and M-. is decomposable into a single target and a single 

N-target: 

Mj + M„ M + M N 

(3) Finally, from the two theorems, we prove the canonical decomposi­

tion of general distributed targets: 

R = M + N 

The analysis proceeds as follows: Let R = M + N such that: 

O - B J 

PT 

C 

H 

F-r 

T 

-^0 ^ K 
G 

D 

C 

G 

T 

- E ^ 

H 

D 

- E ^ 

+ 

B? 

F « 
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o 

F N 

Bo 

o 

0 

0 

0 

B N 

- E N 

o 

0 

- E N 

- B ^ 

(36.1) 
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where 

^0 

B 

E 

F 

_ R T N ^ 
" Bo + By 

= B^ + B N 

= E ' ^ + E ^ 

^ F ^ . pN , 

(36,2) 

For the single target M , we have the four conditions (29. 21): 

2 A O ( B O ^ B T ) = C ^ H - D ^ 

2 A „ E ' ^ = = D G - C H 

2 Ay F = C G + D H 

(36.3) 

T T T T 
These relationships determine By , B , E and F of the M-target uniquely, 

N N N N 

and hence B . , B , E and F of the N-target also a r e determined uniquely. 

Thus, the decomposition R =- M + N is unique if we can prove the physical 

realizability of the N-target. 
N N 

For physical realizability, we have to show that B . a 0 and Q a 0 , 
since for the N-target the other conditions A a 0 , Q?* a 0 , Q a 0 a re 

N 0 2 d 
satisfied. The condition B . a 0 is easilj^ shown: 
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4 A y B N = 4 A y B y - 4 A y B T 

2 2 2 2 
4 Ay By - (C + D + G + H ) 

= [2 Ay (By + B) - (C^ + D^)] + [2 Ay (By - B) - (G^ + H^)] 

= Qg + Qg a o (36.4) 

N Now, since A s 0 , Q a 0 and Q a 0 , B a 0 follows. 
N Incidentally, if equality holds in (36.4), then A ?= 0 gives B . = 0 and 

hence for a single averaged target (Q, = Qo = Qo = 0) the noise components 

disappear completely (if B = 0 , from Q?* a 0 it follows that B = E 
N 0 1 

F = 0 ) , and this agrees with the previously stated (sec. 33) irreducibility 

of a single target. 
N Next our main task is to prove Q a 0: 

2 2 2 2 

« f - BJI - B" - E " - F" 

= (B„ - B^f - (B - B^)' - (E - E- f - (F - F^)' 

/ 2 2 2 2\ / T^ T^ T^ T^\ 
= (By - B - E - F I + (By - B - E " ^ 1 

- 2 / B B"^ - B B^ - E E"^ - F F ' ^ J (36.5) 

T 
Since for a single target Q = 0 , the second term in (36.5) drops out and we 

have: 

Q ^ = Qĵ  - 2 /By By - B B"^ - E E"^ - F F ' ^ ) 

or 
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2 Ay QJ^ = 2 Ay Q^ - (By - B) (C^ + D^) - (By + B) (G^ + H^) 

+ 2 (CG + DH) F - 2 (CH - DG) E (36.6) 

After some rearranging and using the expressions for Qg, Qg, Qy,, and Q^„, 

we can show that from (36.6) we find: 

4 A 2 Q N = Q^Q^_ [Q^^ + Q 2 J (36.7) 

This is a basic result from which several conclusions can be drawn: Since 

Qo a 0 and Q„ a 0 and A. a 0 , expression (36.7) would have the desired 
N 

resu l t , Q. a 0 , if the t e rm in brackets on the right would disappear. How­

ever, in general Qy. and Qng a r e not zero and this presents a difficulty in 

the proof of the general canonical decomposition theorem. (For symmetric 

distributed targets , no such difficulty was encountered.) The difficulty may 

be resolved by f irst using equation (36. 7) to prove the following theorem: 

A general distributed target R may be decomposed into the sum of three 

single targets . 

The proof of this theorem based upon (36. 7) is very simple. Starting with 

R , we perform first on R an orthogonal transformation O (2 T ) such that 

Q' = 0 for the transformed R ' = O (2 Ty) R O"''̂  (2 Ty) . This can always 

be done as shown by equation (31.10). Next we apply another orthogonal 

transformation O (2 i/)y) on R ' which resul ts in Ry = O (2 4^) R ' O"'' ' (2 i/y) . 

The angle 4>r, is chosen such that Qoo = 0 holds for R. , but since Q. 

is Invariant under a i/'-transformation, we also have for Ry: Q.^ = 0 . The 

strategy now becomes clear; on R„ we apply the canonical decomposition 

which resul ts in Ry = My + N. where Ny is realizable, since By a 0 

and from equation (36. 7) we have for the Ry-decomposition: 

MA:«f«r°^.:%:» R 2 R 2-1 

%1 ^%3 

B'O ^ 0 
= Qg Q3 a 0 (36.8) 
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since orthogonal transformation transforms a distributed target Into another 

/ Ro Ro Ro \ 
distributed target (A a 0 , Qg a 0 , and Q a 0 I and by transformation 

Ro RO 
î  and T we made Q = 0 and Q„„ = 0 . Hence, we showed that the 

U U u i ^o 

decomposition Ry = My + Ny is real izable. We can always decompose the 

distributed Ny-target into two single N-targets: Ny = M„.. + M^-g . (See 

Sec. 34.) Hence, we have R . = M„ + M,,, + M.,o . 
0 0 Nl N2 

Finally we perform the inverse orthogonal transformations O (2 ;/).) and 

O (2 Ty) on Ry to reproduce the original R . Since orthogonal t ransforma­

tions on single targets My , M„- , and M^„ produce other single targets , 

the proof of the theorem is completed and therefore: 
R = M + Mĵ  + Mg (36.9) 

N 
This theorem is used as an intermediate step for the final proof that Q a 0 

in equation (36. 7) for general R . In the next section, we proceed with the 

second part of the proof, to show that the sum of two single targets may be 

decomposed into a single target and a single N-target. 

37. Decomposition of Two Single Targets 

Into Single Target and Single N-Target 

We wish to prove in this section the following property: Let R = M. + M_., 

where M. and M_. a r e two single targets , then R = M + M ^ , where M 

may be considered a mean single target and M^ is the single N-target remain­

der noise component. The proof of this theorem uses the derivation of Sec. 36 

for general R = M + N decomposition. We showed that the decomposition is 

imique if we can prove its physical realizability. There was no problem in 
N 

the determination of M . For the N-target noise, we showed B a 0 . 

N N 2 N 2 / ^ N 2 N 2 \ 
The second condition was to prove that Q^ = By - B^ - lE'^ + F ^ l a 0. 

The derivation produced (36. 7): 

4A^Qf = Q,Q, - (QJ^ + Q^g) (37.1) 
"0^1 ^ 2 ^ 3 
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N We wish to show that for the sum of two independent single targets Q = 0 . 

This is such an important result for the proof of the general target decom­

position theorem that we present a complete proof here: For the right-hand 

side of (37.1), we can write: 

%% - ^ll - «23 = [2 \ <By + B) - (C^ + D^)] [2 Ay (By - B) - (G^ + H^)] 

- [2 Ay F - (C G + D H)l ^ - [2 Ay E + ( C H - D G)| ^ 

= 4 Ay (By - B^) + (C^ + D^) (G^ + H ^ - 2Ay (By + B) 

(G^ + H^) - 2 Ay (By - B) (C^ + D V 4 Ay (E^ + F^) 

- (CG+ DH)^ - (CH - DG)^+ 4 A F (CG+ DH) 

- 4 Ay E (C H - D G) -

= 2 Ay (2 AyQ^ + (By - B)Q2 + (By + B)Q3 - 4 Ay (B^ - B ' ) 

+ 4 A y ( E 2 + F V 2 E Q 2 3 - 2 F Q y ^ | 

= 2Ay [ - 2 A y Q ^ M B y - B) Q g M B y + B)Q3 - 2 E Q 2 3 

- 2 F Q y J (37.2) 

Define: 

%% - « 0 1 - « 2 3 = 2AyX (37.3) 

where 

X = -2AyQ^ + (By - B)Q2 + (By + B)Q3 - 2EQ23 ' ^ ^ « 0 1 '^^-"^^ 
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We shall see shortly that x plays an Important role in the theory of matr ices 

of type R developed In Sec. 40. We wish to show that x - 0 i f R = M.+ M ^ , 

We have: 

Q, 

Q. 

Q. 

Q 01 

Q 23 

2 ( B ^ y B j - B ^ B n - E ^ E " - F l F « ) 

2 [AJ (By + Bf + AJ^ (By + B)̂  - Ĉ  C" - D^ D°J 

2 [ AJ (By - B ) " + A J (By - B)̂  - Ĝ  G " - Ĥ  H " ] 

2 Ay F ° + 2 Aŷ  F^ - (C^ G''^ + D^ H^̂ ) - (C^^ G^ + D^̂  H )̂ 

2 Ay E ^ + 2 AÏ^ E^ + (C^ H^̂  - D^ G^^ + (C^^ H'' - D^ G )̂ 

•• (37.5) 

^ 

since for single target M^: Q Ï = 0 (i = 1, 2, 3) and Q! . = 0 (i ^ j ; 0, 1, 2, 3) 

and similarly for M-, . Substitution of these expressions into (37.4) gives after 

simple algebra the desired result x = ^ • This completes the proof of the 

theorem. 

Some interesting observations can be made at this point: 

(1) The condition x = 0 «i^y be applied to radar targets as a test for 

observing two independent single ta rge ts . 

(2) The theorem just proved provides an insight into the nature of target 

noise sources: The single target noise is generated as the residue 

after combining two single targets into one average single target. 

This fact throws new light on the general decomposition, R = M + N, which we 

will prove shortly: The general distributed target R is composed of a summa­

tion (a time average) of independent single targets M, , M„ M , which 
1 ^ n 

resul ts in an average single target and the distributed N-target residue com­

ponent. The residue Is obtained as the sum of all single noise target residue 

components, arising from the summation of single ta rge ts . All these facts 

indicate that the canonical decomposition will have important practical appli­

cations. Some illustrations a r e presented in Chap. 8. 
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38. Canonical Decomposition of General Distributed Targets 

We wish to prove in this section that a general distributed target R may be 

decomposed into the sum of a general single target M and a remainder noise 

component N: R = M + N . The summation is understood in the phase-

independent statistical sense (discussed in Chap. 5) of the components. Two 

conditions were necessary for the proof: The f irst was that the total noise 
N power term was nonnegative: By a 0 . The second condition was to show 

M N 2 TST2 / >J2 M2\ 
that: Q' ' ' = B ' - B - ( E ' ^ + F ' I a 0 , from which all the conditions for 

\ ' N N N N N 
a physically realizable noise target N : A = 0 , B . - B a O , B . + B a O , 

N N N '̂  " N 
Q^ a 0 , Qo = 0 , Q = 0 a r e satisfied. The condition B . a 0 was shown 

N without difficulty, but Q a 0 remains to be determined. 
The procedure we will follow is an indirect proof of this property. F i rs t , 

we showed that if any distributed target matrix R consists of the sum of two 

independent single targets : M + Mo , then it is decomposable into a single 

target M and a single noise target: M-. . After this is shown, the general 

decomposition theorem follows easily. In Sec. 36 we proved that any R-matrtx 

is decomposable into the sum of three independent single targets: R = My + 

M., + M„ . From the above theorem, we then have for the first two single 

targets : My + M = M. + M.^ ; hence R = M. + M„ + M ^ . . Next we apply 

the same property to the first two single targets in R: M_. + M2 = M + M-_.. . 

Substitution into R gives the desired decomposition: 

R = M + M,,,., + M,.^,. = M + N (38.1) 
NI Nil 

The last statement follows from the fact that the sum of two single N-target 

resul ts in a distributed N-target . 

This completes the proof of the general target decomposition theorem. 

From the decomposition theorem a re derived necessary and sufficient condi­

tions for R to be a distributed target matrix. 
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39. Necessary and Sufficient Conditions for Physical Realizability 

of the Stokes Matrix 

We review briefly the procedure by which necessary conditions on the 

stokes matrix R were established. We started (Sec. 11) with single target 

parameters A- , B . + B , B . - B which were derived from the target sca t t e r ­

ing matrix T, to show that these were nonnegative. Through time averages, 

the corresponding distributed target parameters Ay , By - B , By + B of R 

also were shown to be nonnegative. For R we found the t race rule , t r ace R 

= 2 (Ay + By), to be universally valid. Starting from these propert ies , 

we then considered the t ime-averaged scattering: s = Rg (a) = (s , s 

So , s ) from the distributed target R which is illuminated by a fixed t r a n s -

mit antenna a . 

It was shown that s is a partially polarized stokes vector which s a t i s -
2 2 2 2 

fies the condition for physical realizability (Sec. 24), s a ^i "*" ̂ 2̂ * ^"^' 

and from this fact we could show (Sec. 30) that then the condition on the 

quadratic t e rms Q.. a 0 , Q„ a 0 and Q a 0 is necessary. It was then 

shown (Sec. 38) under which conditions R has a unique canonical decomposi­

tion R = M + N into an average single target M and a remainder noise 

component N. 

A careful study reveals that the seven conditions: t race R = 2 (Ay + By), 

Ay a 0 , By - B a 0 , B + B a 0 , Qĵ  a 0 , Qg a 0 and Qg a 0 were 

necessary to prove the theorem. The question still unanswered is: Are 

these conditions also sufficient for R to be physically realizable? We recal l 

that physical realizability of R implies that if g (a) is a completely polarized 

antenna illumination, then s = Rg is physically realizable as a stokes vector. 

We know that the distributed noise target N may be decomposed into the sum 

of two single noise targets M^: N = Mĵ ^̂  + M^2 (Sec. 34). Hence: 

8 = Rg = Mg + Mj^^ g + Mj^2 g <39-1) 
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The right-hand side of (39.1) consists of a sum of three completely polarized 

stokes vectors , each of which Is physically realizable. In Sec. 24 we showed 

that the sum of realizable stokes vectors again produces a physically realizable 

stokes vector. 

This then completes the proof for physical realizability of R , and hence 

the seven conditions mentioned above a re shown to be necessary and sufficient. 

A matrix which has these propert ies Is called "of type R . " The next section 

will have more discussion on matr ices of type R. 

40. Higher Order Matrices of Type R 

We found In Sec. 31 a curious similarity between orthogonal t ransforma­

tions of the nine f i rs t -order target parameters . Ay , By , B , C , D , E , F , G, 

and H, and the nine quadratic terms, Q^, Q2, Qg, and Qy^, Qy2, Qyg, Q^g, Q^̂ g, 

Qoo . This correspondence is not accidental, as will be shown in this section 

by a simple observation. 

Let Rg = s be the backscattered stokes vector of target R . Then (Sec. 

29): 

2 2 2 2 
q i Q l + qgQg + qgQg-^ Z,\^% = % " «I " «2 - ^ 

i^^J 

• s = R g - R g = R R S-» g 

(40.1) 

The last step Is possible due to the symmetry of the R-matr ix . Now q^ , q o , 

q„ , and q.. a re determined solely by the transmit antenna g (a) , and Q. , Q.. 
o ij 1 ij 

a r e determined completely by the target parameters given by R . Since (40.1) 

shows a linear relationship on both sides of the equality signs, the Q-terms 
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must be determined completely by a linear addition of coefficients of the 

matrix: 

[Q] = R R (40.2) 

If we substitute R into (40.2) and compare coefficients of the resulting matrix 

with the defini 

simple result: 

with the definition of Q, , Qo , Qo . and Q.. in Sec. 29, we find a particularly 
L ^ o ij 

[Q] 

00 

10 

20 

«01 «02 Q 03 

«11 «12 «13 

30 

«21 «22 

« 3 1 «32 

23 

33 

(40.3) 

where Q.. = Q.. (I ^ j) a r e given by (29.12) through (29.17) and: 

Q , 0 ^ ^ ^ Q4 

«00 " 2 2 2 

« 1 , «2 -̂  « 3 % 
^11 2 2 2 

« 1 . ^ 2 -̂  « 3 % 
^22 2 2 * 2 

Q 
« 1 -«2 -̂  « 3 « 4 

33 

(40.4) 
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Here Q-^, Qg , and Q were defined by (29. 7), (29. 8), and (29. 9) and 

Q^ = 2 (Ay - By)2 - (BI - B^) - (C^ - D^) + (E^ - F^) + (G^ - H^) 

(40.5) 

The matrix (40.3) and the forms (40.4) suffice to explain the correspondence 

between orthogonal transformations on R and on [Q] coefficients. 

F i rs t , we observe that an orthogonal transformation O on R such that 

R ' = ORQ-''^ leads by definition (40.2) to [Q]' = O [Q] O''"', since the matrix 

-1 

is unaffected by the orthogonal transformation (of the 4', T , and v rotation 

variety, as was considered in previous sections). We recall that 

'\^ 
F 

c 

H 
L 

Bo F 

- \ -̂  By 

G 

D 

^0 

c 

G 

+ B 

-E 
^0 

H 

D 

- E 

- B 

(40.6) 

The correspondences under orthogonal transformations between coefficients 

of R in (40.6) and [Q] in (40.3) a r e now easily established; i . e . , F ^ Q 

C-*Q 02 
« 1 H ^ Q y g , e t c . , and A y - ^ , By- «2-^«3 -«2-^«3 

0 1 ' 

We 

notice that the te rm Q. is invariant under all orthogonal transformations. 

The absence of a te rm equivalent to Q. in the R-matrlx leads to the t race 

rule which is characterist ic for R. We list the following interesting 

correspondences: 
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2 ^ - « l 

(By - B ) ^ Q 2 

(By + B) - Q g 

These resul ts explain the observed s imilar i t ies of the orthogonal t ransforma­

tion between f i rs t -order and second-order transformations of R . 

The correspondence between [Q] and R matr ices can be made complete 

if we subtract the Q. t e rm, which has no R matrix equivalent, from [Q] . 

Let 

Q R [Q] - 2 Q 4 (40.7) 

Then Q_ has the same propert ies as R , as we will prove shortly. 

We already know that for the f i rs t -order t e rms in R: Ay , By + B and 

B„ - B a 0 . Fur thermore, for the f i r s t -order t e rms in Q_ (second order 

for R ) we showed: Q. , Qg , Qo a 0 . From [Q] g • g a 0 , it follows that 

QTI g • g — 0 since the second te rm resulting from Q. in (40.1) vanishes. 

This, of course, is equivalent to R g • g a 0 , which gives the re turn from a 

distributed target for parallel reception. 

The t race rule for R was: t race R = 2 (A. + B.); now f or Q_ we find: 

t race Q_ = Q. + Q„ + Qo , which is equivalent to 2 (Ay + By), since 

2 A_ -*Q, and 2B„ — Qo + Qo . What we like to show is that Q_ behaves in 
U 1 U ^ o K 

every respect like an R matrix, such that if Q_ g = s , then s is a stokes 

vector for which s • s a 0 and, hence, 

Q R 

-1 

Qj^g • g = [Q]^^^ g • g ^ 0 (40.8) 
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If this were the case , then we could find second-order relations for Q. 

equivalent to the second-order relations for R: 
R 

Q^ = ( B 2 - B^j - (E^ + F^) a 0 

Qg = 2 Ay (By + B) - (C^ + D^) a 0 

Qg = 2 Ay (By - B) - (G^ t H^) a 0 

(40.9) 

which for Q_ become: 

« 1 ^ « 2 « 3 - ( « 2 3 - ^ « 0 l ) - ° 

« f ^ « 1 « 3 - « 2 ^ « i s ) - ° 

« f = « 1 « 2 - («12 ^ «Os) - 0 

(40.10) 

We will show that these relations a re Indeed satisfied. 

The proof Q (2) 0 is shown immediately from the decomposition 
(2 R = M + N . In (37.1) we found: 4 Ay Q ^ = Q^"^ and since the N-target was 

shown to be physically realizable, Q a 0 and hence Q^ ' a 0 , since 

A a 0 . That also Q^^^ a 0 and Q^^^ 0 can be shown easily by the fol­

lowing argument. F i r s t , we verify by direct computation the interesting 

resul ts : 

« f = « 2 « 3 - ( « 2 3 ' * - « 0 l ) = 2 A, 0 
(40.11) 

« f = « 1 « 3 - ( « 0 2 " « y = ( B y - B ) x (40.12) 

j(2) Q r = Q1Q2 - ( « L ^ « O s ) = (By+B)x (40.13) 
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where x is as defined in (37.6). From the fact that Q (2) 

(2) 
0 , It follows 

a 0 and that X a 0 , and also from (40.12) and (40.13) we have Q 
(2) 

Q)^ ' a 0 . Hence, the correspondence between R and Q_ matr ices is 

complete. 

Any matrix Q_ that behaves in every respect like an R-matrix is called 

"of type R." A matrix R is of type R if A By + B and By - B a 0 , Q 

Qg, Qg a 0 and t race R = 2 (Ay + By). Hence, Q ĵ is of type R if Qj^, Qg, 

Qg a 0 , and Q^^^, Q^^^ and Q^^^ a 0 , and t race Q R = Q^ + «2 "̂  « 3 • 

Once this Is established, higher order matr ices of type R may be 

constructed. 

Let 

Q 
(2) 
R Q R 

ri 

. 

-1 

-1 

-1 

«R 2 ^ 4 

"1 

. 

-1 

-1 

' 

-1 

(40.14) 

(2) 
Then, by similar reasoning, we can show that Qz. with f i rs t -order t e rms 

(2) (2) (2) 
«1 ' « 2 • « ^ is of type R , and in general any higher order matrix 

Q l . ' thus generated will be of type R. Two important applications a r e given 

in the next section. 

41. Two Basic Criteria for Radar Target Classification 

We will show that the concept of higher order matr ices of type R has 

important application to radar target classification problems. Consider a 

case where a radar views a t ime-varying set of objects in space. The question 

is if the foregoing theory allows one to determine how many independent t a r ­

gets a re observed. For two cases necessary cr i te r ia a r e presented: 

(1) If a single object is observed, R = M and then Q_ = 0 . 

(2) If R consists of the sum of two independent single targets: 

R = Mj + Mjj , then Q^^ = 0 . 
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The first property is easily shown. Let Rg = s; since R = M, and g is 

completely polarized (cp) illumination, s Is cp. Hence: 

„2 „2 „2 „2 
8 - S - S - S 

0 1 2 3 
-1 

a • s = 0 

R R g • g = [Q] g • g Q R g • g = 0 

This is satisfied for all cp vectors g if Q_ = 0 . The nine conditions thus 

specified for R to be a single target a re not all independent, as was shown in 

Sec. 12. Only four independent conditions on R were necessary. 

The second theorem follows from the fact that if R = M_ + M. . , then from 

Sec: 37: Q ,̂̂ ^ = 0 , Q^^ = 0 and Q1^^ = 0 . Since the matrix Q_,̂ ^^ is of type 
1 Z a K 

R, and the f i rs t -order diagonal t e rms vanish for this matrix, all t e rms must 
vanish; hence, Q (2) 

R 
0 . This completes the proof of the two theorems. 

One may speculate at this point if perhaps for three independent single 
(3) targets Q,l ' = 0 , etc . However, it is easy to show that this is not the case . 

The higher order matr ices of type R reveal a basic structure from which the 

above negative conclusion can be drawn. As before (37.4), we define: 

X = - 2 A y Q ^ + (By B) Qg + (By + B) Qg - 2 E Q2g - 2 F Q 
01 

(41.1) 

The following interesting connections for h l ^ e r order matrices of type R a r e 

easily derived: 
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«r 

< 

«!," 

< ' = 

= xR 

. / ^ 

- X = H 

x » Q , 

(41.2) 

(41.3) 

(41.4) 

(41.5) 

(2) 
For two independent single targets , x = 0 and hence Qi^' = 0 as was shown 

(S) above. The condition Q i , ' = 0 would lead to the same result: x - 0 (assum-

ing Q_ not zero; otherwise, this would indicate a single target) and hence 
(2) Qz,' = 0 , which is the condition for two independent single ta rge ts . We thus 
K 

conclude that the case of three independent single targets cannot be characterized 

by simple cr i ter ia . This negative result is not too surprising, since we showed 

that a general distributed target maybe decomposed into three independent t a r ­

gets , and the general case has no simple c r i te r ia . 
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3 APPLICATIONS TO ROUGH 
SURFACE SCATTERING 

42. Introduction 

In a recently published book [ 6 ] , Beckmann discusses electromagnetic 

scattering from rough extended surfaces, such as terrain or sea state. His 

discussion follows a formulation by Fung [5 ] of Kirchhoff integration over the 

surface, which includes the effect on the scattering of the local normal n . 

Older treatments use an averaged normal n on the surface, such that the 

effect of local normal n̂  is averaged out at the initial stages of the calcula­

tion, instead of at the final stage as is done by Fung. The result of this older 

procedure was to exclude all local effects of depolarization on the scattering. 

This led to the widely held opinion that'Kirchhoff integration techniques cannot 

predict the depolarization effects characteris t ic of rough surface scattering, 

except for depolarization effects associated with an infinite plane with 

average Fresnel reflection coefficients R and R . 

In these theories , the statistical nature of the rough surface is introduced 

as a random height displacement of local position r on the surface, which 

affects locally the phase e — — relative to the direction k of incoming illum­

ination. The emphasis is thus on the evaluation of the integral 

p = JJe^ik-^dS (42.1) 

which sums the phase contributions to scattered return, over the uniformly 

illuminated area on the surface. By averaging over an ensemble of such sur ­

faces , the average return < p> and average intensity < pp* > a re determined 

[32 ]. Because the integrand In (42.1) is a scalar which does not include the 

polarization of the illuminating field, the procedures associated with the use 
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^ 

of equation (42.1) a r e called "sca lar" theories, although frequently a polar i­

zation-dependent average reflection coefficient is introduced a s multiplier 

with integral (42.1). The first book by Beckmann and Spizzichino on sca t te r ­

ing from rough surfaces [32 ] deals almost exclusively with the "sca la r" 

theory of scattering as defined above. 

It is interesting at this point to note the basic difference between the 

"sca la r" theory, based on averaged surface normal n , and the electromag­

netic approach, which takes into account the local normal n{0,4)) where 0 is 

the "local aspect angle ," between the local normal and incoming illumination 

direction Jc, and 4 is the angle which determines the rotation of n about 

k (see Fig. 36); ^ is called the local orientation angle of surface element dA. 

Fig. 36 Geometry of Local Surface Scattering 
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Hence, the em theory, which includes ii(9 ,4), introduces the effects on scat­

tering of the orientation angle 4> > whereas orientation 4 is absent in the scalar 

theories. The averaged n has a fixed position with 0 = 0 and average angle 9 

relative to the k direction (which is held fixed during the integration over the 

surface elements). The angle 9 is the average aspect angle over all surface 

elements. With 9 are associated the average reflection coefficients on the 

surface R (9) and R (9) . Since 9 changes, with change of aspect direction 

k , the target scattering dependenee on average aspect angle is well documented 

in the l i terature [32]. However, the dependence on orientation 4) is largely 

ignored since the average orientation angle ^ = 0 does not change with 

changes of k . 

We intend to emphasize in this study the i^-dependence on local scattering 

of the total target scattering. We will show that due to the orientation angle 

!/>-dependence of local normal we may account for a type of depolarized target 

scattering whose existence has not been emphasized before. The orientation 

angle 4' is a random variable which contributes to depolarized "target noise" 

components in the return scattering. 

In summary, the far field electromagnetic back scattering is obtained by 

integration of local fields over elements dS on the illuminated surface. The 

surface elements a re determined by a position vector r and a local normal 

n(0,i/). Random height displacements of surface position r have an effect on 

the phase exp (ik • v) of the return scattering, while the random changes in 

surface normal n a re accounted for by independent variations in local aspect 

angle 9 , and local orientation angle i • The average of random variations in 

9 leads to average surface reflection coefficient R(9) , while the average of 

random changes in 4 is the source of target orientation noise. 

Details of these concepts will be worked out in the next sections. We will 

s tar t with the Fung formulation of Kirchhoff Integration; then proceed to sepa­

ra te the independent scattering components, based upon the general decompo­

sition theorems derived in previous sections. The distributed ter ra in target 

is thus decomposed into an averaged te r ra in target plus target noise. Hence, 

the averaged target for a rough flat terrain surface will be a smooth flat sur­

face which is characterized by two averaged surface reflection coefficients. 
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We will also discuss the scattering from nonflat, rough surfaces, such as 

rolling hills or contoured te r ra in surfaces. 

43. Radar Backscatter From Rough Extended Surfaces 

In Beckmann's recent book [6 ] , he discusses radar backscatter from 

extended rough surfaces based on a physical optics formulation, which in­

cludes the effects of material propert ies of the surface. On page 94 of his 

book, he ar r ives at expressions for parallel and cross-polarized components 

of the backscattered electric field (E viz. E ) f or a linearly polarized inci-
P ^ 

dent field: 

E = C jjcos 9 [ (R"^ - R-) - ( R " ^ + R - ) COS 2 4]l^^^'^ dS (43.1) 

E = C [fcos 9 (R*+ R ) sin 2 î  g-2i ( l f r ) dS (43.2) 

where 

cos 9 = - n • k 

cos i/̂  = a • t̂  

ik -2kRoA 
C = Y^ y 4 TT R^ 

(43.3) 

Identifying quantities a re : 

(1) For the illumination: 

Frequency f = ck/27r (c Is the light velocity) 

Linear polarization vector a of incident field 

Direction of incoming plane wave: k 

Far field source distance from origin: R 
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(2) For the Surface: 

Local normal n : average normal n 

Local tangent J. = n x j s / l j i x k | 

Local position of point on surface S : r 

Local complex relative permittivity: e' = e - i 60 X cr 

(e is dielectric constant, a conductivity, A = 27r/k) 

The Fresnel reflection coefficients a re : 

R^ = 

R-

e' cos 9 - V e' 

e' cos 9 + V e' 

cos 9 - V e' 
— 

2 
- sin 9 

2 
- sin 9 

. 2 „ 
- sm 9 

cos 9 +V e' - sin^ 9 

(43.4) 

(43.5) 

For further details on coordinates and units and restr ict ions of applica­

bility of physical optics methods, we refer to the referenced book and to 

Fig. 36 of this work. 

Polarization "in the plane" of incoming direction k and average normal 

n is designated by e , "out of the plane" by e . Locally, polarization 

"in the plane" of k and n is given by direction d = k x t , "out of the 

plane" by ^. For reasons which will become clear shortly, we prefer to 

define an angle 4 such that cos 4 = e* ' • d = ê  ' . t̂  where e^ is fixed 

as polarization "in the plane. " The angle 4 is called the local orientation 

angle of surface normal n with respect to the direction of incoming 

illumination. 

For the average "vert ical" normal n of a flat te r ra in , the orientation 

angle 4> is zero . Equations (43.1) and (43. 2) can now be written for the 
^ (+) 

three cases of linear parallel reception: (1) "in the plane": E^ '; (2) "out of 
(-) ^ 

the plane": E^ ' ; and (3) linear cross-polarized reception in or out of the 
plane (which makes no difference because of the reciprocity theorem): 
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Ê '*'̂  = c i ï c o s 9 [ ( R"*^- R ) + (R '^+ R ) cos 2 41^^ e ^^'^'^ dS 

E^ ^ = c | | c o s 9 [ ( R " ^ - R ) - (R"^+ R ) cos 2 i/̂^̂  ] e " ^ ' ^ ' ^ 

Ĉ  = C ffcos 9 (R"^+ R ) sin 2 4^^ e ^^'^'^^ dS 

dS • ( 4 3 . 6 ) 

These equations form the basis for our further investigations. 

The first formulations of this kind, i . e . , physical optics solution of radar 

backscatter with Fresnel coefficients including the local surface normal, were 

given by Fung [5 ] . Huynen, following Fung's work, derived equations (43. 6) 

in a report [51 ] and extended these resul ts [52 ] , which led to the theory to be 

developed below. 

Equations (43. 6) simply express the (H-H), (V-V) , and (H-V) = (V-H) 

components of the target scattering matrix, discussed in Sec, 8, where H 

stands for polarization "in the plane" (of k and n) and V is polarization 

"out of the plane": 

T = 
E<-̂ ) E 

E E ( - ) 
c p 

II \ dS (43.7) 

Here T is the so-called local target matrix (referred to the local normal 

n) given by: 

n " 2 

R"^- R-+ cos 2 i/ ( R " ^ + R ' ) sin 2 i/) ( R " ^ + R ) 

sin 2 4^ (R + R R ' ^ - R " - c o s 2 î  ( R ' ' " + R - ) 

(43.8) 
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with 

A - ik - 2 1 k R o - 2 i k ' r 
A = .„-a e cos 

n 4irR 
o 

The matrix T is easily shown to be equal to: 

T = 
n 

= A 
n 

" cos 4 
n 

sin Ü) 
L n 

-sin 4 ' n 

cos 4) 
n . 

PR" 

0 

0 • 

-R 

' cos î  

-sin 4 L n 

sin 4) 

cos î  
n 

(43.9) 

The physical significance of the local target matrix T is thus revealed at 

once: It is simply the target reflection matrix for the local tangent plane, 

determined by local reflection coefficients R , which is rotated (reoriented) 

by an angle 4' with respect to the fixed antenna coordinate frame. 

Several interesting comments can be made at this point. We notice the 

absence of "helicity" (T = 0) (Sec. 10) with the local target scattering matr ix; 

hence, T represents locally a symmetric target (characterized by R and 

R ), which is oriented with the direction of the normal n . In fact, it r ep re ­

sents locally a rol l -symmetr ic target, with n as roll-axis (a local flat tan­

gent plane), since R depends only on 9 , not on rotation of incident d i rec ­

tion about n . For 9 = 0 , R = -R , such that T = A' I becomes inde-
n n 

pendent of i/ ; it is then locally an orientation independent target (a flat plate 

at normal incidence). For a rough surface, the position vector r , the 

direction of local normal n , and the local surface material properties may 

be considered random variables. The position vector r influences the phase 
-2i(k.r) 

e ^ in A , but appears nowhere else in T . For this reason, effects 
n n 

of scattering from rough surfaces due to random changes in position a re 

called "scalar" effects and subsequent theories a re called "scalar" theories. 

In the past, scalar theories have received most attention from investiga­

to r s . The random or noisy aspect of scalar scattering (due to random phase) 

is usually referred to as "diffuse" scattering. This term is used in contrast 
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to "stationary phase" scattering, which is attributed to specular reflection 

components in the radar re turn. Beckmann's book on electromagnetic scat ­

tering from rough surfaces [ 32 ] is largely devoted to scalar scattering due 

to random variation of the height variable which affects the phase locally. 

With the scalar approach, the effects due to changes in fwsition of the local 

normal n a re usually considered to be averaged out at an early stage of the 

analysis. Instead, one considers the averaged fixed normal (vertical for flat 

terrain) n , with average angle of incidence given by 9 . By this procedure, 

the effects of polarization for various t3?pes of te r ra in or sea state a re a c ­

counted for within the frame work of the scalar theory by introduction of aver­

aged reflection coefficients R (9) . 

With our approach, we show that the effect of changes of orientation 4' 

of the local normal gives r i se to N-target-noise components in the target 

return scattering, with well-determined scattering character is t ics . The com­

posite effect of changes of the local normal n also results in random changes 

of local aspect angle 9 . These changes a re accounted for as contributing 

both to the averaged single target component and to the remainder-noise com­

ponents in which the total scattering is decomposed. Details of these concepts 

will be analyzed in the following sections, which discuss scattering from flat 

rough surfaces and rough contoured surfaces (rolling hills). 

44. Radar Scattering From Flat Rough Surfaces 

A mean flat extended surface is a ter ra in or water surface which has an 

average fixed vertical normal. Most water surfaces a r e of this nature, and 

such "flat" ter ra in as deser t s , cultivated vegetated fields, snow-covered 

grounds, grass land, and airport runways. The roughness of the te r ra in in 

t e rms of wavelengths is such that the physical optics formulation represents 

a reasonable approximation of the electromagnetic scattering problem. For 

detailed information on cr i ter ia for validity of physical optics methods, we 

refer the reader to the extensive l i terature on this subject which t rea t s spe­

cific statistical models (Gaussian surfaces, e tc . ) of rough extended surfaces 

(Beckmann and Spizzichino [32] and Stogryn [42]). 
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Another distinction often made in structural models is between scattering 

from an ensemble average, which is an average over an ensemble of real iza­

tions of a rough surface given by random variables, and time averages of one 

particular realization (such as with samples obtained from terra in over­

flight). Statistical stationarity and ergodicity of random processes a re con­

cepts usually introduced at this stage. These distinctions can be entered into 

and should be considered with a more detailed analysis of statistical target 

models [41 ] . 

For our purposes, we need only rudimentary statistical concepts, the 

pr imary one introduced in Sees. 25 and 26 concerning statistical independence 

of voltages, fields, and targets . This distinction allows us to proceed from 

sums of independent voltages to corresponding sums of received power and 

vice versa . With this in mind, we now consider the received voltages at the 

terminals of antenna b from the extended target T which is illuminated by 

antenna a . The gain patterns and polarization of antennas a and b a re 

considered constant over the illuminated region on the surface. We find for 

received voltage: 

V = T a • b = ƒƒ T^ a . b dS = ƒƒ V^ dS (44.1) 

where T is as defined by (43.8). 

By this procedure, the analysis is reduced to a consideration of "local 

voltages" on the surface which resembles the classical scalar theory approach 

to scattering problems, but which is different in content, since polarization 

effects of the scattering are fully accounted for. However, many of the estab­

lished mathematical techniques of the scalar theory now become applicable 

also to equation (44. 1). The local voltage V is obtained by substituting T 

from (43.8) into (44.1): 

A 
V = - a 
*n 2 

(R^-R ) + cos2i/. (R^ + R ) sin2i// (R'*^ + R ' ) 

sin2i/- (R"*^+R-) (R'^ - R-) - cos 2 i/. (R"^ + R - ) 
a • b 

(44.2) 
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We find that it is the sum of three voltages: 

V = V + V + V 
n nO n l n2 

(44.3) 

where 

V „ = - ^ ( R " ^ - R ) a . b 
nO •' ~ ~ 

A 

^ n l = T ^ (^ ^ ^ ) ''^^ 2 iP^ 

\ 2 = ^ ( R ^ + R " ) s i n 2 0^ 

1 0 

LO - 1 

0 1 

1 Oj 

a • b 

a • b 

(44.4) 

This result is fundamental to our subsequent discussions. 

The angle 4' • which is the orientation of the local normal n , is now 

considered an Independent random variable distributed symmetrically about a 

mean 4 = 0 , since for a flat ter ra in this is the orientation of the constant 
n 

"vert ical" normal. The symmetric distribution of 4 implies that there is 

no preference for normals pointing to the right or to the left of the plane of 

symmetry through direction of incidence k and average normal n , as 

shown in Fig. 37. Of course, the normal also is determined by local angle of 

incidence 9 , which affects the reflection coefficients R (9). Finally, the 

material properties of the surface which determine R could be expressed 

by random variables with distributions on the surface. As indicated before, 

the local position vector r affects only the phase of the multiplication term 
A : it is accounted for by classical "sca la r" methods. n 

With these scalar theories , the effects of changes of local normal n(9, 4' ) 

and material properties are usually averaged out at the initial stages of the 

calculation and are absorbed by considering average reflection coefficients. 

Only heuristic justification is given for the validity of such an approach. 

We intend to show that one may account for the electromagnetic sca t te r ­

ing of rough surfaces by considering the variations of r , which affects the 
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AVERAGE 
VERTICAL 

DIRECTION OF NORMAL 
LINE OF SIGHT 

n(e,^) 

n{B,4j) 

LOCAL NORMAL 

-ROUGH SURFACE 

Fig. 37 Geometry of Flat Terrain 

phase, and changes of local orientation 4 of the surface, while changes of 

local aspect direction 9 and of material properties are considered to be 

averaged out and absorbed by average reflection coefficients R . The proof 

of validity for this approach lies with the canonical decomposition: R„ = 

M„ + N for symmetric rough surfaces derived in Sec. 35, which does not 

depend on any particular target model. 

The term Mo represented a mean symmetric single target which has an 

effective scattering matrix T„ , while the distributed noise target N_ could 

be decomposed uniquely into a sum of two single trough targets [see (35.11) 

and Sec. 14, cases b and c ] with scattering matr ices : 

T ^Tl 

T 
T2 

= V ' ^ 
' 1 0 • 

0 - 1 

"" 

> 

= v ^ 
ro 11 

. 1 0 . 

(44.5) 
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Hence, the total effective voltage derived from the decomposition of total r e ­

turn power may be written as: 

V = v^ + v f + V J (44.6) 

where 

V = m e " 
o 

R" 0 

0 -R' 

a • b (44.7) 

-.N 
-^ 2 B^ e i^l 

0 

0 - 1 

(44.8) 

-N 
^ B ^ e i/32 

0 1 

1 0 
a . b (44.9) 

The canonical decomposition theorem guarantees physical realizability and 

statistical independence of the effective component voltages. The phases p 

and /3„ may be considered uniformly random variables . 

We are interested in finding physical noise sources of the effective noise 
- N - N 

voltages V, and Vg on the rough flat surface. The local voltages on the 
surface which contribute to the scattering were identified by (44.4). It is 

— N 
clear that all voltages V contribute to V ; part of voltages V , con-

tribute to V. yS 
nl 

The main target 
n2 2 

and the other part contributes also to 
- N 

noise source for Vg is clearly the term sin 2 4' , whose average is zero . 

The same changes of local orientation 4 cause a splitting of the cos 2 î  

term in V . , into two par ts : 

cos 2 ii = cos 2 4 + A (cos 2 4)) n n ^ '̂  n 

where A (cos 2 4)) = 0 . ^ ^n' 
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A heuristic argument can be made at this point, that all par ts of V with the 
_ g "^ 

cos 2 4 term contribute to V while all par ts with the A (cos 2 4 ) term 
n _j,T n 

act as a random noise source that contributes to V^ By these arguments, 

a physical interpretation is added to the formal result of the decomposition of 

symmetric ta rge ts . 

Use of the term "trough noise" gives a phenomenological description of 

the target noise types and it serves as an aid in describing the noise behavior. 

For example, it is clear that under circularly polarized illumination (which Is 

insensitive to target orientation) the two noise types behave in the same 

manner. The term "trough" should not be associated with a physical mecha­

nism (double bounce) for scattering on the surface. It has been stated that the 

physical scattering behavior is explainable by the perturbations of the d i rec­

tion of the local normal from the averaged vertical normal on the surface. 

The noise represented by type (b) troughs in Fig. 38 is described as 

cross-polarized target noise which was interpreted physically as due to per ­

turbations of the orientation angle of the local normal. 

0 
z 1 

- + -
1 

Fig. 38 Geometries of Two Types of Trough Noise 
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The Classical "scalar" scattering theory for rough surfaces considered 

only variation in surface height with average reflection coefficients which led 

to an average single target model. This theory could not adequately explain 

cross-polarization effects, observed during ter ra in over-flights with "ver t i ­

cal" polarization ("in the plane"),since oriented single symmetric targets do 

not produce cross-polarized components in the scattering, with linearly polar­

ized illumination in the plane of symmetry. The present theory takes account 

of these cross-polar ized t e r m s . 

45. Orientation Independent Targets 

In the following sections, we develop several target models which may fit 

certain physical situations that occur frequently with radar target scattering 

from terrain or sea state surfaces. Different radar return character is t ics 

are found, dependent upon the angle of incidence at which the target is ob­

served, and the radar frequency. These effects include depolarization of the 

target and the determination of the averaged single target scattering and the 

remainder noise components of the re turn . 

The key to these target models consists of assigning to the target s ta t is t i ­

cal parameters such as variations in surface height, surface normal, and 

electrical properties which govern the target ' s scattering behavior. The 

standard classical so-called scalar or acoustical methods use exclusively the 

distribution of surface height which enters into the scattered (absolute) phase 

as a statistical parameter . Other variables such as changes of surface nor­

mal and electrical propert ies of the surface are considered only as averages. 

The scalar theory contributes to the "averaged single target" component of the 

scattered re turn. In contrast to these t e rms , we also have generators for the 

remainder-noise components of distributed target scattering. 

One of the simplest target models is the class of orientation independent 

targets . We recall that target orientation was defined as rotation 4 about the 

radar line-of-sight direction. If the target scattering is independent of or ien­

tation î  , the target is called orientation independent. Examples of orientation 

195 



Chapter Eight 

Independent targets a re homogeneous te r ra in and sea state surfaces at close 

to vertical incidence. Other examples include homogeneous clouds of rain, 

dust part icles or chaff, and average scattering from rough spheres . It turns 

out that the scattering from orientation independent targets is uniquely deter­

mined by three target parameters : A , B , and F , where F = 0 for sym­

metric target distributions. These quantities may be determined by a simple 

set of measurements or by numerical calculation, for each physical situation. 

The details of the analysis are presented next. 

The conditions for orientation independent scattering are easily derived 

from (27.2) by assuming the orientation angle 4 to be an independent random 

variable with uniform distribution. Then all te rms of the stokes matrix con­

taining 4 will vanish, and only A , B , and F remain. The most general 

form for the average returned power from an orientation independent target 

will thus be (12.4 and 27.2): 

P ( * A . ^ A ; 'Pn'^v) = A „ + B „ + ( - A „ + B J s i n 2 T , sin 2 r , 

+ F (sin 2 T + sin 2 r„ ) + A cos 2 T . cos 2 T „ COS 2 (ó . - 0.̂ .) 
^ A B' o A B ^^A ^ B ' 

(45.1) 

We recall from (11.20) and (27.2) that: 

F = / 2 Q cos 2 7 sin 2 T \ (45.2) 

where T is the heliclty angle and T = 0 for sjrmmetric single ta rge ts . 

For general symmetric target distribution, we assume T to be symmetr i ­

cally distributed about the mean T = 0 such that (45.2) vanishes also for 

symmetric distributed ta rge ts . (An example of a nonsymmetric orientation 

independent target would be a bedspring surface, i . e . , a surface covered with 

right- or left-wound helices.) 

The physical significance of the components A and B is now exam­

ined. We seek a decomposition into target scattering due to an average single 

target and remainder noise components. It is easily recognized that the only 
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symmetric average flat single target which is orientation independent is given 
S s s 

by a flat facet at normal incidence with parameters A ; ^ 0 , C = D = 0 
S S ^ and B = B = 0 . Hence, A above is associated with the flat facet re turn, 
0 0 

which accounts for the "specular" return of the terrain surface at normal inci­

dence. For isotropic clouds of objects, A is representative of a sphere 

target; however, the return is no longer specular but ra ther has the character 

of Rayleigh noise due to amplitude and phase distributions of the single target 

"acoustic" scattering component. 

For all cases , B is associated with target remainder noise. We may 
N ° N write B = B = B, + B„ . Since also B = B, - B„ = 0 , we find B, = o o 1 2 1 2 ' 1 

= B„ * O . Hence, the two types of "trough noise" into which the remainder 

noise may be decomposed a re present in equal amounts. Each trough noise 

type may be considered as independent Rayleigh noises with noise powers p ro ­

portional to B. and Bn . The effective voltages for single target and trough 

noise are thus: 

= V^ + v f + V^ (45.3) 

where 

= / ^ ^ " a - b (45.4) 

v? = yT^i ^ i/5l 
1 0 

a • b (45.5) 

V^ = f2B-^e^2 a • b (45.6) 

In these equations, a is the phase distribution of the facet, or sphere, 

"acoustical" component, and /3. and p a r e uniformly random phases of the 
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two trough components. The total effective scattering matrix for the orienta­

tion independent target is thus: 

{¥A^ e^'o + yjJB^ e i^l 

V^e^^2 

V ^ B g e Wz 

1 loo / }^l 

(45.7) 

Note that in (45.5), (45.6), and (45.7), B^ = B„ since the noise powers were 

equal. 

Notice also that in (45.7) the scattering matrix has random noise com­

ponents with index " 1 " in the main diagonal. This is in contrast to the more 

conventional cross-polarized noise te rms with index " 2 . " We have thus 

shown that an effective scattering matrix with only one random noise com­

ponent can not be a representative model for an orientation independent d is ­

tributed target. 

Figure 39 gives the re turn from the orientation independent target for 

vertical illumination. 

LINEARLY POLARIZED TARGET 
COMPONENT 

UNPOLARIZED NOISE 
COMPONENT 
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Section 46 Scattering From Contoured Surfaces 

To account for the unpolarized noise component, shown In the figure, we 

recal l that in this case the noise component stokes matr ix is given by: 

^ -

0 J 

(45.8) 

For linearly polarized Illumination, the scattered s „ = M^ g (a) Is found 

easily as : 

s = 
N 

1 

0 

COS 2 <p 

sin 2 0^ 

= B , 

1 

0 

0 

. 0 . 

(45.9) 

Hence, s^ Is completely unpolarized (Sec. 24). 

The orientation independent target model was introduced by Huynen 

[7, 53 ] and applied to pulse re turn calculations of ter ra in for near vertical 

incidence. 

46. Radar Scattering From Contoured Rough Surfaces 

The discussion of the preceding section on scattering from average flat 

rough surfaces may be extended to contoured rough surfaces. This theory 

covers a large field of applications: radar scattering from sloping hills; 

mountains covered with rock, vegetation, or snow; and, in general, almost 

any type of terrain or water surface. Also scattering from single moving 

objects with rough or i r regular surfaces may be treated by this theory. The 

decomposition R = M + N of the rough surface with stokes matr ix R p ro ­

duces an average, in general nonsymmetric, single object with stokes matr ix 

M , with equivalent scattering matr ix T , and the remainder N-type noise 

component scattering. 
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The analysis s tar ts with the physical optics equation (44.1) for target 

scattering received voltage: 

V = [ƒƒ T^ ds) a . jb = T a . b (46.1) 

where 

( R ' ^ - R )+COS2!/^ ( R \ R - ) sin 2 ^ (R"^+R") 

sin2^' (R'*^+R ) (R^-ï(~)-cos2 4 (R"^+R) 

(46.2) 

For brevity, we may write: 

T = a I + b cos 2 L' L - b sin 2 ii K 
n n n n n n (46.3) 

where 

a = ^ (R"^ - R ) n 2 ^ ' 

i- :^ (R^ + R-) 

(46.4) 

and J , K , and L defined in Sec. 4 as rotation mat r ices . For the flat sur ­

face case, we now consider the two random variables derived from position 

vector r and surface normal n which determine the geometry of the rough 

contoured surface. In contrast to the flat surface, the contoured rough surface 

has an average local normal n(9 , 4' ) with local average aspect angle 9 and 

local average orientation 4 • This is illustrated by Fig. 40. 
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Fig. 40 Geometry of Contoured Terrain 

The two random variables considered are the local surface heights t and 

the local orientation: 4> = ïp + Aip . The local surface height displacement 

£ affects only the multiplicative term in A , and leads to the "scalar" type 

of analysis of radar scattering from rough surfaces. The variation in local 

orientation A4) produces N-target noise components, as we show next. Sub­

stitution of 4' into (46.3) gives: 

T = a I + cos 2 Ai/, b (cos 2 ^ L - s i n 2 " ^ K) + n n '̂ n n̂  "n *n ^^g_ ^^ 

- sin 2 Ai/ b (sin 2 A L + cos 2 4) K) 
^n n^ n n ' 

Similarly to the treatment for the flat surface (where i/" = 0 and n is 

the fixed vertical normal), we may consider four components of local voltage 

for the locally flat surface derived from (46. 5): 
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^n = (VnO - V j j + (vN ., v^g) (46.6) 

Next, we write cos 2 Ai/' = cos 2 A4 + A(cos 2 Ai/i ) such that A(cos 

2 A4' ) - 0 for a symmetric distribution of A^ about the orientation angle 

^ of the local average normal. Then: 

.T •^n^ + 
^nO - - Y ^ - ^ ) - ' 

,T _ , n™+ 
Vni = i ^ ( R +R ) cos2A!^„(cos2!/; L - s in2 i / ) K) a • b 

Vjjj = i - ^ (R +R-)A(cos2Ai/ ) (cos 2 i/- L - sin2i|i^ K) a . b 

(46.7) 

N + -
V^g = - i ^ ( R +R ) sin 2 A (t̂  (sin 2"^^ L +cos2i/j^ K) a . b ' n ' n 

The first two t e rms contribute to the average single target , the last two to the 

N-target noise components. Firs t , we notice that if ^ = 0 , the contoured 

surface becomes an average flat surface. The N-target noise components a re 

generated by A(cos 2 A;̂  ) and sin 2 A4 voltage factors. Without the 

noise-generating t e rms , the stokes matr ices of the N-target noise a r e : 

XT " • 

T N = -^i -nl 2 ( « ^ « ) 

cos 2 ^jj sin 2 4 

sin 2 ^ —cos 2 ^ 
'̂ n '̂ n 

= b e^Ti' L ê ^ ' (46.8) 
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From the right-hand expression, we see clearly the physical significance of 
N N 

the T^-^ and T̂ ĝ matr ices : They represent the L-type (with axis horizontal 

or vertical) and K -type (with axis oriented +45° or -45°) trough-noise targets 

(Fig. 38) which were characterist ic for the flat surface, but here a re adjusted 

to the locally flat surface with local average orientation t[> . Both noise t a r -
n 

gets a re of the form 

^ N 
ib L - ic K (46. 10) 

where b and c are complex, and hence they are special cases of general N-

target noise (Sec. 14 k). 

The effective voltage, which is registered at the antenna receiver t e r m i ­

nals , is obtained from a t ime-average reception of power, which in turn is 

derived from the instantaneous power and voltage. Let the instantaneous volt­

age be given by (46.1). Then the derivation for t ime-average power is com­

puted by (26.15): 

< P > = JJ< W(T^j , T^jj) > dSj dSjj g(a) . h(b) (46.11) 

< P > = R g(a) • h(b) (46.12) 

Hence, the stokes reflection matrix is determined for the contoured surface. 

We now apply the general decomposition: R = M + N . The mean single 

target M has a general effective scattering matrix T , whereas the N-target 

may be composed of two single N-targets with effective scattering matrices 

T and T , „ , each of which has the form given by (46.10). Hence, the 
Nl N2 

total effective voltage V can be given as a sum of three statistically 

independent voltages: 
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V = v J + v5^ + V^ (46.13) 

—T —N —N 
where V. , V. and V are of the form: 

v T = ( a l + b L + c K ) a . b 0 ^ o o o ' - -

V^ = ( b ^ L + c ^ K ) a . b (46.14) 

Vg = (bg L +Cg K ) a . b 

Our next task is to obtain a physical interpretation of the above-listed for­

mal decomposition of voltages. In part icular , we are interested in discover­

ing plausible noise sources which may contribute to V: and V . The local 

surface voltages which contribute to the total scattering of the rough contoured 

surface were listed in (46.7). A glance at this list will convince us that the 

noise voltages V , and v^o are the most likely candidates for a heuristic 

accounting of V?' and V^ , since they have the required matrix form (46.10), 
1 ^ 

and they can act as target noise sources (due to the assumed symmetry of the 

distribution of A^ on the surface). 

We now summarize the heuristic interpretation of our resul t s . The su r ­

face roughness in this derivation was accounted for through introduction of two 

random variables: One giving variation of local position, which influences 

absolute phase of the scattering and which is treated classically by "sca lar" 

theory; and the other a variation of normal from local average normal, which 

was analyzed through the orientation variable 4 . The effects of variation of 

local aspect angle 9 and of material propert ies on the surface were absorbed 

by considering the scattering determined by average Fresnel reflection coef­

ficients R (9) and an average local aspect angle 0 . The justification for this 

approach may be found from the general phenomenological theory. 
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The main theorem found in Sec. 38 predicts that for any rough surface 

given by stokes matrix R , there exists a physically realizable decomposition: 

R = M + N , into a mean single target M and remainder N-type noise com­

ponent scattering. Our previous approach provides such a model for contoured 

rough surfaces which fits the general (canonical) decomposition theorem. 

The N-target components account for cross-polarized scattering with 

"vert ical" incident polarization which, as has been observed for rough t e r ­

ra ins , can be appreciable at close to vertical angles of incidence. The scalar 

theory alone can not account for these target-depolarization effects. 

Recently, shadowing effects have also been included with the discussion 

of scattering from rough surfaces (Beckmann [ 54 ] and Saneer [ 55 ]). 

The special case of scattering from contoured 2-dimensional rough su r ­

faces is instructive to i l lustrate the theoretical r esu l t s . The 2-dimensionaI 

profile of the surface is shown in Fig. 41 . 

Fig. 41 Two-Dimensional Scattering From Contoured Rough Surfaces 

We consider illumination in the direction k with k in the plane of the 

figure. Any surface normal will be parallel to the plane of the figure. It fol­

lows then that, for this illumination, the surface represents a symmetric 

distributed target for which the local scattering matrix is of the form: 

T = a I + b L 
n n n 

The cross-polarized component c K has vanished, since each elemental 

surface patch is a symmetric target for which B = B locally from (35.5) 
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and (43.9) for 4 = 0 . The averaged return also will have no cross 

polarized component; hence, for the total average B = B and from equations 
N N ° 

(25. 6) and (25.7), B = B , which shows that the decomposition resul ts in 

an average single symmetric target and L -type of remainder trough noise. 

We could have anticipated that the K - t j^e , cross-polarized, trough noise is 

ze ro . However, in this case , the L -type of trough noise can not be explained 

as due to changes of orientation 4 of the local normal, since for all nor­

mals 4) = 0 and since all surface normals in Fig. 41 together with k a re 

in the plane of the paper. The sources of L -type of trough noise a re found 

from the changes of aspect angle 9 of local normal n and possibly the 

changes in surface material propert ies . This example il lustrates the fact 

that N-type noise cannot be explained exclusively by the variations in local 

orientation 4 ; changes in aspect angle 9 and surface material propert ies 

will also contribute to the noise components. 
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LIST OF MAIN SYMBOLS 

Vector Quantities: 

a 

b 

E 

g(a) 

g(ai, 

h(b) 

k 

m 

= (go. 
a2) 

= (hy, 

Sl 

\ 

H 

\ 

gg) 

•̂ 3) 

-K 

^K 

g) 

h) 

n(9, 4)) 

n 

S= (So, s) 

2 x 2 Matrices: 

1 , J , K , L 

T 

T 

TS 

T N 

u 

4 x 4 Matrices: 

M 

Mo 

transmit antenna polarization 

polarization of receiver antenna used as 
t ransmit ter electric field 

electr ic field 

stokes vector of transmit antenna a 

mixed stokes vector of antennas a^ and 33 

stokes vector of receiving antenna b 

direction of incoming target illumination 

polarization which gives maximum target 
return 

surface normal in te rms of aspect angle 0 
and orientation angle 4) 

character is t ic target null-polarizations 

stokes vector of scattered field 

quaternion group matr ices 

target scattering matrix 

effective target scattering matrix 

target scattering matrix of symmetric target 

target scattering matrix of N- (noise) target 

unitary transformation 

stokes matrix of a single target 

oriented single target stokes matr ix (4) = 0) 
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List of Main Symbols 

Ms 

MN 

N 

01 ,02 ,03 . 

QR.QkM^ 
R 

R N = ONO-1 

T, I 
W(Ti, T2) 
<W> 

stokes matrix of single symmetric target 

stokes matr ix of single N- (noise) target 

stokes matrix of remainder noise components 
of distributed target scattering 

orthogonal transformations of stokes matrix 

higher order matr ices of type R 

stokes matrix of distributed target 

general noise matrix 

4 x 4 matr ices derived from target matrix 
mixed stokes matrix 

stokes correlation matrix 

Arabic Lower-Case Let ters : 

a, b 

11-«12'"ÏS'lij 
t l , t 2 

antenna magnitudes (also used to designate 
matrix elements 

magnitude of targets 

quadratic components of stokes vector 

eigenvalues of Tx = tx* 

Arabic Capital Let ters : 

Ao 

Bo 

Bo + B 

B o - B 

Bi .Bg 

C, D 

E, F 

G, H 

(H-V) 

P 

<P> 

total power return of regular scattering 

total power return of irregular scattering 

power of symmetric depolarized scattering 

power of nonsymmetric depolarized scattering 

trough noise power components 

symmetric components of stokes matrix 

nonsymmetric components of stokes matrix 

coupling components of stokes matrix 

return for horizontally polarized transmission 
and vertically polarized reception; equivalently. 
(H-H) and (V-V) 

received power at receiver antenna terminals 

average received power 
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List of Main Symbols 

Q. Qo multiplicative factors of power components 

Ql. Q2. Q3 nonnegative quadratic components of power 

Qn mixed quadratic components of power 

Q4 diagonal term not contained in matrix of 
type R 

R"*̂ , R- fresnel reflection coefficients (+ refers to "in 
the plane"; — refers to "out of the plane") 

(RC-LC) return for right-hand circular transmission 
and left-hand circular reception; equivalently, 
(RC-RC) and (LC-LC) 

V received voltage at receiver antenna terminals 

Greek Let te rs : 

a, p absolute phases of transmit and receive 
antennas (also used to denote other angles) 

y characteris t ic angle of a radar target (47 is the 

angle between null-polarization vectors) 

9 aspect angle of incident illumination 

V target skip angle (at a given aspect) 

p target absolute phase 

T ellipticity angle of ep wave 

Tm target helicity angle (ellipticity angle of m) 

<p orientation angle of ep wave 

(pxn target orientation angle relative to target axis 

X characteris t ic third-order function of stokes 
matrix parameters 

4) target orientation angle (rotation about the 

line-of-sight direction) 

4)^ orientation angle of target axis 

i = (p - 41 relative target orientation angle 
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SUMMARY 

The problem areas discussed in this work relate to the questions which 

ar i se when one attempts to characterize the objects that a re observed by 

radar signals. Local reception of the scattered field from a radar target 

which is illuminated by a plane electromagnetic wave may in principle supply 

information about not only the position but also the nature of the target. 

For the case where no specific physical target model is supplied, a gen­

eral phenomenological description of the target is called for. By this we 

mean simply that the radar target appears to us as an object for investigation, 

through the processes of radar illumination. 

In general, the far-field scattering from the target is a plane e lect ro­

magnetic wave, which is linearly related to the illuminating field through a 

scattering matrix T . For any given situation, the characterist ic target 

properties are represented by the target scattering matrix T . 

To determine the matrix elements, a number of measurements are made 

with a polarization sensitive receiver for different polarizations of the i l lumi­

nating field. A greater insight into the behavior of the scattered field for 

different polarizations and directions of illumination is acquired through the 

aid of so-called polarization charts , whereby the fields a re represented by 

"stokes vec tors . " The stokes vector components in spherical coordinates 

a re given by the intensity, the ellipticity, and the direction of principal axis 

of the polarization ellipse of the electr ic field. For constant intensity of the 

transmitted field, the stokes vectors are determined geometrically by points 

on the so-called Poincare sphere. 

The relationship between the stokes vectors of the illuminating and of the 

scattered fields is given by the stokes matrix M. The matrix elements of M 

may be expressed in te rms of those of the scattering matrix T and vice versa . 

In Chapter 2 an algebra particularly suited to treat problems concerning 

matrix T is developed through matr ices which represent the quaternion 

group. 

In Chapter 3 the stokes vectors and the stokes matrix are defined in te rms 

of the quaternion mat r ices . Through the measurement of different polarizations, 
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the elements of the stokes matrix can be determined experimentally. Starting 

from an eigenvalue problem with specific eigenvectors for the scattering 

matrix T , a standard representation for this matrix is obtained. The 

corresponding stokes matrix M is then found, and expressions for the e le­

ments in terms of the characteris t ic parameters of the matrix T are given. 

It is shown that the matrices T and M have so-called null-polarizations and 

that radar target matr ices can be deduced from a given target matrix by 

rotations of the Poincare sphere. In Chapter 4 some experiments are 

described which illustrate and confirm these theoretical resul t s . 

In Chapter 5 the concept of a distributed target is introduced, which gives 

r i se to random scattering processes ; or, considered optically to partially 

polarized plane waves. Here we consider scattering from rough surfaces, 

such as terrain or sea state, clouds, chaff, etc . Only averaged power 

measurements a re considered deterministic for the scattering process . The 

random processes cause a reduced coherence between the polarized compo­

nents of the reflected fields. This leads in Chapter 6 to the definition of the 

stokes matrix R of distributed targets, which is determined by the average 

of the instantaneous values of the stokes matrix of single targets . 

Some important inequalities which determine conditions for physical 

realizability of stokes vectors and stokes matrices for distributed targets are 

used to prove several central target decomposition theorems. This culminates 

in Chapter 7 in the so-called canonical decomposition theorem for general 

distributed targets, which states that a distributed target with stokes matrix 

R can be decomposed uniquely into a general single target with matrix M 

and a remainder noise-target component with matrix N , such that R = M + N, 

where M and N are physically realizable and statistically independent. 

It is shown in Section 32 that the stokes matrix of a single target is 

irreducible; i . e . , it cannot be split into other independent and realizable 

target components. It is also shown that the N-target noise matrix is a 

singular case of a general distributed target matrix. 

In Chapter 8 these theorems are applied to the problem of radar scat ­

tering from rough surfaces. It is shown that the general decomposition 

theorems can be interpreted in detail within the framework of the physical 

rough surface target model. 
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S A M E N V A T T I N G 

Het in dit proefschrift behandelde problemen complex heeft te maken met de 

moeilijkheden, die rijzen bij het karakter iseren van objecten door middel van 

radar-signalen. 

Zendt men een gebundelde electromagnetische golf met vaste frequentie in de 

richting van een te detecteren object, dan zal plaatselijke ontvangst van de 

door het object verstrooide straling in beginsel informatie kunnen geven over 

de positie van het object, maar ook omtrent de aard daarvan. 

Waar geen nadere omschrijving wordt gegeven aangaande het fysische model 

dat bepalend is voor het object, leidt deze beschouwingswijze vanzelf tot een 

algemene phenomenologische beschrijving. Hiermee wordt dan bedoeld dat het 

object alleen door de verstrooiings verschijnselen wordt gekenmerkt. 

In het algemeen kan men stellen, dat het verstrooide electromagnetische veld, 

waargenomen op zodanige afstand van het object, dat het een vlakke-golf karak­

ter heeft, door een verstrooiings-matr ix (T) verbonden is met de invallende 

vlakke golfstraling. 

Het is deze verstrooiings-matrix, die karakterist ieke eigenschappen van het 

bestraalde object, in de gegeven situatie, bevat. 

Om de in de matrix voorkomende elementen te leren kennen zijn een aantal 

metingen nodig, waarbij de polarisatie van het uitgezonden veld wordt gevari­

eerd, terwijl het verstrooide veld in polarisatie-gevoelige ontvangers wordt 

gemeten. Een goed inzicht in het gedrag van het verstrooide veld kan worden 

verkregen door gebruik te maken van diagrammen, waarbij de electromagne­

tische golven worden weergegeven door punten op de z. g. Poincare-bol, welke 

punten worden vastgelegd door "stoke'se vektoren". De componenten voor de 

stoke'se vektor in bol-coördinaten worden door de intensiteit, de ellipticiteit 

en door de stand van de polarisatie ellips van het electrische veld bepaald. 
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Het verband tussen het uitgestraalde en het verstrooide veld wordt door een 

"stoke 'se matrix" (M) vastgelegd. Met behulp van standaard matr ices , die de 

quaternionen groep representeren wordt in hoofdstuk 2 een makkelijk hanteer­

baar rekensysteem ontwikkeld, waarin ook de verstrooiingsmatrix wordt op­

genomen. Hieruit wordt in hoofdstuk 3 een stoke'se matrix afgeleid. Door ve r ­

mogens-metingen kunnen de elementen van deze matrix eenvoudig worden be­

paald. Uitgaande van bijzondere "eigen-vektor en" van de verstrooiingsmatrix 

wordt een standaard-vorm voor deze matrix opgesteld. Er wordt bewezen, dat 

matr ices T en M z. g. "nul-polarisaties" vertonen en vele objecten uit elkaar 

kunnen worden afgeleid door draaiingen van de Poincaré-bol. Verschillende 

verschijnselen dienaangaande zijn door proeven en metingen (hoofdstuk 4) be­

vestigd. 

Diffracties aan "verdeelde objecten" geven in hoofdstuk 5 aanleiding tot de be­

handeling van "ruis verschijnselen" of meer optisch geformuleerd: tot "partieel 

gepolariseerde golven". Hierbij wordt gedacht aan verstrooiing over ruwe op­

pervlakken, zoals heuvelachtige en begroeide gebieden, wolken, zwermen van 

deeltjes etc. 

Men komt dan tot een verminderde coherentie tussen de verschillende polarisa­

tie toestanden van de teruggestraalde golf. Voor de metingen zijn slechts ge­

middelde vermogens toegankelijk. Een en ander wordt uitgedrukt door hiermede 

statistisch samenhangende en in hoofdstuk 6 ingevoerde stoke'se matr ices voor 

verdeelde objecten. Hiervan wordt in hoofdstuk 7 bewezen dat deze op canoni-

sche wijze kunnen worden gesplitst in een "enkelvoudig object" en " ru i s" , welke 

statist isch onafhankelijk van elkaar op eenduidige manier kunnen worden bepaald. 

Er wordt (in sectie 33) bewezen, dat de stoke'se matrix van een enkel object 

niet meer is te splitsen in onafhankelijke componenten. De stoke'se ruis ma­

trix treedt op als singulier geval van de algemene stoke'se matrix voor ver­

deelde objecten (zie sectie 32). 

Aan de hand van de hiermede verworven inzichten kunnen in hoofdstuk 8 bekende 

berekeningen omtrent de diffractie aan ruwe oppervlakken worden geïnterpre­

teerd. Hiet blijkt dat de op algemene theoretische gronden uitgevoerde splitsin­

gen ook in detail physisch kunnen worden verklaard. 
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S T E L L I N G E N 

I 

Een moeilijk probleem bij het vergelijken van radarobjecten is de kwestie van 

normering. Hoe kunnen twee verschillende voorwerpen met elkaar in grootte 

worden vergeleken? In dit proefschrift wordt dit probleem op natuurlijke wijze 

opgelost. 

Il 

Vaak wil men het gemiddelde weten van een reeks van stralingsmetingen aan 

een radarobject. Meestal wordt dit gemiddelde op heuristische gronden enigs­

zins willekeurig bepaald. De in dit proefschrift beschreven canonische decom­

positie bepaalt op natuurlijke wijze een gemiddeld radarobject. 

III 

Hagfors beschrijft in zijn artikel ("A study of the depolarization of Lunar Radar 

Echoes" Radio Science Vol. 2 No. 5 May 1967) een "gedanken experiment" 

waarmee op grond van symmetrie eigenschappen van het ruwe maanoppervlak 

wordt bewezen, dat zekere elementen van de stokesmatrix (Muellermatrix) nul 

worden. Het resultaat M„. = O (blz. 447, vergl. 5), overeenkomende met D=0 

in dit proefschrift, is echter onjuist voor symmetrische oppervlakken. 

IV 

Om geobserveerde depolarisatie in de radarontvangst gedurende overvlucht over 

een vlak terrein te verklaren hebben vele onderzoekers modellen gegeven welke 

depolarisatie kunnen veroorzaken. Meestal wordt hier gedacht aan distributies 

van dipolen over het ruwe oppervlak (zie bijv. Long [56]). Hoe dergelijke mo­

dellen ook fysisch verantwoord kunnen worden blijft meestal een open vraag. 

In dit proefschrift wordt gesteld dat de depolarisatie op eenvoudige wijze ver­

klaard kan worden als ruis ontstaan door de veranderingen van stand van de 

normaal op het ruwo oppervlak. 



V 

De in dit proefschrift voor radar targets ontwikkelde mathematische methoden 

zouden ook met vrucht in de netwerktheorie kunnen worden toegepast. 

VI 

Het elektromagnetische veld kan door quarternionen worden beschreven. Voor 

tijdharmonische velden voert men daarbij twee imaginaire eenheden in. Met 

behulp van de quarternionen algebra kunnen bekende omslachtige berekeningen 

met vectorvelden elegant worden afgeleid. 

VII 

Het scalaire gedeelte van het elektromagnetische quarternionen veld ontbreekt 

in de fysische wereld. Men kan aantonen dat de bronnen van dit onwerkelijke 

veld gevormd zijn door het scheppen of verdwijnen van elektrische of magne­

tische lading. 

Vlll 

Het Amerikaanse juridisch systeem is in zijn huidige vorm niet meer te hand­

haven (Chief Just ice Burger in een speech voor de American Bar Association 

Convention op 10 Augustus 1970). Als oorzaken hiervoor kunnen worden ge­

noemd de Liberal isering van de interpretatie van de grondwettelijke rechten 

van de mens en van de bevolkingsgroei. 

IX 

Filosofie kan betekenis hebben als uitspraak van een levensbeschouwing, of 

als methode tot inzicht in de werkelijkheid. Deze laatste ontwikkeling is lang­

zamerhand overvleugeld door de groei der natuurwetenschappen. Niettemin 

volgt hieruit dat de filosofie werkelijke betekenis kan hebben bij het onderzoek 

naar grondslagen der moderne natuurwetenschappen en ook voor een kritiek 

daarop (Jaki: "The Relevance of Science", Univ. of Chicago P r e s s , 1969). 



X 

De moderne sociale filosofie (zie Kwant "Sociale Filosofie" Aula-reeks nr. 132) 

is hoofdzakelijk gericht op het werk van Karl Marx. Hierbij wordt als hoofd­

thema uitgegaan van het begrip 'de mens als sociaal wezen'. Door deze ver­

algemenisering (objectivisering) verl iest men het existentiële karakter van het 

sociaal bestaan. 

Deze incomplete beschouwing leidt dan al gauw tot een conflictensituatie, waar­

door ontstaan: het gevoel van verl ies van identiteit, een gebrek aan individuele 

vrijheid en ontevredenheid met het maatschappelijke leven. 

XI 

De Kritiek van Staal ("Zinloze en zinvolle filosofie" De Gids Vol. 130 1966) op 

de fenomenologische school is een sprekend voorbeeld van het wederzijds ge­

brek aan communicatie tussen analytisch en fenomenologisch georiënteerde 

filosofie. De analytisch geschoolde linguïsten gaan ervan uit dat de taal als 

communicatie preciese betekenis moet hebben om 'zinvol' begrepen te worden. 

Het feit dat de taal ook een wordend karakter kan hebben (zie Kwant: "Fenome­

nologie van de taal" Aula-reeks nr. 131) waarin nog niet precies geformuleerde 

begrippen worden geuit, wordt als "zinloos' of als 'orakeltaal ' bestempeld. Het 

is van groot belang dat studies worden ondernomen zodat deze scheidingen kun-

i. nen worden overbrugd. Dit zou kunnen gebeuren door een meer kritische taal­

behandeling van de fenomenologisch georienteerden en ook door een verruiming 

i van het zinvolle denkveld van de analytici. 

! 

J . Richard Huynen Delft, 16 december 1970 


