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Sensor Fusion for Shape Reconstruction Using
Electromagnetic Tracking Sensors and

Multi-Core Optical Fiber
Xuan Thao Ha , Di Wu , Graduate Student Member, IEEE, Mouloud Ourak , Gianni Borghesan ,

Arianna Menciassi , Fellow, IEEE, and Emmanuel Vander Poorten , Member, IEEE

Abstract—Optical fiber-based shape sensing is gaining popular-
ity in cardiac catheterization lately. Typically, these procedures
are taking place under the guidance of fluoroscopy. However, fluo-
roscopy has several disadvantages. Thanks to fiber optic shape sens-
ing and Electromagnetic Tracking (EMT), the 3D catheter shape
can now be tracked in real-time without the need for fluoroscopy.
Traditional optical fiber and EMT-based shape tracking methods
have the drawback of the highest shape sensing error at the tip.
The information offered by the EMT sensors is used mainly to
localize the estimated shape in a fixed coordinate frame. In this
letter, a novel approach for tracking the catheter is introduced to
address the aforementioned problem. The catheter shape is directly
reconstructed in the EMT coordinate frame by approximating the
catheter shape by a number of Bézier curves while taking into
account the curvatures measured by the optical fiber. Both 2D and
3D shape sensing experiments are conducted. The results of the 3D
experiment show that the proposed method reduces the mean shape
tracking error by approximately 38% (from 12.1 mm to 5.4 mm
for a sensed length of 540 mm long) compared to the traditional
method where the same number of sensors are used.

Index Terms—Surgical robotics: steerable catheters/needles,
sensor fusion, shape sensing, optical fiber, electromagnetic
tracking.

I. INTRODUCTION

IN THE last 10 years, advances in minimally invasive
surgery (MIS) have influenced practically every specialty in
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medicine. Patients benefit from MIS by having less pain, fewer
surgical and post-operative significant problems, a shorter hos-
pital stay, and faster recoveries. Flexible devices (e.g. catheters
and guidewires) are normally used to reach the operation site
through narrow and tortuous vessels in these MIS procedures.
Catheter navigation is normally performed under the guidance
of fluoroscopy. However, fluoroscopic images only provide 2D
visualization of medical devices and anatomy. This leads to poor
awareness of where the catheter is in the vessel and consequently
complicates devising the optimal steering actions to execute the
navigation task. Moreover, radiation emitted from fluoroscopy
and contrast agents utilized in the process are harmful to patients
as well.

To overcome these problems, different sensor modalities have
been proposed in the literature to track the 3D shape of the
catheters. A method to reconstruct the 3D shape of a flexible
instrument using biplane fluoroscopy was proposed by Wagner
et al. in [1]. Radiation is still a problem here since biplane fluo-
roscopy results in higher radiation doses compared to monoplane
fluoroscopy [2]. EMT sensors have been embedded in flexible
devices to track their shapes during the procedure [3], [4], [5].
In these approaches, the shape of the flexible device is approx-
imated by multiple Bézier curves. However, these approaches
require a relatively high number of EMT sensors to be integrated
to achieve sufficient accuracy. Especially catheters which are
typically long and flexible, many EMT sensors are needed which
makes them complex and fragile. Besides the large number of
EMT sensors, another disadvantage of the EMT-based shape
sensing method is that the measurement accuracy is affected by
the presence of ferromagnetic materials. To solve this problem,
Tran et al. proposed fusing the shape estimated by the EMT-
based method with fluoroscopic images [6]. Alternatively, the
method proposed in [7] fuses EMT-based shape with a predictive
model of the catheter. This fusing approach is radiation-free.
However, a concrete model of the catheter is difficult to achieve.
Moreover, the extensibility of this approach is a problem since
extra effort is needed to model the flexible devices accurately.

Fiber optic-based approaches are becoming increasingly com-
mon in catheter shape sensing lately [8], [9], [10], [11], [12]
due to the fiber’s biocompatibility, compact size, lightweight,
and flexibility. This shape sensing approach relies on strains
measured along the fiber’s length. Strain sensing technologies
based on fiber optics can be categorized into quasi-distributed
sensing (Fiber Bragg Grating) and distributed sensing (Rayleigh
scattering-based and Brillouin scattering-based method). Fiber
Bragg Gratings (FBG) are the most widely used technique
these days thanks to their high frequency data acquisition
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ability [13]. In this work, FBG technology is used to demon-
strate our proposed method. Regardless of the strain sensing
technology, the remaining process for estimating the 3D shape
of the fiber remains the same. Discrete curvatures along the
length of the catheter can be measured by incorporating a
multi-core FBG fiber into the catheter’s central channel. Using
the observed discrete curvatures, the method proposed by Moore
and Rogge [14] can then be used to reconstruct the 3D shape
of the catheter. Al-Ahmad et al. proposed methods to further
improve the FBG-based catheter shape sensing accuracy in [11]
showing promising experimental results. One of the disadvan-
tages of using a multi-core fiber in a straight configuration for 3D
shape sensing is that it cannot distinguish the strain induced by
bending from the strain induced by twisting. Due to this reason,
a small amount of twisting can greatly affect the accuracy of the
overall shape reconstruction. Fusion approaches to compensate
for the effect of twisting the fiber have been presented in the
literature [12], [15]. These approaches still have the problem of
radiation from fluoroscopy. An alternative method that addresses
the twist problem is shape sensing using helical multi-core
fibers [16], [17]. However, due to the high price of the twisted
multi-core fiber, the multi-core fibers in a straight configuration
are still favorable. Another problem of traditional FBG-based
shape sensing methods (in both straight and helical configu-
rations) is that the measured curvatures are integrated along
the fiber length to reconstruct the 3D shape. In this integrating
process, the error in curvature measurement accumulates. The
largest shape sensing error will therefore typically appear at the
fiber tip. Moreover, fiber optic-based shape sensing only offers
information about the 3D catheter shape expressed in the grat-
ing’s local coordinate frame. This is a coordinate frame that is
coincidentally fixed with the most proximal grating. For making
use of that information, it is important to have the reconstructed
shape expressed in an external preferably static reference. To
localize the 3D shape reconstructed in a fixed coordinate frame,
additional EMT sensors have been proposed to be integrated into
the catheter [10], [12]. In this letter, we propose a new catheter
tracking approach based on a combination of EMT sensors and
a multi-core FBG fiber. The newly proposed approach allows
incorporating the information from the EMT sensors in the 3D
shape reconstruction process itself, which helps to solve the
aforementioned problems. Unlike the traditional approach, the
3D catheter shape will be approximated here by multiple Bézier
curves. Compared to the state-of-the-art EMT sensors-based
shape sensing method [3], [4], [5], our Bezier curve fitting
process not only uses the pose information from the EMT sensors
but also uses the curvature measured by the FBG fiber. This ap-
proach aids in reducing the number of integrated EMT sensors.
The problem of error build-up by integrating the errors over
the measurement length in the classic FBG-based shape sensing
method is now resolved since the tip point and other points along
the catheter length are now constrained by information provided
by the EMT sensors. An advantage of the proposed method is
that the EMT sensors information is now, not only to localize
the reconstructed shape in a global coordinate frame but also
helps improve the estimated shape. A further advantage of the
proposed fusion approach is that without explicit modeling of
the dynamic twist, the effect of dynamic twist acting on the
straight configuration multi-core fiber is also compensated. It
is worth noting that although the multi-core FBG fiber is used
here to demonstrate the proposed approach, the approach can
be easily transferred to other fiber optic-based shape sensing

Fig. 1. Relation between EMT coordinate frame {em} and the FBG local
coordinate frame {f} that is coincidentally fixed with the 1st set of gratings is
shown in this figure. A side and a cross-section view of the multi-core FBG fiber
can be seen in (a) and (b), respectively. The angle of the bending plane and the
angle of the 2nd core with respect to the x-axis are denoted as θb and θ2 in (b),
respectively.

techniques (in both straight and helical configurations). A set
of 2D and 3D experiments are done to demonstrate the value of
the proposed approach. The traditional EMT and FBG-based and
EMT-based catheter tracking methods are also implemented and
serve as a baseline against which the newly proposed approach
is compared to. The experimental results show that the new
estimation method outperforms the traditional approach in both
2D and 3D experiments.

The rest of the letter is organized as follows: Section II details
the newly proposed catheter tracking method. Experiments to
validate the proposed method are described in Section III. Fi-
nally, Section IV concludes the work and sketches some future
directions.

II. METHOD

FBG-based shape sensing methods rely on measured discrete
curvatures and bending plane angles along the length of a fiber.
These curvatures are obtained by employing an interrogator to
monitor the change in the reflected wavelength of each grat-
ing. A method to calculate the curvature and the angle of the
bending plane from the measuring wavelength shift is described
in Section II-A. In the traditional approach, the 3D shape of
the catheter in the FBG local coordinate frame {f} is then
reconstructed using the method proposed in [11]. Afterward, the
3D shape is localized in the fixed EMT coordinate frame {em} as
explained in [12] by using additional information from the EMT
sensors. The relation between {f} and {em} coordinate frames
is described in Fig. 1. The traditional 3D shape reconstruction
and localization process are briefly summarized in Section II-B.
In Section II-C, the newly proposed catheter tracking approach
is detailed.

A. Curvature and Angle of Bending Plane

Fig. 1(a) and (b) depict the construction of a multi-core FBG
fiber. A multi-core FBG fiber commonly has four cores. The
first core is located in the center and aligns with the neutral axis
of the fiber. There are three surrounding cores at a distance of
r from the central core. These cores are spaced 120° rotated
around the central core. Each core features the same number
of gratings distributed along its length. Each grating is a Bragg
reflector that reflects a particular wavelength of the incoming
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light while transmitting all others. The central wavelength of the
reflected light of each grating is named the Bragg wavelength
λB . The reflected wavelengths are measured by an interrogator
connected to the proximal end of the multi-core FBG fiber. The
wavelength of each grating varies depending on the change of
the surrounding temperature ΔT and the applied mechanical
strain ε. The measured wavelength shift is given by:

λB − λB0

λB0

=
Δλ

λB0

= Sεε+ STΔT, (1)

where Sε and ST are the strain and temperature sensitivity
coefficients of the fiber, respectively. λB0

is the unstrained Bragg
wavelength of the grating. The gratings in the central core are
only sensitive to axial strain and temperature variations. When
the axial strain is negligible, as is commonly the case with
catheters, the wavelength changes due to temperature variations
can then be computed from this central core. The bending strain
applied on the outer cores εBendi∈{2,3,4} can subsequently be
determined as follows:

εBendi∈{2,3,4} =
Δλi

λB0i
Sε

− Δλ1

λB01
Sε

. (2)

As such the multi-core fiber allows measuring three bend in-
duced strains per cross-section where a set of gratings is present.
These strains can then be used to calculate the curvature κFBG

and the angle of the bending plane θbFBG
at each measurement

cross-section. The relation between the bend induced strain, the
curvature, and the angle of the bending plane is given by:

εBendi∈{2,3,4} = −κFBGr sin

(
θbFBG

− 3π

2
− θi

)
, (3)

where r is the distance from the outer cores to the central core;
θi is the angle of the ith outer core and θbFBG

the angle of the
bending plane corresponding to the x-axis of the fiber (as shown
in Fig. 1(b). Moore and Rogge proposed a closed-form solution
for (3) in [14] given by:

κapp =
4∑

i=2

εBendi

r
cos θiî−

4∑
i=2

εBendi

r
sin θiĵ,

κFBG =
2|κapp|

3
,

θbFBG
= ∠κapp, (4)

where î and ĵ are the unit vectors along the x- and y-axes of the
fiber’s cross-section, respectively, as depicted in Fig. 1(b).

B. Traditional EMT and FBG-Based Catheter Tracking
Approach

A traditional FBG-based catheter tracking approach includes
two main steps. Firstly, the catheter shape is estimated in the local
coordinate frame that is defined here, without loss of generality,
to coincide with the most proximal grating of the fiber. The 3D
reconstructed shape of the catheter is then localized in the global
EMT coordinate frame by exploiting the information provided
by the attached EMT sensors. The 3D catheter shape estimation
process based on the discrete curvatures and the angles of the
bending plane is briefly discussed in Section II-B1. Section II-B2
describes the catheter shape localization process.

1) Traditional FBG-Based Catheter Shape Estimation: The
set of discrete curvatures and the angles of the bending plane are
first interpolated to improve the estimated shape and maintain
a quasi-continuous curvature profile along the catheter’s arc
length. Assuming that the entire arc length of the catheter is
discretized into u points, the sets of the interpolated curvatures
and angles of the bending plane are denoted as κFBGint

and
θbFBGint

, respectively. A continuous and differentiable space
curve can be used to represent the shape of the catheter. This
space curve is defined by curvatureκ(s) and torsion τ(s) profiles
with the arc length variable s that changes from s = 1 at the first
set of grating to s = u at the last set of grating. The torsion
τ(s) is the rate of change of the angle of the bending plane θb
along the fiber length. The interpolated curvature and torsion
profiles define how the tangent t, normal n, and binormal b unit
vectors (TNB frame) evolve along the arc length. The differential
Frenet-Serret formula [18] can be used to solve for the evolution
of the moving TNB frame. The position c(s) of each point along
the catheter shape can then be calculated by integrating the
tangent unit vectors as follows:

fc(s) =f c(1) +

∫ s

1

t(v)dv, (5)

where fc(1) is the position of the catheter’s base.
2) Catheter Shape Localization in EMT Coordinate Frame:

To localize the reconstructed 3D shape of the catheter in a fixed
EMT coordinate frame {em}, a spatial calibration step needs
to be done in advance. Since the relative pose of {f} versus
{em} may vary due to manufacturing. The following calibration
procedure can be conducted to retrieve this information. First,
the catheter is fixed at the level of the most proximal EMT sensor.
It is then bent in planar in two configurations symmetric with
respect to the straight configuration. The distance between the
first and second configuration of each corresponding point at a
given arc length along the 3D reconstructed shape is computed.
The travel distance of each point along the length of the recon-
structed shape is then compared to the travel distance of each
distal EMT sensor. This allows for devising the corresponding
arc length where each EMT sensor is located. After that, the
distance between the most proximal sensor to the distal EMT
sensors is calculated. This can be done when the catheter is in a
straight configuration. From the distance between the proximal
and the distal EMT sensors in the straight configuration and
the correspondence between the distal EMT sensors to the 3D
shape reconstructed shape, the correspondence of the proximal
sensor can then be estimated. Details on the spatial calibration
procedure can be found in [19].

Assuming that m EMT sensors are attached to the catheter
and the pose measured by each EMT sensor corresponds to
the pose of a point along the arc length of the FBG-based 3D
reconstructed shape fc(sEMTi

) where i = {1, . . .,m}, the 3D
shape of the catheter can then be localized in the EMT coordinate
frame. The correspondence arc length of the ith EMT sensor
sEMTi

is estimated by the above-mentioned spatial calibration
step. Each EMT sensor provides its location empei and its unit
tangent vector emtei in the EMT coordinate frame. A set of
poses (including position and tangent vector) provided by the
EMT sensors in {em} and their correspondences in {f} can
be used to obtain the transformation matrix em

f T e.g. by using
a point-to-point registration method [20]. This transformation
matrix then transforms the reconstructed shape from the local
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frame {f} to the fixed EMT coordinate frame {em} [12]. The
catheter shape in the EMT coordinate frame can be obtained by
emc(s) =em

f Tfc(s).

C. Proposed EMT and FBG-Based Catheter Tracking
Approach

The traditional method presented in the previous section
requires first reconstructing the shape. The EMT sensors are only
used to find the transformation matrix to map the reconstructed
shape to the EMT frame. In the newly proposed approach, the
catheter shape is directly reconstructed in the EMT coordinate
frame in a single step. The proposed approach uses the informa-
tion from the EMT sensors not only to localize the catheter shape
but also to improve the shape estimation. The catheter shape
is approximated by multiple Bézier curves. A Bézier curve of
degree n is specified by n + 1 control points and is defined as:

b(t) =

n∑
i=0

(
n

i

)
(1− t)n−itipci , (6)

where
(
n
i

)
are the binomial coefficients and t ∈ [0; 1]; pci are

the control points. The Bézier curve starts atpc0 and ends atpcn .
The two control points pc1 and pcn−1

lie along tangent vectors
at the starting and the end point.

Assuming that m EMT sensors spaced at regular intervals
are included along the length of the catheter, the catheter shape
between two consecutive jth and j + 1thEMT sensors can then
be approximated by a Bézier curve. The first control point pc0
and the last control point pcn of the Bézier curve between two
subsequent EMT sensors can be defined by empej and empej+1

,
respectively. An optimization problem can then be formulated to
find the remaining control points (pc1 , . . .,pcn−1

) by minimizing
the cost function

argminx=pc1
,...,pcn−1

αElength + βEκ (7)

where Elength is the error in the length of the estimated Bézier
curve. Theoretically, the length of the estimated Bézier curve
would be equal to the arc length between two consecutive EMT
sensors jth and j + 1th (denoted as lStraight). The arc length
lStraight can be measured by putting the catheter in a straight
configuration. The length error Elength is calculated as:

Elength = (lStraight − lEstimate)
2 (8)

The arc length of the estimated Bézier curve can be derived ana-
lytically [21] or via numerical integration. The error in curvature
Eκ is the difference between the curvature along the length of
the estimated Bézier curve κB and the curvatures obtained from
the FBG sensors over the corresponding section κFBGint

(s =
sEMTj

, . . ., sEMTj+1
). Given that the estimated Bézier curve is

discretized into ub points (ub = sEMTj+1
− sEMTj

), the error
in curvature Eκ between the jth and j + 1th EMT sensor can
be computed as:

Eκ =

sEMTj+1∑
s=sEMTj

(κFBGint
(s)− κB(t))

2 (9)

where t =
s−sEMTj

ub
. The curvature κB(t) of a parameterized

curve can be calculated as:

κB(t) =
||b′(t)× b′′(t)||

||b′(t)||3 (10)

Fig. 2. An example of fitting a catheter with three integrated EMT sensors by
3rd order Bézier curves. Here, two Bézier curves are utilized to approximate the
catheter shape. The first Bézier curve starts at empe1 and ends at empe2 . The
second Bézier curve starts at empe2 and ends at empe3 . The control points of
the first and second Bézier curve are colored in black and gray, respectively.

The scaling factors α and β regulate the relative weight between
Ellength

and Eκ. The optimization problem described in (7)
strives to identify the control points of a Bézier curve that aligns
in curvature with the curvatures measured by the optical fiber and
has the same length as the arc distance between two consecutive
EMT sensors.

In case the shape between two consecutive EMT sensors is
approximated by a Bézier curve of degree n, n− 1 control
points need to be solved. Each control point is defined by
three scalar values. Thus 3× (n− 1) variables are searched
for in the optimization problems. Since pc1 and pcn−1

are the
two control points that lie along tangent vectors at the starting
and end point, the set of optimization variables for a Bézier
curve of degree n is now reduced to 3× (n− 1)− 4 elements
x = {lstart, lend,pc2 , . . .,pcn−2

}. Then, pc1 and pcn−1
can

then be calculated as:

pc1 = pc0 + lstart
emtej

pcn−1
= pcn − lend

emtej+1

(11)

An example of fitting the catheter shape by 3rd order Bézier
curves is shown in Fig. 2.

The choice of the degree of the Bézier curve depends on the
complexity of the shape that the catheter can take on between
two consecutive EMT sensors. The higher degree Bézier curve
can represent more complex shapes. However, as the Bézier
curve’s degree increases, there are more control points that the
optimization problem solver must find. For this reason, this work
investigates only 3rd and 4th order Bézier curves.

Different solvers can be used to tackle this optimization
problem such as the trust-region reflective [22] or Levenberg-
Marquardt [23]. Most of the solvers accept an initial guess for
the value of each optimization parameter. The quality of the
initial guess impacts the ability to converge to a global or local
minimum and the speed of the convergence. To have a good
initial guess for the missing control points, it is proposed here
to use the traditional approach (presented in Section II-B) as a
first guess to estimate the catheter shape in the EMT coordinate
frame. The shape between two consecutive EMT sensors pro-
vided by the traditional approach is approximated by a Bézier
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curve. The control points of the approximated Bézier curve can
then be used as the initial guess for the optimization problem
solver. To approximate a segment by a Bézier curve, the matrix
form of the Bézier curve, based on the control points, can be
used. The control points of 3rd and 4th order Bézier curves can
be approximated by

⎡
⎢⎢⎣
pc0

pc1

pc2

pc3

⎤
⎥⎥⎦=

⎛
⎜⎜⎝[

t3 t2 t 1
]
⎡
⎢⎢⎣
−1 3 −3 1

3 −6 3 0

−3 3 0 0

1 0 0 0

⎤
⎥⎥⎦
⎞
⎟⎟⎠

+

emc

(12)
and⎡
⎢⎢⎢⎢⎢⎣

pc0

pc1

pc2

pc3

pc4

⎤
⎥⎥⎥⎥⎥⎦
=

⎛
⎜⎜⎜⎜⎜⎝
[
t4t3t2t1

]
⎡
⎢⎢⎢⎢⎢⎣

1 −4 6 −4 1

−4 12 −12 4 0

6 −12 6 0 0

−4 4 0 0 0

1 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎠

+

emc, (13)

respectively where tub×1 =
[

1−1
ub−1

2−1
ub−1 . . . ub−1

ub−1

]T
. The

matrix emc is a ub × 3 matrix that contains the catheter shape in
{em} (corresponding to the arc length s = sEMTj

to sEMTj+1
)

estimated by the traditional method.

III. EXPERIMENTAL VALIDATION

Both 2D and 3D experiments are performed to verify the
proposed method. In the 2D experiment, optical markers are used
with a camera to generate ground truth shapes. An advantage of
the 2D experiment is that it allows for examining the accuracy of
our proposed catheter tracking method in different cases (using
different numbers of integrated simulated EMT sensors) with
minimal effort in preparing different catheters at this stage. This
is only feasible in the 2D experiment since each optical marker
offers a location as well as a tangent vector. However, in practical
situations, the catheter is often bent into 3D shapes. Due to
this reason, 3D experiments are also performed. Unlike the 2D
experiment, ground truths in the 3D experiments are acquired by
fiducials attached along the fiber length tracked by a 3D real-time
optical tracking system.

A. 2D Experiment

To verify the proposed catheter tracking approach and com-
pare it with the traditional FBG-based catheter tracking method,
a dilator (Abbott, USA) with an embedded multi-core FBG fiber
(FBGS, Geel, Belgium) in the central channel has been prepared.
The schematic of the sensorized dilator is shown in Fig. 3(a).
The fiber includes four cores. Each core features 24 gratings
with a spacing of 23.5 mm between each set of gratings. With
this configuration, the fiber is able to sense a 540 mm long shape.
There are 15 optical markers attached along the dilator’s length
with a spacing of 20 mm. In the 2D experiment, the dilator is
bent into different shapes on the 2D plane. An overhead monoc-
ular camera (Prosilica, Allied Vision Technology, Germany) is
positioned above the setup, facing downwards, to capture the
dilator’s shape. The recognized shapes in the images are used as
the ground truth. The dilator is supported on a plexiglass plate to
ensure that the bending is in a plane parallel to the image plane.

Fig. 3. Schematic in (a) shows the dimension of the sensorized dilator and
how the multi-core FBG fiber is integrated. (b) The experimental setup for the
2D experiment includes the sensorized dilator, a monocular camera to capture
the 2D shape of the dilator, a fan-out (to guide light from a four-core fiber into
four separate channels), and an interrogator.

An interrogator (FBG-scan 908 EP) from FBGS is used to record
the wavelength shifts during the experiments. The experimental
setup for 2D experiments can be seen in Fig. 3(b).

Since the dilator only experiences in-plane bending, it is
straightforward to use optical markers to simulate the EMT
sensors. In the first case, three optical markers (the 1st, 8th
and 15th marker) are used to simulate EMT sensors and to
reconstruct the shape of the dilator while in the second case, four
optical markers (the 1st, 5th, 10th and 15thmarker) are used. In
both cases, the shapes between two consecutive optical markers
are approximated by 3rd and 4th order Bézier curves. Simple
color segmentation is used to recognize the optical markers in the
image frame. The position of the optical markers is defined as the
centroid of the contour of each marker. The ground truth shape
is obtained by fitting a B-spline curve to the set of positions
of all optical markers. The tangent vector of each marker is
calculated by taking the first derivative of the fitted B-spline
curve. A known-size checkerboard is used to find the scale factor
that allows transforming the recognized ground truth shape from
pixel to mm scale. A sequence of the ground truth generation
process is visualized in Fig. 4.

Using the measured wavelength shifts and the marker poses,
the traditional and the proposed catheter tracking approaches are
applied to estimate the shape of the dilator in the image coordi-
nate frame. The EMT-based shape sensing method presented in
previous work [5] is also implemented to estimate the catheter
shape. The performances of the three methods are compared via
shape estimation error for each dilator’s configuration. The shape
estimation error is calculated by the mean and max distance
between each point along the length of the estimated shape to
the closest point from the ground truth shape. The closest points
between two sets of points can be found by using the MATLAB
(The MathWorks, Inc., Massachusetts, United States) function
dsearchn.
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Fig. 4. An image captured by the camera is visualized in (a); (b) color
segmentation is applied on the input image to segment the contour of the optical
markers; (c) the centroids of the contours (red markers) of the optical markers
are defined as the optical marker positions in the image coordinate frame; (d)
the set of positions of all optical markers are approximated by a B-spline curve
(blue). This B-spline curve is used as the ground truth shape. The tangent vectors
(cyan) are calculated by taking the first derivative of the approximated B-spline
curve.

Fig. 5. The 3D experiment setup contains the EMT field generation, fusion-
Track 500 system, and a multi-core FBG fiber stylet. Three EMT sensors
and six spherical fiducials are attached along the length of the stylet. The
registration fiducial is used to register between the EMT coordinate frame and
the fusionTrack coordinate frame.

B. 3D Experiment

In the 3D experiment, a multi-core FBG stylet from FBGS has
been used. The stylet includes a multi-core FBG fiber inserted
into a Nitinol tube. The fiber contains four cores each core
includes 39 gratings with a spacing of 14 mm. This multi-core
fiber allows measuring a shape of 532 mm long. Three EMT
sensors are attached to the stylet at approximately the 1st,
20th, and 39th grating by means of 3D printed fixtures. The
stylet has six spherical fiducials spaced evenly over its length.
The 3D positions of these spherical fiducials can be tracked
by a real-time optical pose-tracking system - fusionTrack 500
(Atracsys, Puidoux, Switzerland). The 3D experiment setup is
described in Fig. 5.

In this experiment, the stylet is bent into different config-
urations. The 3D shape of the stylet is reconstructed in the
EMT coordinate frame by both the traditional and the proposed
method using the information provided by the FBG fiber and the
three EMT sensors. The 3D positions of the fiducials recognized
by the fusionTrack system (accuracy of 0.09 mm) are used as
ground truth. The EMT coordinate frame and the fusionTrack
coordinate frame need to be registered in advance. To register
these two coordinate systems, a registration fiducial has been
prepared. This registration fiducial features an EMT sensor
inserted into the central channel of the spherical fiducial. The
registration fiducial is manually moved in the tracking space of
the EMT system and the fusionTrack system. The registration
fiducial’s 3D positions in the two coordinate frames are utilized
to find a transformation matrix to map the position in the
fusionTrack coordinate frame to the EMT coordinate frame.
The transformation matrix is found by using a point-to-point
registration method [20]. Three catheter tracking approaches
including a pure EMT-based approach (presented in [5]), the
traditional approach (EMT+FBG), and the newly proposed ap-
proach (EMT+FBG) are used to estimate the stylet shape. The
shape estimation error is calculated by the distance between
each spherical fiducial’s position to its closest point from the
reconstructed shape.

C. Results and Discussion

The experimental results of the 2D experiment are shown in
Fig. 6. In the 1st case, three pose sensors are used while in the
2nd case, four pose sensors are used. The shapes estimated by
both the traditional and the proposed method using four pose
sensors are shown in Fig. 6(a)–(f). For each case, the shape
reconstruction error of the traditional method, the proposed
method using 3rd order Bézier curve and 4th order Bézier curve,
and the EMT-based method are presented in green, orange,
cyan, and magenta in Fig. 6(g) and (h), respectively. Exper-
imental results show that the proposed method improves the
tracking accuracy by approximately 50% and 70% (compared
to the traditional method) in the case where three and four
pose sensors are used, respectively. The largest difference in
the shape tracking error between using the 3rd and 4th order
Bézier curve can be seen in the 5th shape (Fig. 6(e)) where
three pose sensors are used. This is due to the fact that an nth
order Bézier curve can only change direction along an axis
at most n− 1 times. Hence, a 3rd order Bézier curve cannot
properly represent the shape of a segment with more than two
direction changes. The average shape tracking error when three
and four pose sensors are used together with FBG are 2.4 mm
and 0.9 mm, respectively for a 540 mm sensed length. It can
be seen that the purely EMT-based catheter tracking approach
does not provide consistent accuracy compared to the EMT and
FBG-based approaches. The EMT-based shape sensing accuracy
varies depending on the complexity of the catheter shape. This
conclusion is in line with our previous work [5].

The 2D experimental results have shown that the 4th order
Bézier curve outperforms the 3rd order Bézier curve in recon-
structing a complex dilator shape. For this reason, only 4th order
Bézier curve is used to estimate the 3D shape of the stylet in the
3D experiment. In the 3D experiment, the FBG stylet is bent
into four configurations. The shape estimation results using the
traditional method, the newly proposed method with a 4th order
Bézier curve and the EMT-based method are shown in blue,
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Fig. 6. Reconstructed shapes in the image coordinate frame of the 2D experiments using four pose sensors can be seen in (a)–(f). The shapes reconstructed by
the traditional method (EMT+FBG) is shown in green while the shape reconstructed by the proposed method using 3rd and 4th order Bézier curves (EMT+FBG)
are shown in orange and cyan, respectively. The shapes estimated by the EMT-based method are shown in magenta. The blue curves show the ground truth shape.
The red circles are the tracked optical markers. Fig. (g) and (h) show the error (in mm) of the traditional method (EMT+FBG), the proposed method (EMT+FBG),
and the method in which only EMT sensors are used in two cases - using three pose sensors (1st case) and using four pose sensors (2nd case).

Fig. 7. Reconstructed shapes together with the fusionTrack fiducials of the
3D experiment are expressed in the EMT coordinate frame. The shapes re-
constructed by the traditional method (EMT+FBG) are shown in blue while
the shapes reconstructed by the proposed method using 4th order Bézier
curves are shown in orange (EMT+FBG). The yellow curves show the shape
estimation results by using only EMT sensors. The fusionTrack fiducials (green)
are transformed to the EMT coordinate frame using the transformation matrix
obtained from the pre-registration step.

orange, and yellow in Fig. 7, respectively. The mean and max
shape reconstruction errors of the three methods are reported
in Table I. The 3D experimental results show that by using
the proposed method, the shape tracking accuracy increases by
38% compared to the traditional method. Our proposed method
outperforms the EMT-based catheter tracking method by 55%.
Currently, the proposed algorithm is implemented in MATLAB
and can run at 10 Hz and 4 Hz in the case of the 3rd and
4th order Bézier curve, respectively. Solving the optimization
problem for the control points is the most time-consuming task
in the proposed shape tracking algorithm. The processing time,
however, can be reduced by using parallel computing [24] while
solving the optimization problems. It is worth mentioning that
one does not expect too fast shape variations in this sort of ap-
plication. According to [25], the most frequently used framerate

TABLE I
THE MEAN AND MAX ERROR OF THE RECONSTRUCTED SHAPES IN THE 3D
EXPERIMENT USING THE TRADITIONAL METHOD(EMT+FBG), THE NEWLY

PROPOSED METHOD WITH 4th ORDER BÉZIER CURVE(EMT+FBG) AND THE

METHOD IN WHICH ONLY EMT SENSORS ARE USED

of fluoroscopy for traditional minimally invasive procedures is
7.5 Hz. The current implementation of our proposed method in
case of 3rd order Bézier curve is already equally fast (but does
not cause radiation). One can note that the shape tracking error
of the traditional FBG-based shape sensing method reported
here is significantly larger than other results reported in the
art [10], [11], [12]. This is due to the fact that in these works, the
reconstructed shape is typically aligned with the ground truth
by means of a point cloud registration (Iterative Closest Point
algorithm [26] or point-to-point registration method) before the
shape sensing error is calculated. These point cloud registra-
tion methods actively reduce the error between the estimated
shape and the ground truth. Unlike these previous works, the
shape tracking frame (EMT coordinate frame) and the ground
truth frame (fusionTrack frame) are pre-registered and we do
not resort to ICP. One of the disadvantages of the traditional
FBG-based shape sensing method is that the largest shape
sensing error normally appears at the tip of the fiber. This
problem is caused by the fact that the shape is reconstructed
by integrating the measured curvatures along the fiber length.
The here proposed method does not suffer from this problem.
The fiber shape is now approximated as a set of Bézier curves
where the tip and the base pose of each segment are defined
by EMT sensors. The proposed algorithm is general and can be
applied to catheters with different numbers of integrated EMT
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sensors. The 2D experimental results show that by increasing
the number of the integrated EMT sensors, the shape tracking
accuracy tends to improve as shown in the 2D experiment (20%
improvement when using four pose sensors compared to using
three pose sensors).

IV. CONCLUSION

In this letter, a new approach to track the 3D shape of the
catheter using information provided by a multi-core optical
fiber and a certain number of EMT sensors is proposed. The
new approach reconstructs the catheter shape by approximat-
ing the catheter by a set of Bézier curves. Unlike the tradi-
tional FBG-based shape tracking method, where the FBG-based
reconstructed shape is localized in a global frame using a
point-to-point registration method, the proposed catheter shape
tracking method directly reconstructs the catheter shape in the
EMT coordinate frame. By approximating the catheter shape
by multiple Bézier curves, the problem of the largest shape
sensing error appearing at the tip of the catheter can be avoided.
Experiments in 2D and 3D have been done to verify the proposed
method. The EMT-based method and the traditional EMT and
FBG-based shape tracking method are also implemented to serve
as a baseline. The results of the 2D experiment show that the
proposed approach outperforms the traditional approach. The
performance increases by approximately 50% and 70% in the
case of three pose sensors and four pose sensors are used,
respectively. The same pattern can be seen in the 3D experiment
where the new method improves the shape tracking accuracy
by approximately 38% compared to the traditional method. The
combination of multi-core optical fiber and EMT sensors allows
real-time tracking of the catheter during the procedure with high
accuracy. The proposed approach may eliminate the need for
fluoroscopy, therefore lowering harmful radiation exposure to
both patients and clinicians. Animal tests will be done in the
future to evaluate the performance of the proposed shape sensing
algorithm.
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