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Abstract

In this thesis we propose a novel memory architecture design that is robust to
frequent memory failures targeting next generation low power embedded system.
We explore the how the architecture works and perform detailed evaluations to
show that our system achieves better performance than the state-of-the-art.
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Preface

There have been many advances in the computing sector. A fingertip-sized
processor now has more computing capabilities than a full-room-sized computer
30 years ago. But the same cannot be said for the power management sectors.
To power that fingertip-sized processor, we still need a large block of battery or a
constant power supply. This dependency on the power supply can be ignored for
many devices, but when we venture into the IoT domain, it plays a significant
role. If IoT devices must depend on on-device power sources, the usability
decreases and the environmental impact increases a lot. Battery-based systems
require regular maintenance and are more difficult to dispose of. The harvesting
of energy from nature provides a huge steppingstone for such systems.

Intermittent computing refers to a system in which the power supply is not
constant. Devices that are said to run intermittently depend on sources of energy
that can be harvested from the environment. Such a system requires dedicated
hardware and software support to be functional. The motivation behind this
work is to design the software and hardware framework for an intermittent
system that supports a cache-memory hierarchy.
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Chapter 1

Introduction

With the current boom in the Internet of Things (IoT) sector, accelerated by
the ramping up of 5G deployment [66], the number of embedded IoT devices
is increasing rapidly [9]. As the number of IoT devices increases, the concern
for the sustainability of their deployment also increases [62]. Batteries are one
of the primary artifacts in reducing the sustainability of devices [72]. They
must be replaced every fixed period [22], they are a fire hazard [25] in deploy-
ment scenarios such as forests and are a burden on the environment when not
properly disposed of [26]. Batteries also increase their temperature as the load
increases [35] preventing them from performing computationally intensive tasks
in heat-sensitive environments (think of a smart contact lens [36]). Batteries
have limitations in evolving space technologies also where nano-satellites are
removing them for consuming extra volume and low stability [20]. A potential
solution is to completely renounce batteries and use a system in which energy
harvested [65] from ambient sources is the sole power supply.

Intermittently-powered devices [58] use energy harvested from natural sources
such as the sun, electromagnetic radiation, geothermal energy, etc. However,
since such energy sources are inherently unpredictable and result in random
power failures [56], the system must recover and continue to make progress.
Consider an example system [64, Section 3A] with an energy harvesting source
of 20 µW/cm3, a capacitor of 46 µF and a consumption energy of 1 µJ. It takes
22 seconds to charge and perform a set of calculations, and then the system
must harvest energy again for 22 seconds before continuing. In this cycle, the
system is completely devoid of power. To become a viable alternative to a
battery-based system, intermittently-powered systems must be wrapped with a
layer of software and hardware support which, by saving the program progress
in a Non-Volatile Memory (NVM), provides an option to recover and resume
execution from the saved state in case of power failure.

NVM—since persistent—can be used to intelligently save the state of programs
with mitigating actions such as backups and rollbacks of the stack, registers,
and other volatile components. But copying all the volatile states is inefficient
and consumes precious limited energy. An alternative is to use NVMs to replace
volatile components in memory hierarchies. Various works explore this approach,
for example, [61] uses a Magnetoresistive Random Access Memory (MRAM) for
ultra-low power IoT devices, [70] proposes a consistency-aware checkpointing
scheme, [55] develops a scheduler for Non-Volatile Processor (NVP) (which is
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Figure 1.1: An overview of NACHO architecture. The system is divided
into two units - compilation and execution. The compilation unit
creates the binary which acts as an input to the execution unit. The
data cache and the cache controller implement NACHO’s logic. Blocks
with colored outlines are proposed as a part of NACHO

when all the components in the system are non-volatile) and [63] proposes a
custom memory hierarchy based on NVP.

However, using NVM as main memory is not straightforward; it introduces a
set of consistency problems caused by Write After Read (WAR) memory accesses.
Figure 1.2 explains how WARs occurs when there is read access to a memory
location followed by write access to the same location. The system must ensure
memory consistency by identifying and mitigating the occurrence of WAR.

WAR example

R
W

Reg1=∅; a=4;

Reg1=4; a=5; Reg1=5; a=6;

initial state

before power off aer re-execution

correct: a=5; error: expected a=5; 

incorrect aer re-executionpower off locationrestore location

Reg1=∅; a=5;
aer restart

2

1 3

4
Reg1 = a
a = Reg1 + 1
-power off-

...

...

Figure 1.2: A simple example showing how a memory sequence in which
a read is followed by a write can result in an inconsistent state after a
power failure. The register Reg1 is volatile and a is a memory location
in the non-volatile memory.

An example of such mitigation adopted by some work [74, 47, 45, 17, 42] is the
use of task-based programming constructs. The programmer divides the code
into small logical blocks of computations called tasks, and each task is performed
atomically whenever enough energy becomes available. Although highly efficient,
these solutions require the intervention of the programmer [39, Section 5.4] and
therefore cannot be used for legacy code without significant modification of the
source code [68]. Also, the programmer must dimension the impotent code for a
specific energy budget, which means that they need to rewrite the tasks when
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the target energy harvesting environment changes. Checkpoints [71] remove
this dependency on the programmer. They automatically store the state of the
program in non-volatile memory and restore them in the event of power failure.
But, they are slower than tasks-based approach.

Some systems create checkpoints dynamically where a dedicated monitor
checks the available energy for computation. If that drops below a certain
threshold, a checkpoint is created. This method, termed Just In Time (JIT)
checkpointing [67, 13, 12, 33] is, in essence, driven by the decreasing availability
of energy. This makes it highly efficient as checkpoints are created only when
needed, but they can lead to corruption. Any assurance of incorruptibility hinges
on the prediction of energy consumption, which is inherently variable and can
lead to system failure without proper backup [16, Section 2.2.2]. On the contrary,
other systems incorporate a static method to create checkpoints. These are
primarily compiler-based techniques in which the placement of checkpoints is
determined during the compilation stage. Instead of energy availability, these
are driven by different forms of code analysis [68, 70, 71, 76]. Unlike JIT, these
systems ensure that the program does not get corrupted in any possible scenario.
However, to do so, they often over-instrument the code with checkpoints. which
makes them slower than JIT. Works like [30, 59], a dedicated hardware module
has been introduced to perform memory tracking and control the placement of
checkpoints during run-time.

To be as energy-efficient as possible, the goal is to maximize the computations
for a given burst of energy. In addition to computations, the system must also
create checkpoints to ensure intermittency. Few systems use different physical
memory technologies such as FRAM [11], STT-RAM [40, 51], NV-SRAM [41],
while others propose a form of resource-adaptive architecture, such as changes
in execution pipelines to optimize and dynamically allocate power budget [46]
and explore single-level cell (SLC) or multi-level cell (MLC) NVM [77]. This is
especially energy-inefficient when the nature of placement is static, as the system
creates checkpoints based on the code rather than on the energy availability.
Both the size and the number of checkpoints contribute to this overhead.

1.1 Problem statement

However, this act of creating checkpoints consumes a lot of energy and execution
time [17]. Looking at the results of a recent work [38, Figure 4], even the most
optimized solution has double the execution time compared to native unmodified
binaries without checkpoints. The higher the number of volatile components
(such as main memory, registers, peripheral states, etc.), the greater the energy
requirement for a checkpoint. For example, a volatile system consumes 445 µJ,
while the non-volatile system consumes only 23.1 nJ [64] for a backup operation.
However, completely sacrificing volatile memory and using only NVM, while
resulting in a decrease in checkpoint energy consumption, significantly increases
the cost of normal read and write operations, both in terms of energy and
time [44, 34]. There is a need for a balance between volatile and non-volatile
components.

Some works try to achieve this balance by reducing the size of checkpoints
while still using volatile components, i.e., a mixed-memory model [39, 48, 30].
Another direction is the use of a volatile data cache, which decreases the cost

3



of writing to the NVM. However, integrating a cache with intermittent systems
is not straightforward. The system still needs to address WAR hazards, which
become even more complicated in the presence of cache [75] as the cache delays
the actual write-back to NVM. The cache eviction policy that determines which
cache block must be evicted to make space for a new block, needs to be aware of
when the checkpoint is going to happen and how to proceed whilst maintaining
consistency. Furthermore, since the cache is a volatile entity, it must be written
to NVM before a checkpoint. These models can also be intelligently managed,
for example, by a virtual memory manager that assigns variables to volatile or
non-volatile memory [49].

Traditionally, low-power embedded systems, such as those based on STM [3, 4],
MSP [2], ESP [1] based, have not had a cache. Since the SRAM memories onboard
these systems are already fast, having a cache does not provide significant
improvements in access speed. Furthermore, caches do not work well with real-
time systems [27] without specialized cache management. However, this changes
when we consider caches for intermittent systems where NVMs are used. Using a
small data cache between the processor and NVM leads to a reduction in NVM
accesses that can provide significant energy savings. Also, since intermittent
systems themselves do not work well with real-time systems [19], having a cache
is no longer a deterrent but rather advantageous.

PROWL [31] uses a different replacement policy (cuckoo hashing) and the
associativity of the cache (skew associative) system to decrease the number of
checkpoints in the system. But using such a computationally intensive cache
architecture consumes more energy, is complicated to implement, and is highly
inflexible for adapting to different systems. ReplayCache [75] discusses that the
“stores” are not synchronous if a system uses a data cache. So, ReplayCache
“replays” all “stores” in a fixed code region after an event of power failure, thus
restoring the cache state to what it was before. In our interpretation, it is a
modified version of a redo log [52] that incorporates the cache. Furthermore, they
only support JIT checkpointing; therefore, they cannot provide any guarantee
of program incorruptibility. In a very recent work [14] the authors propose a
memory renaming approach in which dirty blocks that are evicted from the cache
are renamed to avoid causing idempotency violations. Although they achieve
performance gains, the sacrifice comes in terms of the use of additional and
dedicated hardware components and the increase in the space complexity of
NVM, which outweighs the gains in our opinion.

1.2 Research Question

Based on the above discussion, our opinion is that there is still a gap between
current state-of-the-art and an efficient cache-based intermittent-system. To
bridge that gap, there needs to be a system that closely integrates the hardware
and software support system while providing an efficient solution to handle
intermittency. This leads to the research question: How to design an efficient
intermittent system without complicated hardware support systems
and without the need for programmer intervention?
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1.3 Fundamental insight

To address this research question, we take a different position. We argue that
a mixed-memory model with a simple addition of a cache will not solve the
problem. We rethink the fundamental way in which a cache can be integrated
into an intermittent system. We propose a design in which a data cache is very
closely integrated with the intermittent system. We use the data cache to
detect WAR during program execution. Furthermore, we use the cache to
detect memory patterns that increase the accuracy in detecting WARs.
Using this as the fundamental building block, we improve both performance
and energy consumption while ensuring forward progress with guarantee of
incorruptibility, compatibility, and not adding any additional hardware
components.

1.4 Contributions

In this paper, we present NACHO a compiler and hardware co-design in which we
tightly integrate a data cache into an intermittent system. NACHO uses a volatile
cache to reduce NVM accesses and also to detect possible WAR hazards that may
arise from frequent power failures. Due to the close integration with the system,
NACHO mitigates the need to use additional HW components, as well as the
need to modify the program binary. It detects and prevents data inconsistency
by using the inherent properties of how a cache accesses memory. On top of
this, we implement optional efficiency improvements by closely incorporating the
compiler into the system as well. NACHO is a complete intermittent framework
without the need for programmer intervention. Our solution can work with
both the JIT [67] and static [68] checkpoint-based paradigms. It can be used
with any form of cache architecture with any choice of cache block replacement
and placement policies. Furthermore, NACHO ensures that the system remains
incorruptible. No sequence of power availability can cause the system to
deviate from the correct execution.

We can conceptualize our solution through these three novel ideas.

1 We incorporate a data cache and use it to detect and handle WAR hazards
by dynamically initiating checkpoints. We also group cache evictions in
such a way that they can be handled by a single checkpoint, thus reducing
the number of checkpoints required.

2 Among the WAR hazards, we detect and separate “safe” and “unsafe”
writes using the cache. Thus, only “unsafe” writes require a checkpoint.
By doing so, we further reduce the number of checkpoints and NVM
accesses.

3 We introduce “compiler hints” in which, using a specific set of compiler
analysis, the cache marks certain unsafe writes as safe. These compiler hints
work in tandem with the cache controller to further reduce checkpoints
and NVM accesses.

To the best of our knowledge, this is the first software system that uses a
hardware software co-design with a data cache for an intermittent system.
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Chapter 2

Related Work

In this section, we explore how caches work with an intermittent system and
provide motivation towards our research.

2.1 Existing Intermittent Systems

Hibernus [13] and Hibernus++ [12] employ specialized hardware support to
monitor the energy left. Whenever it falls below a threshold, both systems react
by firing an interrupt that preempts the application and forces the system to
take a checkpoint. Thus, checkpoints may take place at any arbitrary point in
time. Both systems copy the entire memory area, including unused or empty
portions, into NVM.

MementOS [58] and HarvOS [15] employ compile time strategies to insert
specialized system calls to check the energy buffer. Checkpoints occur proactively
and only when the execution reaches one of these calls. During a checkpoint,
every segment used in main memory is copied to NVM regardless of changes
since the last checkpoint.

There do not seem to be any recent hardware and software approaches that
tackle the efficiency of checkpointing systems. The most recent is So Far So
Good [73] which is a software-only approach. It proposes a software-only approach
where the system uses an exploration-and-achieve kind of approach. The program
runs until the power goes down and then places a checkpoint sometime before
the power failure point in the next run. Feels too optimistic about the possibility
of performance loss.

Software only Software + Hardware Hardware only
So Far So Good Clank A 3us wakeup timer
Alpaca Hibernus++ A NV controller
Chain Hibernus TCCP
Incremental Checkpoint Mementos
Ratchet QuickRecall
DINO

Table 2.1
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There is another class of approach wherein the solution focuses on approxima-
tion to overcome the intermittency in power. In What’s Next [23] an approximate
calculation is used in the case of power failure, which is then improved if more
power is available.This contrasts with a more traditional all-or-nothing computing
approach.

DICE [8] aims to improve the amount of data that are written to NVM memory.
It works with existing systems, and instead of copying the full data to the NVM,
it copies only what is the differential between the current and the last checkpoint.
iCheck [43] addresses systems that do not even have a capacitor. They use
ambient energy analysis to predict power cycles with a certain probability and,
accordingly, place checkpoints.

Table 2.1 shows the various different works categorized by the nature of the
solution they provide. None of the software and hardware co-design solutions
are recent.

2.2 RISC-V based Intermittent Systems

Most of the intermittent research is done on ARM or MSP430-based microcon-
trollers. Some distantly related research publications use RISC-V to evaluate
their work. In Failure Sentinels [67] a low-power voltage monitor system is
developed which is then run in a RISC-V system. Almost similar to the above,
in Freezer [54] a non-volatile memory system is evaluated using a RISC-V-based
microcontroller. In a somewhat tangential direction, [60] proposes a fault-tolerant
RISC-V embedded system for use in space (intermittent power can be considered
as ‘fault’).

Table 2.2: State-of-the-art intermittent systems with cache support.

system
compiler
enhanced

legacy
compatible

RISC-V
support

supports
JIT

No extra
HW

Clank [30] ✗ ✓ ✗ ✓ ✗
PROWL [31] ✗ ✓ ✗ ✗ ✓
MEMIC [63] ✓ ✗ ✗ ✓ ✗

ReplayCache [75] ✓ ✗ ✗ ✓ ✓
COACH [32] ✓ ✗ ✗ ✓ ✗
NVMr [14] ✗ ✓ ✗ ✓ ✗

NACHO ✓ ✓ ✓ ✓ ✓

system
supports

cache
cache arch
agnostic

reduces
NVM

accesses
incorruptible

Clank [30] ✗ ✗ ✗ ✓
PROWL [31] ✓ ✗ ✗ ✓
MEMIC [63] ✓ ✗ ✓ ✗

ReplayCache [75] ✓ ✓ ✗ ✗
COACH [32] ✓ ✓ ✗ ∼ †

NVMr [14] ✓ ✓ ✓ ✓

NACHO ✓ ✓ ✓ ✓
† The work relies on existing checkpointing strategies, thus it can be as incorruptible as
the choice of strategy.
Yes (✓ ) No (✗ ) Partially (∼ )
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2.3 Caches in Intermittent Systems

The primary challenge of having a cache is addressing volatility. The state of the
cache has to be saved to a non-volatile memory location, and various works have
taken various different approaches in doing so. Table 2.2 shows the different
features of all the related work compared to our system.

Changing the cache

Some works present a modified cache that supports or enables intermittency in
some way. Modification can be in the cache architecture, placement/replacement
policies, in the way the cache responds to intermittency, and in how closely knit
the cache is to the system.

PROWL [31] uses a custom replacement policy and the associativity of the
cache system to decrease the number of checkpoints in the system. The basis of
their proposal is to mask the need for more checkpoints by delaying the eviction
of a dirty cache block. As long as the dirty cache block has not been evicted,
the main memory will not record the value, and there will be no consistency
problems in the event of power failure. A detailed analysis is provided below in
Section 2.3.1. What we do in NACHO is similar, but has key differences.

ReplayCache [75] discusses that “stores” are not synchronous if a system uses a
data cache. They can happen independently of the code flow. For an intermittent
system, this causes a problem because there is no way to know whether a given
“store” has been evicted from the cache to memory. So, ReplayCache “replays” all
stores in a fixed region of code after an event of power failure, thus restoring the
cache state to what it was before. It is a case of a redo log [52] that incorporates
the cache. A detailed analysis is provided below in Section 2.3.2.

Our solution NACHO incorporates cache very closely with the system, but
retains the flexibility to configure without affecting intermittent capability.

Using hybrid memory

Other works use a hybrid memory architecture designed specifically to handle
intermittency.

COACH [32] and MRAM-based [61] use parallel memories to effectively create
live backup. Although elegant, these proposals lead to higher energy consumption
and higher complexity of the design.

In [71, 69] the authors propose another approach in which the cache has a
set of volatile ways and a set of non-volatile ways. In [57] a new SVN-RAM
memory architecture is presented. Although these works claim to improve energy
efficiency, they do not address any consistency approach.

Clank [30], which does not use a cache, but is interesting to explore, as it uses
dedicated memory tracking hardware that detects data inconsistencies during
execution time. In NACHO we do something similar, but we do not use such
dedicated hardware. Instead, as we explain in Section 4.1, we intelligently use
the cache to perform consistency detection.

In a very recent work [14] the authors propose a memory renaming approach in
which dirty blocks that are evicted from the cache are renamed to avoid causing
idempotency violations. This approach uses a section of the NVM as a map
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table, a corresponding map table cache, and adds filters to the data cache to
facilitate renaming. Although they reduce NVM accesses, the sacrifice comes in
terms of using extra, dedicated hardware components and consuming more space
in the NVM. Our solution achieves this without the above-mentioned pitfalls.

2.3.1 Analysis - PROWL

PROWL uses a combination of a replacement policy and the associativity of
the cache system to decrease the number of checkpoints in the system. Then it
compares the proposal with three (four) different approaches and presents the
results. The three (four) approaches are as follows.

• QuickRecall [33] - known as Unified NVM - has no cache but uses JIT

• Ratchet [68] - Offline approach of putting checkpoints

• Clank [30] - Online approach by detection of idempotent sections

• (Similar to what they propose but using a LRU replacement policy)

The basis of their proposal is to mask the need for more checkpoints by
delaying the eviction of a dirty cache block. As long as the dirty cache block has
not been evicted, the main memory will not record the value, and there will be no
consistency problems in the event of a power failure. The way they achieve this
is by proposing a cache replacement policy and a cache controller that integrates
the checkpointing with the policy. Their primary idea is to continue searching
on the ’ways’ of the cache until a block is found to keep the dirty block. This
idea of re-hashing is called cuckoo hashing. If there are no blocks available to
store the dirty block, it is evicted to the main memory, and a checkpoint signal
is raised. They also specify which family of hashing function they use to ensure
maximum efficiency.

There is no need to restore the cache data, as there is always a checkpoint to
ensure whenever a block is written to the main memory. This idea is similar to
a delayed write-back, but applied to a cache system. Their result consists of the
following takeaways.

• Increases energy efficiency by reducing the number of accesses to NVM

• Increases energy efficiency by reducing the number of checkpoints

• Improves the average response times

• Improves the cache load factor (utilization of cache)

2.3.2 Analysis - ReplayCache

ReplayCache enables intermittent systems to efficiently use data caches. To
better understand the proposal in the research, a discussion of the problem
of having caches needs to be highlighted. Having data caches means that the
“stores” are not synchronous anymore. They can happen independently of the
code flow. For an intermittent system, this causes a problem because there is
no way of knowing whether a given store has been evicted from the cache to
the memory or not. If this information is not known, there is a risk of memory
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inconsistency in the event of power failure. An obvious solution to this is to use
NVM caches. But that results in high latency and high-power consumption - both
of which are detrimental to intermittent computing. The paper in consideration
provides a solution in which a SRAM (volatile) cache-based system is designed to
be intermittent capable using a software-only technique. The proposed solution
works with existing systems; QuickRecall [33] and NVP [61] are used.

The primary idea is to “replay” all the stores in a fixed code region after an
event of power failure. Therefore, the “stores” in that region are saved during
the compile time in a statically allocated memory region. The code region is
divided so that the number of registers used for the stores is not overwritten and
thus remains consistent.

In power failure recovery (after the existing checkpoint restoration), the saved
stores are re-executed. Once that is done, the program state returns to a
consistent state, and flow can continue. This solution is claimed to be the first
software-based approach to enable volatile caches in intermittent systems. The
analysis and results presented in the paper compare the performance with various
other cache-based systems.

2.4 Chipyard

To evaluate the implementation of new ideas, it is important to use a suitable
and capable platform. One of such a platform is Chipyard [10] which is an open
source framework for the agile development of chisel-based systems on a chip.
The framework takes into input the processor description written in Rocket Chip
(Chisel) along with the description of peripherals and computing components.
Then it produces the Verilog output, which is emulated through the Verilator
emulator. The Chipyard and Rocket Chip Generator are both open source and
can thus be used in future research.

We used Chipyard to evaluate our proposed designs in the early phase of
implementation. But as the complexity of the design grew, it became difficult
to incorporate the same into Chipyard. Eventually, we moved to a software
emulation-based system.

With the related works discussed, we can now proceed to present the motivation
behind this work.
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Chapter 3

Motivation

The number of volatile and non-volatile components in a system have a big impact
on the total energy consumed. By exploring this property of memory volatility,
we can gain insight into determining an energy-efficient system architecture.

3.1 Trade-offs in memory volatility

To understand the motivation to use a volatile data cache, we need to look at the
potential energy consumption of a system, as shown in Figure 3.1. In the case of
completely non-volatile systems such as a NVP, everything is written back to
persistent storage, and the need to create checkpoints and restore them in case
of power failure disappears. However, the energy consumed to perform memory
accesses becomes high, diminishing the gains resulting from non-volatility. As
we move towards the opposite spectrum of fully volatile architectures, the energy
consumed per cycle decreases, but the size and number of the checkpoints and
the cost of re-execution increases. For a fully volatile system, everything needs
to be saved and restored, again skewing the associated costs. The desired
solution is a balance between the two, an architecture in which the
volatility offers fast access speeds without sacrificing too much on the
associated energy costs for checkpoints.

We argue that this sweet spot lies in having a volatile data cache between the
processor and a non-volatile main memory. The volatile SRAM-based data cache
provides high access speeds, while being small enough to ensure low checkpointing
overheads. The backing non-volatile main memory acts as the persistent entity
to ensure data retention across power failures.

There are works that have explored alliterative solutions such as Hybrid-
Cache [69] which uses both volatile and non-volatile cache together in a hybrid
architecture and COACH [32] which replicates the main memory to store both
the backed-up and the modified data, resulting in the use of two parallel memor-
ies. Unlike these systems, NACHO is designed to consume lower energy by not
using any extra hardware other than a modified data cache. We emphasize the
specificity of using no extra hardware by noting that the functions performed
by hybrid memory, parallel memories, and the memory-tracker are intelligently
incorporated into the data cache of NACHO. Other works such as NVMr [14]
proposes use of a cache and a renaming scheme for the NVM accesses while
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Figure 3.1: An intermittent system needs to achieve a balance between
the energy consumed in a backup operation and the energy consumed
in performing regular memory accesses. And the key to this is con-
trolling the volatility of the system.
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Figure 3.2: An example showing the memory accesses of a simple
program performing R(x) (a read operation at the memory location
“x”) and W(x) (corresponding write operation) operations on four
variables, as shown on the left-hand side. For the purpose of the
illustration, we show only four memory blocks a, b, c, and d that
correspond to some physical address in NVM memory. The cache
shown is a simple direct associative write-back [29] cache of size two
blocks.

PROWL [31] makes changes to the cache policies to decrease checkpoints. But
NACHO does not use use any new policies and memory access patterns which
makes it compatible with any cache architecture.

3.2 Challenges

However integrating a cache requires careful system design. We illustrate the
challenges using a simple example in Figure 3.2. Firstly, we show a traditional
intermittent system (left side of the figure), such as [68], that places a checkpoint
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whenever there is a WAR violation, decided during compilation time. This
results in a functioning system with two checkpoints and seven NVM accesses.
Let us now consider the scenario (right side of the figure) in which a data cache is
present between the processor and NVM. Here, we see the advantage of having a
cache which exploits memory locality and reduces the number of NVM accesses
to four. However, this system cannot be executed intermittently because the
checkpoint placement logic depends on when a “write” to NVM is performed.
Having a cache that buffers the memory accesses delays this write. This is a
run-time phenomenon that cannot be predicted by the compiler, thus rendering
the checkpoint placement incorrect. Therefore, this system is not protected
against WAR violations. A simple addition of a cache to a working intermittent
system that uses compiler-based checkpointing is not feasible.

Other works have proposed different ways to mitigate this. Some use a
separate hardware entity to detect WARs [14] while some [71, 69] propose having
a hybrid cache with volatile and non-volatile components. COACH [32] and [61]
use parallel memories to effectively create live backup. Other works such as
PROWL [31] and ReplayCache [75] tweak the cache to control when a WAR can
occur. But each of them has a set of problems. HybridCache needs to constantly
move around data between the two cache components, COACH has to maintain
two parallel memories, which means extra energy consumption in doing so, and
PROWL and ReplayCache are software-only solutions that do not exploit the
hardware to have better energy efficiency as we do.
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Chapter 4

Cache Integration

To overcome the challenges mentioned above, we propose a fundamentally
different approach. Instead of using the cache as a separate and standalone
entity, we interweave its functionality into the intermittent system. We design
the cache to become the detection entity for WAR, in addition to increasing data
retrieval performance by reducing the need to access the underlying data NVM.

In the remainder of the section, we explain the proposed design in detail. We
also use an example in Figure 4.1 to aid in understanding. It consists of three
steps that we use to build our proposal. Each step is assigned to one of the
subsections( 4.1, 4.2 4.3) below.

1 Evicting all dirty bits on a cache-induced checkpoint: The example
program starts with an empty cache. Following the instructions in the
column instr, we see that (c) is first stored in the cache and then becomes
dirty upon execution of the next instruction. Similarly, (a) is also stored
as a dirty block in the empty set. After the fourth instruction, we observe
that the cache is full. The next instruction requires access to (b) which
means that one of the cache blocks must be evicted. As the collision set
contains a dirty block, that is, (a), the cache instructs the processor to
initiate a checkpoint. As part of the checkpoint, all dirty blocks are evicted
to the NVM, depicted by the green arrow. After eviction, the instruction
is executed and (b) is stored in the first set. Note that (c) in set 2 is
now marked as valid (not dirty) as it was evicted to NVM during the
checkpoint. Consequently, on execution of the next instruction, a write
to (b), (c) is overwritten without the need for eviction. For the final
instruction, the cache again has to signal a checkpoint, as dirty (d) has to
be evicted to accommodate (c). Looking at the number of checkpoints
and NVM writes, we arrive at 2 checkpoints and 4 NVM writes. We see
the gains from exploiting the cache’s data locality by comparing this with
the first figure in 3.2. Both NVM reads and writes are reduced by one.

2 Using possible WAR flag to only checkpoint during eviction of
unsafe writes. For this optimization, we instrument a small modific-
ation to the cache by adding a flag per cache set, which we refer to as
the possibleWAR flag. The program is the same as before, but the cache
enables a flag if a set stores a block read from the NVM; if it is the start of
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Figure 4.1: This example shows the status of cache and NVM accesses
for a simple abstract program. The column instr shows the memory
instructions that are executed. A NVM access is a read from the
NVM to the cache or an eviction of a dirty block from the cache
to the NVM. There can be no access from the NVM without going
through the cache. The cache used here is the same as that used in
Figure 3.2. It is a direct associative cache with 2 sets. Each set can
store one block, and the block size in the cache and in the NVM is
the same. A cache block can be in one of the three states valid, dirty,
and empty. A cache eviction is the writing of a dirty cache block back
to the NVM. In some cases, this action can cause a checkpoint signal
to be raised which is sent to the processor. In this case, all dirty cache
blocks are evicted to the NVM. For all checkpoint-induced evictions,
writes to the NVM are double-buffered and are not removed from the
cache. In contrast, in a normal eviction, no checkpoints are created,
and eviction implies that the data block is removed from the cache
and written to the NVM. There are four arbitrary memory blocks a,
b, c, d that are assigned to two sets of the cache in the following way
a, b → set 1 and c, d → set 2.

a read-dominated memory access. When the first instruction is executed,
(c) is placed in set 2 of the cache as part of a NVM read. Thus, the
possibleWAR flag is enabled (depicted by the blue box adjacent to the set).
Now, the criteria for creating a checkpoint include the state of the flag
possibleWAR. Only when the cache evicts a block that has the flag enabled
can it raise a checkpoint signal. Therefore, when the fifth instruction is
executed, (a) is evicted and replaced by (b) without creating a checkpoint.
Tracking the history of the memory stored in the set allowed it to be safely
evicted without the need to create a checkpoint. This normal eviction is
depicted by a purple arrow in the example. The program continues, and a
checkpoint is needed when (c) is evicted because the flag is enabled for the
second set. The checkpoint also clears the flag possibleWAR. Comparing
this with the approach in 1 , we notice a reduction in the number of
checkpoints.
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3 Using compiler analysis to mark certain dirty blocks as clean.
The compiler can provide valuable information about the structure of the
program. For this step, we establish a bridge between the cache and the
compiler, in which the compiler can signal the cache to perform intelligent
evictions. Using custom assembly instructions, the cache can be instructed
to mark certain dirty blocks as clean. Looking at the example, we focus on
the memory block (c). We can observe that after the fourth instruction
that access (C), the next access is a write in the last instruction. During
this, it is not used by the program, and thus having it in the cache does
not provide any gain. This can be detected by the compiler, and it can
instruct the cache to mark the block as clean, even if it is dirty and has
the flag possibleWAR set. Since it is now marked as clean, writing to (d)

results in the eviction of a clean block that does not require any checkpoint.
It also eliminates the need for a normal eviction. When the program needs
(c) again, it is placed back in the cache. The important thing to note is
that this optimization does not affect the correctness of the program in
any possible way. The number of checkpoints is further reduced, and so is
the number of NVM writes.

4.1 Using cache as a WAR detector

This insight is based on the fact that a data cache delays when a “write” to
the underlying memory actually takes place. A WAR violation can only occur
when a “write” is performed after a “read” at a memory location. Therefore,
the cache effectively determines when WAR can occur by tracking the presence
of such access patterns in a given cache line. We take advantage of this insight
that a WAR violation can only be possible when a cache block is written back
to the NVM. We term this event of a cache line being written back to NVM as
Cache Write Back (CWB) 1. Upon detection of a CWB, the cache generates a
checkpoint signal and demands the processor to back up safely. The processor
then copies the registers to NVM. Since the cache is also volatile, all modified
memory blocks are copied to NVM2. By doing this backup, we ensure that the
system remains consistent. An added advantage comes in the form of clearing
the cache of all dirty lines during the checkpoint since it decreases the possibility
of a future WAR and thus reduces the number of created checkpoints.

Looking at the number of checkpoints and NVM writes in Figure 4.1 1 , we
arrive at 2 checkpoints and 4 NVM writes. We see the gains from exploiting the
cache’s data locality by comparing this with the first figure in 3.2. Both NVM
reads and writes are reduced by one. But there is still room for improvement.

4.2 Optimizing WAR detection

As explained above, the core idea is that a CWB can lead to a WAR violation.
However, some of these CWBs may not lead to a violation. This can be under-
stood more formally as the memory being read-dominated or write-dominated

1Similar to Intel x86 instruction CLWB
2Since the cache and the registers are still volatile, this copy operation has to be a safe

backup, for example by using double buffering.
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as introduced in [30, Section 3.1.1]. They state that, for a sequence of memory
instructions, if the first access to memory addresses is a write, then this location
is write-dominated. Conversely, if the first access to a memory address (in a
given sequence of instructions) is read, then this location is read-dominated. The
idempotency violation can be defined as a write to a read-dominated memory
location. Any other form of access is safe and will not cause a violation. Since
any given memory sequence can be read-dominated or write-dominated, this
condition bounds all possible idempotency violations. With this understanding,
they used dedicated hardware to track whether memory accesses are read- or
write-dominated. On the contrary, we use the cache to perform the same tracking,
eliminating the need for an additional hardware component.

To understand how the cache performs this tracking, we take an example
of a simple cache of total size 256 bytes. We can consider it to be a 2−way
set-associative cache [29] with a block size of 4 B. This results in a total of 32
sets, each set having two lines with a data block of 4 B in each line. Program
memory is then mapped to these 32 sets using a simple hash of the memory
address. Since the mapping of addresses to the cache is static, we can deduce
the memory access sequence during the execution of the program, which can
then predict whether a CWB can cause a WAR or not by analyzing this memory
sequence.

To facilitate a clearer understanding, we redefine read-dominated and write-
dominated sequences to track a cache line instead of a memory address. A
read-dominated cache line is when the accesses in that line contain a read access.
Conversely, a write-dominated cache line is where there are only write accesses
(no read accesses) in this way.

A CWB does not result in a violation if it comes from a write-dominated cache
line. We term this write-back as a “safe-write”. A CWB can only result in a
violation if the associated cache way is read-dominated, which we term as an
“unsafe-write”. We track these memory sequences to all the cache lines during
the course of program execution and create a checkpoint only if an unsafe-write
is encountered.

This optimization is shown in Figure 4.1 2 . Compared to the approach in 1 ,
we notice a reduction in the number of checkpoints, but the NVM access remains
constant. An important thing to note is that the cache stores data based on a
hash of the memory address distinction between safe-write and unsafe-write is
also based on the hashed address. This implies that the WAR detection is not
exact and can contain false positives. This is a trade-off in using the cache (and
not a dedicated hardware module) as a memory tracker. However, to overcome
this trade-off, we take the help of compiler analysis.

4.3 Using compiler analysis

Even though it is not possible to use compiler-based WAR detection and check-
point in the presence of a cache, there are still various insights that static analysis
can provide, leading to a gain in efficiency. The scope of improvement mentioned
above can be reduced by using such compiler optimizations. In this work, we use
the compiler to provide information on the memories accessed by the program.
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4.3.1 Detecting safe memory sequences

Some memory sequences do not lead to WAR even though they contain a write
to a read-dominated memory. For example, in the situation where the write
leading to WAR is succeeded by another write. In this case, the write does not
have any impact on the consistency, as it is always overwritten. In case of a
power loss, the re-execution of that section ensures that whatever inconsistent
data is written to the memory is again written over by another write. In such a
scenario, the creation of an additional checkpoint is not needed.

The compiler can detect such an occurrence and report it to the cache controller.
The cache controller can then mark the cache block containing that particular
memory address as “safe”. This prevents a checkpoint creation and reduces the
number of non-volatile accesses as well.

4.3.2 Detecting dead memory accesses

In another scenario, a write leading to WAR can be a write that ends the access
to that memory location. This is common in scenarios where the program writes
something to a variable before exiting a function and the memory location is not
accessed anymore. This scenario, although detected as a WAR violation by the
cache, does not lead to inconsistency. Thus, the compiler can detect and mark
such cases as safe as well. Similarly to the above case, the cache can instruct
the cache controller to mark the cache block mapped to the memory location as
safe.

We term this communication by the compiler to the cache controller as
“compiler hints”. In Figure 4.1 3 shows the working of the compiler hints and
how it prevents the creation of the extra checkpoint.

4.4 System Architecture

An overview of the architecture is shown in Figure 1.1. The system consists
of two primary units: the compilation and execution units. As part of the
compilation unit, the modified compiler generates a binary with embedded cache
hints. The execution unit comprises Microcontroller Unit (MCU), a data cache,
a cache controller, and an energy harvesting unit. In essence, the cache controller
and the cache can be considered as one hardware unit. All three components
work closely to ensure that the system works intermittently with a guarantee of
incorruptibility.

4.4.1 System Requirements

Along with supporting intermittent computing, our system provides the following
features that make it better than state-of-the-art.

1. Incorruptibility: Our system ensures that the state of the program
is never corrupted. As shown in Table 2.2, incorruptibility is not always
guaranteed. Using cache as a WAR detector, our solution does not rely
on energy prediction to create checkpoints. Using an energy detector
itself consumes energy and estimating the threshold for the system is not
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accurate [58, Figure 1]. This removes the aspect of unpredictability and
assures a consistent state for any possible power trace.

2. Cache Architecture Agnostic: Even though our system incorporates
a custom cache, we do so carefully to be agnostic to the cache architec-
ture. Our solution can be used with any form of cache with any place-
ment/replacement policies as we make no modification to the fundamental
way in which caches work. Our additions are three additional bits that
can be seamlessly integrated with any cache architecture. As we show in
our evaluation, we experiment our system with various forms of cache and
provide the parameters that we consider to be the most efficient.

3. Supports JIT Checkpointing: Along with a guarantee of incorrupt-
ibility, we also provide the option to create checkpoints using the JIT
paradigm if desired. If such a paradigm is used, it removes the need to
perform double-buffering when there is enough energy available. When
the energy level is detected to be below a certain threshold, the system
goes back to the safe method of creating checkpoints.

Assumptions

Also, we do not address interaction with system peripherals such as communica-
tion modules or sensors. This is a problem that needs to be solved separately
and can be used in combination with our system.

4.4.2 Compilation Unit

The compilation unit works by modifying the compiler to instrument the source
code with custom instructions. As explained in Section 5.2, we use custom
instructions to inform the processor and the cache controller of the hints. In this
section, we present a brief overview of how the compiler computes when and
where to provide the hints. A detailed explanation of the compilation unit is
beyond the scope of this thesis.

We use the LLVM compiler infrastructure to make modifications to the default
compiler. Since LLVM is open source and has the support to make granular
changes, it becomes a better choice than GCC. Using the intermediate repres-
entation and analyzing the program dependency graph (PDG), we determine
the optimum location where the hints can be placed. Once the location of the
hints are determined, the binary is instrumented with a custom instruction that
can be understood by the processor and transferred to the cache controller.

The execution units fully supports the compilation unit in performing the
above optimizations. The cache controller takes over and handles the WAR
violations during runtime while taking into account the hints instrumented in
the modified binary. This is performed with very low overhead.

4.4.3 Execution Unit

The execution unit executes the program and manages the checkpoints to ensure
that intermittent computing is possible. The following major steps are performed
when a checkpoint must be created.
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1. The cache determines whether there is a need to create a checkpoint as
described in Section 4.1. If so, then it signals the processor to perform a
checkpoint.

2. As part of the checkpoint, the processor copies the registers to the NVM.
Since the cache is volatile, all memory blocks that can cause WAR as
determined by the logic described in Sections 4.2 and 4.3 are copied to the
NVM.

3. The write-back to the memory during a checkpoint goes through a double-
buffering mechanism. Once successfully backed up, the cache blocks that
are copied back to NVM are marked as clean.

4. In the event a power failure occurs, the last checkpoint is restored. As part
of this, the registers, the program counter, and the instruction pointer are
restored. The program then continues to run. The cache, being a volatile
entity, starts again from an empty state.
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Chapter 5

Implementation

We now proceed to present the implementation details of the architecture
described above.

5.1 Cache Controller

The cache in our system is managed by a cache controller through which we
perform WAR detection and checkpoint placement as described in Section 4.
An overview of the algorithm that governs this cache controller is presented in
Algorithm 1 and is explained in the following sections.

5.1.1 Handling Cache Accesses:

The processor calls the procedure MemoryAccess (Line 1, Algorithm 1) for every
memory instruction. When the processor requests access to a memory address,
the required data can be in the cache (cache hit) or need to be retrieved from NVM
(cache miss). In the event of a cache miss, the system can create a checkpoint if it
has the possibility of leading to a WAR violation (see Section 5.1.2). As part of
this checkpoint the cache controller also performs the eviction of the ditry cache
lines in procedure Checkpoint (Line 25, Algorithm 1). Procedures CacheLine,
which fetches a cache line using the memory address, and ReplacementPolicy,
which selects a cache line to be evicted in case of a cache miss, are standard
implementations based on the cache architecture.

5.1.2 Detecting WAR:

The cornerstone of our system is to detect when a WAR violation occurs; see
Section 4.1. In NACHO WAR detection is performed with the help of four flags
present for each cache line.

d (dirty): This standard flag indicates that the cache line has data that are
out of sync with the corresponding data in the non-volatile memory.

rd (read-dominated): This custom flag is set by the cache controller to true
when a memory access sequence in a given cache line is read-dominated as
explained in Section 4.2.
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Figure 5.1: The function of the various flags that are implemented in
the cache as bits. The four flags are rd: read-dominated, wd: write-
dominated, pw: possible-war and d:dirty. The function of the rd and
wd flags corresponds to memory tracking as described in Section 4.2.
These flags control when a checkpoint signal is triggered. The four
different scenarios show all the possible memory accesses that can
occur. R(x) represents a read-memory access to an address location x.
The sequence marked in red causes WAR.

wd (write-dominated): Corresponding custom flag for when a sequence is
write-dominated.

pw (possible-war): This custom flag controls when a checkpoint is created
as shown in Line 9, Algorithm 1. The value of this flag is set or reset in
Procedure 15, Algorithm 1. In the event an unsafe write (see Section 4.2)
is detected, the cache controller raises a checkpoint signal.

Figure 5.1 shows the different scenarios in which the flags can detect safe-writes
and unsafe-writes (see Section 4.2).

5.2 Compiler

The detailed implementation of the custom compiler is beyond the scope of this
thesis work. The execution unit is designed keeping in mind the functionality
of the compiler. When receiving a compiler hint for a given address, the cache
controller clears the appropriate cache block’s pw, rd and wd bits.

This is supported as an add-on and can be seamlessly integrated with the
system design. As described in Section 4.3, this additional compiler hint improves
on the existing, already functional system.

26



Algorithm 1: Memory access handling
1 Algorithm MemoryAccess(address, type, value) :
2 line, miss ← CacheLine(address)
3 if miss is true then
4 line = CacheMiss(address, type)

5 UpdateLine(line, type)
6 UpdateData(line, value)

7 Procedure CacheMiss(address, type):
8 line = ReplacementPolicy(address) // Line to be evicted
9 if linepw is true then

10 Checkpoint()
11 else if linedirty is true then
12 Evict(line) // Write the line to memory
13 ResetLine(line) // Clear all the bits in the line

14 return line

15 Procedure UpdateLine(line, type) :
16 if type is Read then
17 if linewd is false then
18 linerd ← true

19 else if type is Write then
20 if linerd is false then
21 linewd ← true

22 if linerd is true then
23 linepw ← true

24 linedirty ← true

25 Procedure Checkpoint() :
26 for line in Cache do // For each line in the cache
27 if linedirty then
28 SafeEvict(line) // Double buffered evict

29 ResetLine(line) // Clear all the bits in the line

30 DoubleBufferWriteback() // Write back double buffered cache
31 CheckpointInterrupt() // Trigger CPU checkpoint interrupt
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Chapter 6

Evaluation

We now proceed with the evaluation of NACHO.

6.1 Evaluation Setup

We begin by presenting an overview of our evaluation setup. We present and
justify our choice of target and platform.

6.1.1 Target Architecture

We implemented NACHO on top of the RISC-V architecture. The primary
motivation behind this decision is the open-source nature of the RISC-V ISA [53],
which allows modification of its ISA. We based our RISC-V processor on the
SiFive E21 standard core [6], a basic 32−bit embedded processor that targets
microcontroller applications. In addition to non-volatile main memory, we added
our NACHO specific cache and cache controller, which are governed by the logic
described in Section 5.

6.1.2 Evaluation Platform

The performance of NACHO was measured using an emulator designed for
the evaluation of intermittent computing. Emulation enables us to track vital
performance metrics, such as the number of clock cycles executed, the frequency
of memory accesses, and the occurrence of checkpoints. These metrics are
collected without adding to the execution time of the actual program, which is
crucial for our evaluation. Furthermore, emulation allows us to introduce two
verification steps, in which we verify the correct implementation of NACHO and
related works (see Section 6.3. Firstly, for every memory access generated by the
processor, we duplicate the same to a shadow memory. In this way, a memory
access request handled by NACHO would return the same value as contained in
the shadow memory. For the second safety measure, the emulator performs WAR
detection to verify the absence of any WAR violation, as done in [50, Section
5.2] and [38, Section 5.1.1] by using read and write specific address lists and
observing access patterns. These steps guarantee that, while using NACHO, the
evaluated benchmarks are incorruptible on power failures.
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We selected ICEmu [21] as it supports the 32-bit RISC-V CPU architecture
and allows us to extend its behavior to implement NACHO and the related work.
ICEmu internally uses the QEMU-based [5] Unicorn CPU emulator [7].

6.2 Memory Cost Model

It should be noted that the exact performance of NACHO depends on the
implementation of the memory technology and components used. For the
purpose of evaluation, we have assumed a conservative set of metrics in which
an access to the NVM consumes twice the number of cycles than an access to
the cache. Usually, the cost is much higher, around 4-5× [31, Table 1].

6.3 Evaluated Systems

To assess NACHO we need to compare it with state-of-the-art systems for
intermittent computing. For this, we have selected PROWL [31]: a state-of-the-
art intermittent system supporting cache, and Clank [30], a dedicated memory
tracker-based intermittent system that performs dynamic WAR detection similar
to NACHO but without cache support. Additionally, we have considered two
versions of NACHO, enabling us to see how cache operations introduced in
Section 4 affect its performance.

1 Oracle NACHO: This is a theoretical version of our system that performs
exact memory tracking on top of a cache. As we describe in Section 4.1, detection
of WARs in our system is performed based on the granularity of a cache line—we
check accesses to read/write-dominated cache lines—which can lead to false
WARs being detected. Oracle NACHO makes this detection with exact addresses,
similar to how Clank uses memory buffers to detect WARs [30, Section 3.1]. In
other words, Oracle NACHO is a Clank with added cache. Although this makes
it a perfect WAR detector, this approach will incur a significant hardware cost
and complexity to the system that is not practical to implement, as it consists of
a cache as well as a dedicated per-memory address tracker. In contrast, NACHO
achieves WAR detection using just three bits per cache line (see Section 5.1.
Thus, we treat Oracle NACHO a theoretical lower bound to NACHO and use it
only for comparison purposes.

2 Naive NACHO: To see the improvements of each set of cache optim-
izations (as listed in Section 4) that we implement, we also consider a naive
version of NACHO that has just the WAR detection logic without any of the
optimizations implemented. Similar to Oracle NACHO, we use Naive NACHO
just for comparison purposes.

3 PROWL: Then we have also re-implemented PROWL [31]1. We choose
to include PROWL so as to provide a reference frame as it performs cache
modifications for intermittent systems. PROWL incorporates Cuckoo hashing
into its cache replacement policy and uses the skew-associativity of the cache

1Our implementation of PROWL might not be the exact same as the authors as at the
time of writing PROWL implementation was not released as open source. Most specifically,
the authors use a family of hashing functions, but do not provide the exact functions they
use for the evaluation. However, the overall idea remains the same and we consider that the
numbers presented are accurate enough for comparison purposes.
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system to decrease the number of checkpoints in the system. The basis of
PROWL is to mask the need for more checkpoints by delaying the eviction of
a dirty cache block. To achieve this, PROWL performs a lot of in-cache data
movement, which increases the cost of execution on every cache miss.

In addition, PROWL does not perform any WAR detection, instead it delays
the occurrence of WAR. This makes it a system that can work in tandem
with NACHO which can detect WARs, and PROWL can implement its custom
replacement policy on top of NACHO’s WAR detection logic.

2 Clank: Lastly, we also implement Clank [30], which does not use a cache,
but uses a dedicated memory tracking hardware module which detects data
inconsistencies during execution time. Since NACHO performs similar detection
of WAR using only the data cache, we include Clank as a baseline to compare
performance metrics.

6.4 Benchmarks Used

The benchmarks used in the evaluation are CoreMark [18], CRC, SHA, and
Dijkstra from MiBench suite [28], picojpeg [24] and Tiny AES [37]. Coremark
is an industry-grade benchmark for measuring embedded system’s CPU per-
formance. TinyAES and picojpeg represent real-life application examples. All
selected benchmarks have been widely used in previous works on intermittent
computing, such as [38, 39, 68].

6.5 Results

With the setup explained, we can now present the results of our evaluation.

6.5.1 Analysis

Figures 6.1, 6.2, 6.3 and 6.4 show various evaluations of our system using
different parameters.

Execution Time

The execution time for a program gives insight into the actual computations
performed. In Figure 6.1 we see that NACHO consumes 24.3% and 28% less
execution cycles than Clank for a 2-way 256 B and 512 B cache configuration
respectively. It also consumes less cycles compared to Prowl by 17%
and 9%. We would like to emphasize that this performance improvement over
Clank—which has a dedicated hardware memory tracker—and PROWL—which
uses complicated cache associativity and replacement policies—is achieved by
adding just three extra bits (see Section 5.1.2) to a standard data cache (see
Section 3.1). However, the execution time does not provide the full picture. We
need to bisect and understand how individual aspects of the systems contribute
to the variation of performance.

31



coremark sha crc aes dijkstra picojpeg
0.4

0.5

0.6

0.70.7

0.9

0.8

1.0

1.1

n
or

m
al

iz
ed

ex
ec

u
ti

on
ti

m
e

On average
Nacho is

24.3% (256 B)
28.0% (512 B)

better
than Clank

Clank Prowl Nacho Oracle Nacho 256 B 512 B256 B 512 B

Figure 6.1: Execution time for all benchmarks for Clank [30], Prowl [31],
NACHO and Oracle NACHO (see Section 6.5). All results are normal-
ized to Clank as a reference system. The Oracle NACHO is shown as
the lower bound. The cache configuration used is 2-way set-associative
for two cache sizes 256B and 512B. Note that Clank is a non-cache
system and is thus not affected by cache configuration. NACHO uses
up to 28% less execution cycles compared to Clank and up to 17%
less than PROWL

Checkpoints

We now consider the number of checkpoints created by the systems during the
execution of the benchmarks. Checkpoints are usually correlated with a longer
execution time and higher memory accesses. Therefore, a reduction in the number
of checkpoints would indicate lower execution times. Results are presented in
Figure 6.2 that contradict this observation. We observe that NACHO creates
fewer checkpoints than Clank but that number is higher compared to PROWL,
which creates on average three times less checkpoints than NACHO.

Let us discuss PROWL’s results further. PROWL uses Cuckoo-hashing [31,
Section 3.C] combined with a skew associative cache that stores dirty blocks in
the cache longer than a traditional cache. Skew associativity provides multiple
hashing functions, which are then used when handling evictions to find an empty
position for an evicted block. With this modification to the replacement policy,
PROWL delays the need to create a checkpoint until the cuckoo hashing fails to
relocate a dirty block within a certain number of iterations. This results in a
significant reduction in the number of checkpoints, as we can see in Figure 6.2.
However, such a reduction in the number of checkpoints does not translate into a
reduction in the execution time shown in Figure 6.1. This disparity in numbers
leads us to explore the memory accesses for the systems.

Memory Accesses

The number of volatile memory accesses by each system is presented in Figure 6.3.
We observe that the accesses by PROWL are significantly higher than the rest. On
average, NACHO has 38.3% fewer volatile memory accesses compared to PROWL.
This higher number of volatile accesses is related to the cache replacement policy
use by PROWL. On every cache miss, the cache performs cuckoo hashing,
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Figure 6.2: Number of checkpoints created during all benchmarks for
Clank [30], Prowl [31] and NACHO. All results are normalized to
Clank as the reference system. Bars with outlier results are marked
with the maximum value they reach. The same cache configuration as
presented in Figure 6.1 is used. NACHO creates fewer checkpoints
than Clank, but that number is higher compared to PROWL

leading to a much higher number of cache accesses (see the corresponding bar
stack in Figure 6.3) than our system. This rise in volatile-memory accesses
compensates for the gains obtained via the reduction in checkpoints for PROWL.
Effectively, NACHO creates more checkpoints for a lower number of memory
accesses and simultaneously maintains low execution cost. Frequent checkpoints
also mean that the regions between checkpoints are small. This leads to the size of
checkpoints being smaller compared to PROWL, thus reducing the re-execution
cost as well.

Discussion

Having a lower number of checkpoints makes PROWL closer to a volatile-
heavy system, which then has to be supplemented with periodically induced
checkpoints. Although NACHO sacrifices the number of checkpoints, it keeps the
overall execution cost lower. Furthermore, PROWL achieves fewer checkpoints
by modifying the cache architecture. This makes it inflexible and complicated,
as seen with the extra volatile-memory accesses that are carried out during the
cuckoo hashing on cache misses. NACHO on the other hand, can be used with
any form of cache architecture with minimal overhead. NACHO can also be
implemented on top of PROWL to combine the improvements of both systems
and future cache mechanisms.

The stepwise improvement from Clank to the initial naive NACHO and then
to our system shows how each implementation influences the performance. A
further comparison with Oracle NACHO also shows that our system is on average
within 2% of its performance. Recall that Oracle NACHO is an ideal lower
bound with a perfect memory tracker on top of a data cache, and our system
remains so close to this bound using very low hardware overhead and software
complexity.
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Figure 6.3: The number of volatile memory accesses during all bench-
marks for Prowl [31] and the three variations of NACHO (see Sec-
tion 6.5). All results are normalized to Oracle NACHO as a reference
system. Bars with outlier results are marked with the maximum value
they reach. The different forms of volatile accesses are shown in the
stacked bars for each system. The “Cuckoo iterations” is present only
for Prowl due to their nature of cache replacement policy.

6.6 Cache Configurations

We now explore the effects of cache configurations on NACHO. In the evaluations,
we used 2-way set associative caches. The associativity of a cache implies the
number of cache blocks that are assigned to each hashed entry. A higher
associativity implies that the cache can store a larger number of blocks for a
given mapping before it needs to evict to make space. In Figure 6.4 we present
the execution cost of our system in different cache configurations with varying
sizes and associativity.

6.6.1 Cache Sizes

We observe that an increase in cache sizes improves performance. This is expected,
as with a larger cache, more dirty blocks can stay in the cache, effectively
increasing the region between WARs and therefore checkpoints. Furthermore, a
larger cache creates smaller mappings between cache lines and program memory,
which gives higher accuracy to per-line WAR detection used in our system, thus
bringing our system closer to the performance of Oracle NACHO.

6.6.2 Cache Associativity

Similar to cache sizes, the increasing number of cache associativity further
improves the performance of NACHO. It is interesting that this varies slightly
with the benchmark used, with the effect being more pronounced with picojpeg
and AES. Furthermore, in these benchmarks, the improvement of performance
in doubling the number of ways is more than that of doubling the size. This can
be attributed to the fact that increasing associativity decreases the probability
of a cache collision on cache miss, thus reducing the probability of a checkpoint.
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Figure 6.5: Execution time for all the benchmarks for Clank and
NACHO with a 4-way set associative cache. Similar to Figure 6.1 but
with associativity doubled. The performance of NACHO increases
with an increase in the associativity of the cache.

An increase in cache sizes and associativity leads to an increase in the check-
point size, as the volatile data cache needs to be saved to the non-volatile memory.
However, the results show the opposite, and this can be attributed to the higher
accuracy of the detection of WAR and the fewer cache collisions.

On the basis of the above discussion, we can state that a 4-way set-associative
cache is more effective compared to a 2-way cache. Our prior evaluations used
2-way due to limitation on the number of hashing functions available to us for
PROWL’s implementation. An evaluation of 4-way cache is shown in Figure 6.5
where the performance improvement is better than that shown in Figure 6.1.
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Chapter 7

Conclusions and Future
Works

7.1 Conclusion

We presented NACHO an intermittent system with full cache support without
additional hardware components. NACHO uses the cache as a WAR detection
entity and builds on this idea to provide a complete, energy-efficient and yet
incorruptible system. By reducing the number of checkpoints and memory
accesses, it achieves better performance than the state-of-the-art, while offering
support for any form of cache architecture. We evaluated the system presented
providing comparisons to similar works and noted our observations. We ended
the work by stating the cache configuration that works best for our system.

7.2 Future Work

The use of caches in intermittent systems is still being developed and needs
further dedicated research. In this work, we have explored how to use a cache
efficiently, but there remains scope for improvement.

Currently NACHO decides on the occurrence of WARs only by tracking the
memory in the cache. Compiler support mentioned in Section 4.3 still needs to
be implemented. This will provide a much higher efficiency gain in both the
reduction of the number of checkpoints and the number of non-volatile accesses.

Furthermore, our implementation is done in a highly configurable emulator.
This enabled us to implement all the different variations of NACHO and provide
a proper evaluation. The next step would be to implement the same in the actual
hardware. We initially aimed to implement the same in a SoC generator and
synthesize it in an FPGA but the workload proved to be higher than expected,
and thus that remains for future work. A brief introduction to the explored SoC
generator is given in Section 2.

Another possible direction of work is to implement NACHO on top of PROWL.
Our idea can work in collaboration with that of PROWL and thus can lead to a
better and efficient system.

Lastly, the next logical step after integrating a data cache is to add support
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for a similar instruction cache. This would inch the system towards a complete
intermittent framework.
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rated Design, Simulation, and Implementation Framework for Custom SoCs.
IEEE Micro, 40(4):10–21, July 2020. Conference Name: IEEE Micro.

[11] Domenico Balsamo, Anup Das, Alex S. Weddell, Davide Brunelli, Bashir M.
Al-Hashimi, Geoff V. Merrett, and Luca Benini. Graceful Performance Modu-
lation for Power-Neutral Transient Computing Systems. IEEE Transactions
on Computer-Aided Design of Integrated Circuits and Systems, 35(5):738–
749, May 2016. Conference Name: IEEE Transactions on Computer-Aided
Design of Integrated Circuits and Systems.

39



[12] Domenico Balsamo, Alex S. Weddell, Anup Das, Alberto Rodriguez Arreola,
Davide Brunelli, Bashir M. Al-Hashimi, Geoff V. Merrett, and Luca Benini.
Hibernus++: A Self-Calibrating and Adaptive System for Transiently-
Powered Embedded Devices. IEEE Transactions on Computer-Aided Design
of Integrated Circuits and Systems, 35(12):1968–1980, 2016. Conference
Name: IEEE Transactions on Computer-Aided Design of Integrated Circuits
and Systems.

[13] Domenico Balsamo, Alex S. Weddell, Geoff V. Merrett, Bashir M. Al-
Hashimi, Davide Brunelli, and Luca Benini. Hibernus: Sustaining Compu-
tation During Intermittent Supply for Energy-Harvesting Systems. IEEE
Embedded Systems Letters, 7(1):15–18, March 2015. Conference Name:
IEEE Embedded Systems Letters.

[14] Abhishek Bhattacharyya, Abhijith Somashekhar, and Joshua San Miguel.
NvMR: non-volatile memory renaming for intermittent computing. In
Proceedings of the 49th Annual International Symposium on Computer
Architecture, pages 1–13, New York New York, June 2022. ACM.

[15] Naveed Anwar Bhatti and Luca Mottola. HarvOS: Efficient Code In-
strumentation for Transiently-Powered Embedded Sensing. In 2017 16th
ACM/IEEE International Conference on Information Processing in Sensor
Networks (IPSN), pages 209–220, April 2017.

[16] Jongouk Choi, Qingrui Liu, and Changhee Jung. CoSpec: Compiler Dir-
ected Speculative Intermittent Computation. In Proceedings of the 52nd
Annual IEEE/ACM International Symposium on Microarchitecture, MICRO
’52, pages 399–412, New York, NY, USA, October 2019. Association for
Computing Machinery.

[17] Alexei Colin and Brandon Lucia. Chain: tasks and channels for reliable
intermittent programs. In Proceedings of the 2016 ACM SIGPLAN Inter-
national Conference on Object-Oriented Programming, Systems, Languages,
and Applications, OOPSLA 2016, pages 514–530, New York, NY, USA,
October 2016. Association for Computing Machinery.

[18] Embedded Microprocessor Benchmark Consortium. Coremark. August
2022. original-date: 2018-05-23T00:53:13Z.

[19] Jasper de Winkel, Carlo Delle Donne, Kasim Sinan Yildirim, Przemys law
Pawe lczak, and Josiah Hester. Reliable Timekeeping for Intermittent Com-
puting. In Proceedings of the Twenty-Fifth International Conference on
Architectural Support for Programming Languages and Operating Systems,
ASPLOS ’20, pages 53–67, New York, NY, USA, March 2020. Association
for Computing Machinery.

[20] Brad Denby, Emily Ruppel, Vaibhav Singh, Shize Che, Chad Taylor, Fayyaz
Zaidi, Swarun Kumar, Zac Manchester, and Brandon Lucia. Tartan Artibeus:
A Batteryless, Computational Satellite Research Platform. Small Satellite
Conference, August 2022.

[21] Virgil Dupras. ICemu - Emulate Integrated Circuits. February 2022. original-
date: 2017-09-06T12:18:44Z.

40



[22] Laura Marie Feeney, Christian Rohner, Per Gunningberg, Anders Lindgren,
and Lars Andersson. How do the dynamics of battery discharge affect sensor
lifetime? In 2014 11th Annual Conference on Wireless On-demand Network
Systems and Services (WONS), pages 49–56, April 2014.

[23] Karthik Ganesan, Joshua San Miguel, and Natalie Enright Jerger. The
What’s Next Intermittent Computing Architecture. In 2019 IEEE Interna-
tional Symposium on High Performance Computer Architecture (HPCA),
pages 211–223, February 2019. ISSN: 2378-203X.

[24] Rich Geldreich. Picojpeg. July 2022. original-date: 2015-05-21T03:53:59Z.

[25] Mohammadmahdi Ghiji, Vasily Novozhilov, Khalid Moinuddin, Paul Joseph,
Ian Burch, Brigitta Suendermann, and Grant Gamble. A Review of Lithium-
Ion Battery Fire Suppression. Energies, 13(19):5117, January 2020. Number:
19 Publisher: Multidisciplinary Digital Publishing Institute.

[26] Rabeeh Golmohammadzadeh, Fariborz Faraji, Brian Jong, Cristina Pozo-
Gonzalo, and Parama Chakraborty Banerjee. Current challenges and future
opportunities toward recycling of spent lithium-ion batteries. Renewable
and Sustainable Energy Reviews, 159:112202, May 2022.

[27] Giovani Gracioli, Ahmed Alhammad, Renato Mancuso, Antônio Augusto
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