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ABSTRACT KEYWORDS

Electrophysiological recordings of neural activity in a mouse’s brain
are very popular among neuroscientists for understanding brain
function. One particular area of interest is acquiring recordings
from the Purkinje cells in the cerebellum in order to understand
brain injuries and the loss of motor functions. However, current
setups for such experiments do not allow the mouse to move freely
and, thus, do not capture its natural behaviour since they have
a wired connection between the animal’s head stage and an ac-
quisition device. In this work, we propose a lightweight neuronal-
spike detection and classification architecture that leverages on the
unique characteristics of the Purkinje cells to discard unneeded
information from the sparse neural data in real time. This allows the
(condensed) data to be easily stored on a removable storage device
on the head stage, alleviating the need for wires. Synthesis results
reveal a >95% overall classification accuracy while still resulting
in a small-form-factor design, which allows for the free movement
of mice during experiments. Moreover, the power-efficient nature
of the design and the usage of STT-RAM (Spin Transfer Torque
Magnetic Random Access Memory) as the removable storage al-
lows the head stage to easily operate on a tiny battery for up to
approximately 4 days.
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1 INTRODUCTION

The cerebellum is crucial for facilitating motor control and hand-
eye coordination, among other critical functionalities [23]. In order
to unveil the mechanisms underlying its operation, neuroscientists
constantly seek to record and understand its activity in living test
subjects. The — mostly invasive — nature of these experiments often
dictates the use of animal subjects, such as mice [6]. One popular
methodology relies on electrophysiological recordings of neural
activity in various types of cells, especially the Purkinje cells in the
cerebellum because of their critical role in motor coordination [23].
In current setups, a wired connection is used between the mouse
and an acquisition device, as shown in Figure 1. However, such
setups do not mimic natural conditions since the wires do not allow
free movement of mice. Therefore, in essence, we need to get rid of
these wires to enable more realistic neuroscientific experiments.
Several wireless head stages for different mammals have been
proposed [2, 3, 10, 11, 19, 29]. However, they have at least one of
these two limitations: (1) They are too heavy and, thus, are only
suitable for larger animals (in the case of [2, 3, 11, 19]). Simply
put, the whole head stage, including the battery, needs to be < 3
grams for mice for the aforementioned cerebellum experiments
[6]. (2) The head stages can record for only a short period of time,
e.g., 30 and 105 minutes in the case of [29] and [10], respectively,
whereas the aforementioned experiments require up to 24 hours of
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Figure 1: A typical wired neural-signal acquisition setup,
which limits the free movement of mice.

neural recordings. This is because the study of learned motor con-
trol, information processing, memory consolidation, interactions
among distributed brain regions etc., requires long timescales [5],
see Table 1. In short, suitable wireless head stages for mice do not
yet exist, which is primarily due to the difficulty in constructing
on-site neural-data processing and a wireless transceiver in a small
form factor. For instance, algorithms for processing neural data
(including that from Purkinje cells), such as [14, 15, 25, 31], are
generally designed in software for offline analysis and have not
yet reached the required form factor to be incorporated within a
mouse’s head stage.

This work addresses both of the aforementioned limitations by
introducing a novel approach for real-time detection and classifica-
tion of neuronal spikes in the sampled neural data from Purkinje
cells. The purpose of this scheme is to reduce the dimensionality of
this sparse data so that only a small but essential part is stored on a
removable storage within the head stage, which alleviates the need
for wires. This heavily condensed stored data can then be retrieved
after an experiment for offline analysis. In this way, our scheme
allows to reach the ultimate goal of conducting long-duration exper-
iments involving freely moving mice. In essence, this work makes
the following key contributions:

o A neuronal-spike classification scheme that throws out unnec-
essary information from the stream of data from the Purkinje
cells, taking advantage of their unique characteristics, which
simplifies the data-storage requirements.

o A lightweight system architecture that consists of a controller
that orchestrates the data flow from the spike detector to
the classification module and ultimately stores the classified
data in a non-volatile memory (STT-RAM).

o A small-form-factor synthesized CMOS design that enables
low-power operation for a prolonged duration of time while
staying within the head-stage size requirements.

The rest of the paper is organized as follows. Section 2 provides
a brief neuroscientific background of the experiments involving
cerebellar recordings. Section 3 explains our proposed scheme fol-
lowed by the results in Section 4. We draw overall conclusions in
Section 5.
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2 BACKGROUND

2.1 Neuroscientific Background

Techniques developed during the second half of the nineteenth
century allowed neuroscientists to investigate the electrical activity
of an animal brain directly using electrophysiological recordings. A
particular area of interest is the use of such techniques to acquire
and analyze the neuronal activity of the Purkinje cells in the cere-
bellum. A detailed list of animal behaviours that could be studied
using such experiments is provided in Table 1. These experiments
shed light on how the activity of a particular brain area, in this
case the cerebellum, relates (and possibly give rise) to a particular
sensory-motor or cognitive function. This could lay the founda-
tion for a better understanding of the brain and could, potentially,
have application in treating brain injuries and loss of motor func-
tions [23]. Mice are usually preferred for these studies since they
are easy to manage and very well-suited for genetic manipulations,
which significantly increases the number of research questions that
can be addressed.

Current experiments involving neural recordings from mice have
one major constraint: the animals are head-fixed within the experi-
mental setup that only allows them some body movement, which
is unnatural. For instance, when a certain neuronal signal appears
to be associated with a particular movement, it is not possible to
establish if that neuronal signal is also associated with the move-
ment of other parts of the body that are restrained or immobilized.
The size and weight of the head stage (i.e., it should be roughly
<3 grams for mice) and the recording duration (i.e., it should sup-
port 24-hour-long sessions) constitute the primary challenges in
developing technologies that meet the goal of ensuring the natural
states of animals during experiments. Significant effort has been
devoted over the past decade to addressing these challenges, aiming
to enable freely moving animal recordings, as discussed next.

2.2 Related Work

Bilodeau et al. [2] and Gagnon-Turcotte et al. [10] present head
stages that utilize Spartan-6 FPGAs for real-time processing of
recorded neural signals and wireless transceivers to transmit the
reduced data to an external device (base station). These head stages
are suitable for mice due to their reasonable weight. However, their
maximum recording durations, less than 1.75 hours, are too short
for the cerebellar experiments highlighted in Table 1. Grand et
al. [11] propose a head stage design where recorded neural data
is directly transmitted wirelessly to an external device without
any onboard processing. Their system allows for an incredible 72-
hour recording duration. However, the large size and weight of the
complete system make it suitable only for large animals, such as
monkeys. Luan et al. [14] also employ FPGA-based dimensionality
reduction, similar to [2, 10]. Their design allows for an impressive
24-hour recording duration. However, like [14], it is only suitable
for large animals, in their case, cats.

When focusing on the dimensionality reduction of neural data
from Purkinje cells, there is a limited body of work available. No-
tably, all these works are applicable to offline software implemen-
tations, wherein they process raw digitized data retrieved from a
wired setup. However, since these works are intended to be exe-
cuted on larger computing devices (e.g., PCs, GPUs, etc.), they, in
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Table 1: Examples of behaviours and paradigms that could be studied using neuronal recordings involving freely moving mice.

Behaviour

Main topics to be studied Duration

Examples

Motor control
Simple reflex
Cognitive functions

Rhythmic movements
Compensatory eye movement
Social interaction

Sleep Coherent oscillation
Grasping task Learned motor control
Adaptation of compensatory eye movement Memory formation
Eyelid conditioning Associative learning

Sensory discrimination task Cognitive learning

5-10 minutes

Respiration, whisking, locomotion etc.

30-60 min VOR and OKR
30-60 min Two chambers test
12-24 hours Recording of spontaneous sleep

Multiple sessions across 2-3 days*
Multiple sessions across 4-5 days*
Multiple sessions across 6-7 days*
Multiple sessions across 16-20 days*

Food pellet or water reaching task
VOR/OKR adaptation

Delay eyelid conditioning
Directional licking task

‘VOR’: Vestibulo-ocular Reflex, ‘OKR’: Optokinetic Response
* A recording session can take up to 24 hours.
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Figure 2: Current wired setups vs. our approach, which gets rid of the wire and enables free movement of mice.

their current form, cannot be executed on a small head stage due to
the dearth of computing resources available onboard. These works
encompass the research by Sedaghat-Nejad et al. [25], Markanday
et al. [15], and Zur et al. [31].

In addition to literature, commercial solutions are also available.
For example, the FreeLynx wireless acquisition system from Neura-
Lynx [19] provides a convenient setup for enabling freely-moving
animal recordings. However, its smallest head-stage configuration
has a weight of 21 g, making it suitable only for larger animals,
such as rats and monkeys. A similar issue is observed with the
CerePlex Exilix system from Blackrock Microsystems [3], which
features a 9.87 g head stage and a limited recording duration of
up to 2.5 hours. The eCube wireless head stage from White Mat-
ter [29] shows promise with a 2.5 g head stage, including the battery,
making it suitable for mice. Unfortunately, the recording duration
is only 30 minutes, which is inadequate for the aforementioned
cerebellar experiments. Hence, there is still a pressing need for
new head-stage technologies that are small, light, low-power, and
wireless.

3 PROPOSED SOLUTION

Our approach deviates from using a wireless transceiver to get rid
of the wires during neural-signal acquisition from mice. This is be-
cause a wireless transceiver involves a complex design that impacts
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system reliability and, of course, power consumption. Instead, we
take advantage of the fact that the signal analysis related to the
aforementioned cerebellar experiments is usually done after the
recording phase, i.e., offline. As a result, our proposal to eliminate
the wires is to store the neural data on a removable storage on the
head stage, which can then be retrieved for offline analysis (see Fig-
ure 2). However, this approach, as is, does not scale well for larger
number of channels and longer experiments (i.e., up to 24 hours)
since it would require a significantly large amount of storage.

We solve this problem by leveraging the unique characteristics
of the Purkinje cells and keeping only the information of inter-
est from the very sparse neural recording. More specifically, this
crucial information (for the experiments discussed in Section 1)
is (a) the time when a spike occurred and, (b) the type of spike,
i.e., simple or complex (since a Purkinje-cell spike can be of one of
these two types [15], as shown in Figure 2). This results in storing
only a condensed version of the complete recording (see Figure 2,
top right), which significantly eases up storage requirements and
enables a small-form-factor implementation.

An overview of the proposed scheme is shown in Figure 3. The
detector module, which is based on [30], detects the occurrence of a
spike in an input stream of digitized neural data. After this detection,
the classifier module is enabled, which determines whether the
spike is simple or complex. Both these modules are explained next.
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Figure 3: Proposed system architecture.

3.1 Spike Detection

The spike-detection module is based on the work of Yang et al. [30].
This specific design is chosen because it can support the Purkinje-
cell firing rate of around 100 Hz while having a small form factor
and being extremely power efficient.

The digitized input samples are first filtered using a 1st-order
exponential IIR filter, which smooths the input signal to mitigate
high-frequency noise components that adversely effect the perfor-
mance of the spike detector. The filtered signal is then fed to a
non-linear energy operator (NEO) [17] and an accompanying 1st-
order exponential IIR filter to get the instantaneous estimation of
signal energy, which is then compared with a calculated threshold
value. If the energy estimate (NEO value) is higher than the thresh-
old then a spike is detected, and vice versa. The threshold calculator
is able to dynamically (re)calculate the threshold and minimize the
performance loss in case of changes to the input signal, e.g., due to
the worsening of the noise level.

3.2 Spike Classification

After the detection of a spike, the spike waveform (i.e., a certain
number of samples after the detection event) is saved in order for
it to be classified as either being simple or complex. The length of
this waveform is set as 40 samples to sufficiently capture the whole
spike duration (~1.7 ms [15]) considering the sampling frequency
of 24.414 kHz. We chose to employ a neural-network (NN)-based
design for this classifier. This is because NNs tend to generalize well
when there is plenty of training data, as in our case. Such a classifier
would, therefore, be robust enough to handle varying signal condi-
tions. For instance, the recorded data set used in this work exhibits
significant variations in terms of noise floor, recording-electrode
drift, saturated sample points, and data offsets.

3.2.1 Choice of NN Topology. The highly resource-constrained
nature of the head stage necessitates the use of a lightweight NN.
Thankfully, the classification problem itself is a ternary classifica-
tion problem (i.e., classifying a spike as simple, complex or neither),
which means that the NN needs only three output neurons. We
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chose to tackle this relatively simple classification problem using a
multilayer perceptron, i.e., a fully connected feedforward artificial
neural network.

Keeping the NN lightweight also implies finding an optimal trade-
off between the classification accuracy and area/energy consump-
tion. Thus, an extensive design space exploration (DSE), which will
be discussed in Section 4.3, was conducted concerning the choice of
NN topology, including the number of hidden layers and neurons
per layer, and its impact on classification accuracy. The NN has
40 inputs to correspond with the aforementioned 40-sample spike
waveform.

3.2.2  Choice of Activation Functions. For the hidden layers, a mul-
titude of activation functions exist to allow the network to learn
the necessary nonlinearities in the classification problem. Popu-
lar choices include various sigmoidal-shaped functions and ReLU
(rectified linear unit). As hardware implementation of nonlinear
functions is very costly, it was decided to choose ReLU for the hid-
den layers since it is the least computationally-expensive option.

To calculate the final probabilities in the output layer of an NN
for multi-class classification problems like this spike-classification
task, the Softmax function is commonly employed. However, this
is a very costly operation in hardware, which would also require
IEEE floating point support. Instead, Softmax can be moved to the
loss function, effectively making the network output log proba-
bilities (logits) instead of just probabilities. This can be achieved
using a simple linear activation function that caries no computa-
tional cost during inference. Since the above natural logarithm is a
monotonically increasing function of probability, the output class
is determined by selecting the index of the neuron with the highest
value, just like in the case of using normal probabilities.

3.2.3 NN Quantization. The NN was initially designed and tested
in software before implementing it in hardware (see Section 4.1
for more details on the tool flow). Conventionally, software NN
implementations use floating-point arithmetic which adds to the
computational burden of the classifier. Through the quantization
technique presented in [12], we transformed the NN to integer
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format to increase the efficiency of the inference. Following this
technique, the weights and activation values of the neurons were
mapped to signed 8-bit values.

3.3 Control

Given the fact that the occurrence of Purkinje-cell spikes is rel-
atively rare (i.e., roughly 100 Hz on average) compared to the
sampling frequency, constantly running all of the modules in the
proposed architecture (Figure 3) is unnecessary. In fact, once the
threshold has been calculated for the detection, the only block in
the system that runs continuously is the NEO calculator and the
comparator. The classifier is only enabled once a spike has been
detected. Furthermore, there is no need to detect another spike
during the classification execution on the initial spike as there is
a sufficient time gap (>2 ms) between two consecutive spikes. To
control the information flow and enabling/disabling modules, a
finite-state machine (FSM) was designed, whose state diagram is
shown in Figure 3.

The system is in the INIT state when it is initially started or is
reset. During INIT a threshold is calculated for the spike detection
and all the other subsystems are disabled. When the threshold
calculator converges to a threshold, a flag is set. At this point, the
FSM transitions to the RUNNING state in which the NEO calculator
is enabled and spike detection is performed. At this point, there
is no need to enable the threshold calculator or classifier. When a
calculated NEO value exceeds the threshold, a detection flag is set
and the FSM transitions to the DETECTED state. During this state,
the next 40 filtered input samples are saved. Here, the precision of
the samples is reduced to 8 bits as mentioned earlier in Section 3.2.3.
After these 40 cycles, the FSM transitions to the CLASSIFYING state
in which the NN inference is performed and the classified result
is stored in the storage. Upon completion, the system transitions
back to the RUNNING state.

3.4 Storage

One of the important aspects of our approach is the use of on-
board storage to store the reduced-size (i.e., classified) data. Since
this memory needs to be removed after an experiment to retrieve
the recordings, it needs to be non-volatile. Another reason for
employing a non-volatile memory is to allow it to stay powered
down when the head stage is not classifying, which cuts out its
leakage power and improves battery life. For the proposed scheme,
we chose the Spin Transfer Torque Magnetic Random Access Memory
(STT-RAM). This is because apart from non-volatility, STT-RAM has
a small form factor, low access latency and energy, high endurance,
CMOS compatibility, high maturity and immunity to soft-errors
due to radiations [1].

Table 2 illustrates a comprehensive comparison between STT-
RAM and various memory technologies, encompassing both con-
ventional and emerging non-volatile memories. Conventional mem-
ories like SRAM and DRAM are volatile, necessitating a continuous
power supply. SRAM notably faces leakage issues, and DRAM ne-
cessitates periodic refresh cycles, rendering it energy-inefficient.
Flash memory, another conventional technology, operates at rela-
tively high voltages. Among the emerging non-volatile technolo-
gies, RRAM encounters endurance problems, while PCM demands
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Figure 4: Relative timing information between complex and
simple spikes, which can aid in the offline post-processing

high voltage for switching. Although STT-RAM boasts numerous
advantages, it has the drawback of requiring a constant current
for writing, resulting in slightly higher energy consumption and
latency compared to the traditional SRAM technology. However,
this drawback is offset by SRAM’s leakage issues. Due to all these
benefits, STT-RAM stands out as the only commercially available
emerging non-volatile technology in the market due to its overall
performance and reliability [9, 18]. Furthermore, since we do not
need STT-RAM’s prolonged data-retention (of up to 10 years) for
the targeted experiments, we take advantage of the tunability of
its thermal-stability factor by which we shorten the retention time
in return for further improving its energy efficiency and access
latency [28]. These features make STT-RAM very suitable for our
experiments.

3.5 DPost-processing

The calculated NEO value of the spike detector can sometimes
exceed the threshold several times in a short duration, leading to
one actual spike causing multiple spike detections. To address this
limitation of the spike-detection algorithm, a post-processing step
is carried out offline, i.e., on the reduced data retrieved from the
head-stage storage. This step leverages the relative spike timing
between the spikes, as illustrated in Figure 4. The time interval
between these (false) detection events often falls within the sub-
millisecond domain, which is anatomically implausible for Purkinje
cells: Neurons require time to accumulate the necessary charge
(i.e., ion concentration) to generate a spike, typically exceeding 4
ms [7]. As a result, a dead zone is introduced in post-processing
after a detection event. However, since the minimum spike interval
pertaining specifically to simple spikes remains relatively consis-
tent, the dead zone is applied only after the classification of simple
spikes, and any detection events within this period are subsequently
discarded.

4 RESULTS
4.1 Experimental Setup

An overview of the employed tool chain is shown in Figure 5. The
data used to design, train and verify the system was formatted
in Matlab. This data set was acquired using a wired setup (see
Figure 2) involving the Mini-Amp-64 head stage from Cambridge
NeuroTech [4] with the ADC sampling frequency of 24.414 kHz
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Table 2: Comparison of bit-cell design metrics for various memory technologies (data obtained from [20, 24]).

Matlab

Metrics SRAM DRAM Flash RRAM STT-RAM PCM

Size (Fz) 120-150 10-30 10-30 10-30 10-30 10-30

Volatility Yes Yes No No No No

Write energy ~ ~f] ~10 fJ ~100 pJ ~1pJ ~1p] ~10 pJ

Write speed ~1ns ~10 ns 0.1-1ms ~10ns ~5ns ~10 ns

Read speed ~1ns ~3 ns ~100 ns ~10ns ~5ns ~10 ns

Endurance 1016 1016 10%-10° 107 101 1012

Scalability medium medium medium  high high high

WAk Netron (extract The training was performed over 100 epochs and early stopping

Te Flow —p . ;
ensorriow converter weights & biases)

' S v

Python 3.9 (SW Training-data RTL simulation Cadence Genus
implementation) filtering (UMAP) (Logic synthesis)

Figure 5: Employed tool flow

and a resolution of 10 bits. To enable flexibility and multiple DSE
iterations, the spike detector and classifier were first implemented in
software (Python). Python was employed for this purpose because
of its ease of use and well-supported libraries (especially in regards
to the NN-based classifier). The hardware was described in VHDL
and simulated using Xilinx Vivado. The classifier NN training was
done using TensorFlow. The training data itself was sanitized using
Uniform Manifold Approximation and Projection for dimension
reduction (UMAP) [16]. Subsequently, TFLite was used to optimize
(quantize) the TensorFlow models [12]. The Netron software [22]
was used to visualize the neural network and extract the weights
and biases, which were then used to create a hardware description of
the classifier. For our evaluation, we have synthesized the design on
Cadence Genus, using the 45-nm NanGate Open-Cell library [26].
The design metrics for the STT-RAM were extracted using the
NVSim tool [8].

4.2 Spike-Classifier-NN Training

The acquired neural-recording contains around 10° spikes, which
were manually annotated offline in order to create a reference
for training the spike-classifier NN. 40 samples after every NEO-
filter-detected sample were saved in order to cover the rough spike
duration (as mentioned in Section 3.2). Based on the annotated
data, these detected waveforms were labeled as Complex Spike (CS),
Simple Spike (SS), or False positive (F) (for detected signals that did
not correspond to annotated spikes). Since these samples were in a
10-bit format (ADC resolution), the whole waveform was divided
by 4 since the NN requires 8-bit inputs.

Furthermore, since the occurrence of complex spikes is far less
frequent than that of simple spikes (i.e., there is a large class imbal-
ance), the training data set was re-sampled to obtain a balanced set
of simple and complex spikes, and false positives (5953 SS, 5953 CS
and 5948 F samples, respectively). This process prevents the NN
from being biased towards simple spikes. This reduced data set was
further split randomly into the training set (80%) and test set (20%).
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with a 90%/10% training/validation split on each fold.

The training samples underwent another round of filtering by
comparing them against the output of UMAP, which was performed
on the aforementioned balanced data set (in two dimensions). It
was found that a small amount of samples seemed to be outliers or
were very similar to other classes, which could be due to possible
mislabeling or missing spikes altogether during manual annotation.
To avoid confusing the training protocol with these outliers, we
discarded samples when the 10 nearest neighbours in the UMAP
space contained 9 or more differently-labeled samples at the time
of training (Figure 6). It is important to note that the outliers were
not discarded during the testing of the NN (Section 4.4).

The loss function used for training is the multi-class cross-entropy,
calculated directly from logits to remove Softmax-computation
overhead from the network output layer. As the name suggests,
this loss function is well-suited for a ternary-classification problem,
such as this one. The weights were updated using the popular Adam
optimizer [13].

4.3 Classifier Design Space Exploration

The DSE of the spike-classifier NN was performed to find an opti-
mal trade-off between the classification accuracy and area/energy
consumption, which in turn depends on the NN topology (i.e., the
number of hidden layers and the number of neurons per layer).
To gauge the classification accuracy, we employed the classical
T,+T,,
Tn+Tp+Fn+Fp°
and positives, respectively and F, and Fj, are the false negatives
and positives, respectively. To obtain the most ideal NN topology, a
10-fold cross-validated grid search was performed over NN archi-
tecture and regularization. The search included all possible hidden
layer configurations between 0 and 4 layers, in descending neuron
counts for each layer, i.e., 1-40, 1-20, 1-10, and 1-10, respectively.
Furthermore, the grid search contained a 0.01 or 0.001 regulariza-
tion constraint for the weight-matrix orthogonality. It should be
noted that all accuracy estimates were performed after quantization,
i.e., it was incorporated into the DSE.

As CS classification is the hardest task, the most optimal network
after the grid search was selected by first choosing those with a CS
class accuracy greater than 90% within a 95% confidence interval.
This criterion was applied to closely match the performance of the
recent software-based technique [15] discussed in Section 1. Sub-
sequently, the network with the lowest computational complexity

formula of where T,, and T, are the true negatives
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Figure 6: UMAP projection of the class-balanced dataset and
highlighted outliers to be discarded during training

Table 3: Network-architecture search results

Network RF cs*  SS* F* Complexity™™
Architecture

40, 2,3 0.001 85.4% 93.4% 83.0% 86
40, 2,3 0.010 86.4% 93.7% 82.2% 86
40,4,3,3 0.010 88.0% 94.3% 84.4% 181
40,5,5,2,3 0.010 88.9% 93.5% 82.8% 241
40,7,7,4,3,3 0.010 90.0% 93.5% 83.0% 378
40, 8,8,3,3,3 0.001 90.6% 94.2% 84.0% 426
40, 14,10, 4,3,3 0.010 913% 94.8% 86.2% 761
40, 16,7,5,4,3 0.010 91.7% 94.5% 85.1% 819
40, 28, 14,8,6,3 0.010 93.0% 94.5% 89.0% 1690

‘RF’: Regularization Factor

" Mean post-quantization accuracy calculated across 10-fold cross-
validation

" Complexity defined as Ziclayers n(D)n(i+1).

was selected, as estimated by 3’;elayers n(i)n(i + 1), where n(i) rep-
resents the size of the layer. The network-architecture optimization
results are shown Table 3. The optimal NN topology consisted of
four hidden layers with 16, 7, 5, and 4 neurons, respectively, along
with the orthogonal weight regularization set to 0.01.

4.4 Classifier Testing

Finally, the aforementioned optimal network was retrained and
quantized on the full training set, and was subsequently tested on
the complete test data set (which remains unseen until now), leading
to the confusion matrix shown in Figure 7 (top left). We can see
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Figure 7: Top left: Final confusion matrix of the classifier NN
on the test data set. Top right: Accuracy of our scheme for
different neural recordings. Bottom: Manual classification
vs. automated classification using our scheme. Blue triangles
denote the manually-labeled spikes and the red/green trian-
gles denote the detected simple (SS) and complex (CS) spikes,
respectively.

Table 4: Implementation results

Detector Classifier Storage (STT-RAM)
Energy* (n]) 4.46 311 0.28
Area (mm?) 0.006 0.081 25.91**

*One complete detection-classification-storage cycle
**For 32-MB capacity to support 24-hour experiments

that both the CS (93.35%) and SS (96.67%) classification accuracies
satisfy the target of >90%.

Figure 7 (top right) shows that for the selected NN topology the
median accuracy values of the individual blocks and the complete
system are greater than 95%. Figure 7 (bottom) shows a snippet of
a neural recording in which our scheme detects and classifies the
spikes with the same outcome as that of the manual annotation.

4.5 Energy- and Area-Efficiency Analysis

The results of the logic synthesis with the target clock frequency
of 24.414 kHz (to match the sampling rate of the input neural data)
are summarized in Table 4. It can be seen that most of the energy is
spent on the classifier during one complete detection-classification-
storage cycle. However, the classification is only invoked roughly a
100 times per second (Purkinje-cell firing rate), which results in a
very-low system energy consumption and sufficiently long battery
life (as will be discussed shortly). In terms of area, the complete
detector and classifier design, and the STT-RAM occupy just under
26 mm?, which can be easily accommodated in ~200-mm? PCBs
typically used in mouse head stages [6]. Figure 8 (top) shows that the
dimensionality reduction performed by our classification scheme
significantly reduces the storage requirements.
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Table 5: Comparison with the state of the art

(191 [[2] [ (3] [[29] [[10] [[11] [ [14] [25] | [15] | [31] | This work

CS-classification accuracy (%) N/A; - - - 93.35
CS-classification F1 score (%) N/A; - 925 | — 90.15
SS-classification accuracy (%) N/A1 - - - 96.67
SS-classification F1 score (%) N/A; - - - 94.93
Commercial product yes | no yes | yes | no no | no no [no |no | no
Purkinje-cell spike classification | no | no no | no no no | no yes | yes | yes | yes
On-board DR no |yes | no |no yes | no | yes N/Az yes
Weight (g) >21 | 468 | 9.87 | 2.5 4.9 - - N/Az <2.5%
Autonomy (hrs) 3 1.6 25 105 1.75 | 72 24 N/A, 24
Targeted animal rats | mice | rats | mice | mice | cats | monkeys N/A; mice

‘—’: Not provided, ‘N/A;’: Not applicable since these works do not deal with Purkinje cells, ‘N/A,’: Not applicable since these
works are software based (i.e., not suitable for an animal head stage)
*Worst-case approximation based on the battery choice and design size.

**For the 24-hour-experiment configuration (32-MB STT-RAM).
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Figure 8: Top: Storage-size savings when employing dimen-
sionality reduction (DR) via the proposed approach for dif-
ferent types of cerebellar experiments. Bottom: Battery life
of the head-stage when using the proposed approach for dif-
ferent miniature battery capacities [21].

The next step is to calculate the battery life of the complete head
stage in order to prove that it can stay operational throughout the
longest of experiments (i.e., 24 hours). Figure 8 (bottom) shows the
expected battery life of the head stage for three very-small-sized
batteries [21] using an ADC with 0.5 pJ per conversion [27]. It
can be seen that our approach easily allows for roughly 4 days of
continuous operation for the smallest 0.33-gram battery (12 mAh).

4.6 Discussion

Recall from Section 1 that the goals of our scheme were to achieve
(1) long-duration experiments, and (2) freely moving mice. The first
goal can be validated from Figure 8 in which we demonstrated that
our scheme easily allows the head stage to operate continuously
for the longest-duration experiments. Regarding the second goal,
we saw that the use of an on-board storage allows us to get rid
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of the wires, which aids in the free movement of mice. Moreover,
the design supports the use of very light batteries (down to 0.33
grams). Since the battery is the heaviest component of the head
stage, our approach easily meets the requirement of the head-stage
weight being less than 3 grams. Table 5 compares our work with
the closely-related state of the art. It can be seen that our scheme,
to the best of our knowledge, is the only one to date that fulfills the
aforementioned goals. Moreover, it is the only one that performs
small-form-factor Purkinje-cell spike classification.

5 CONCLUSIONS

In this paper, we proposed a lightweight architecture for classify-
ing Purkinje-cell spikes from a stream of neural data. Our scheme
reduces the dimensionality of this very sparse data by classifying
spikes with an overall accuracy of >95%, which allows it to be stored
on a removable storage on a mouse’s head stage. This results in get-
ting rid of the wires for data acquisition and enabling the free move-
ment of mice during cerebellar-recording experiments. Moreover,
our CMOS synthesis results demonstrate that our small-form-factor
approach allows for long-duration experiments. The head stage
utilizing our scheme can continuously run for approximately 4 days
on a small 0.33-gram (12 mAh) battery. Such experiments involving
free-moving mice (i.e., more realistic and natural conditions) can
significantly help in elucidating the underlying mechanisms behind
motor control and loss thereof, in the brain.
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