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Water diffusion through OmpF, a porin in the outer membrane of Escherichia coli, is studied by
molecular dynamics simulation. A first passage time approach allows characterizing the diffusive
properties of a well-defined region of this channel. A carbon nanotube, which is considerably more
homogeneous, serves as a model to validate the methodology. Here we find, in addition to the
expected regular behavior, a gradient of the diffusion coefficient at the channel ends, witness of the
transition from confinement in the channel to bulk behavior in the connected reservoirs. Moreover,
we observe the effect of a kinetic boundary layer, which is the counterpart of the initial ballistic
regime in a mean square displacement analysis. The overall diffusive behavior of water in OmpF
shows remarkable similarity with that in a homogeneous channel. However, a small fraction of the
water molecules appears to be trapped by the protein wall for considerable lengths of time. The
distribution of trapping times exhibits a broad power law distribution ¢(7) ~ 724, up to 7=10 ns,
a bound set by the length of the simulation run. We discuss the effect of this distribution on the
dynamic properties of water in OmpF in terms of incomplete sampling of phase space. © 2007

American Institute of Physics. [DOI: 10.1063/1.2761897]

I. INTRODUCTION

Nanometer-sized transmembrane protein channels play a
pivotal role in the diffusive transport of water, ions, and other
species between biological cells and their environment. One
particular channel protein that has received much attention is
the OmpF porin,l_4 an aqueous pore that is found in the outer
membrane of Escherichia coli. In its natural form OmpF is a
trimer, i.e., it consists of three similar parallel channels in a
triangular arrangement (see Fig. 1). The internal region of an
OmpF channel, accessible by liquid, has the shape of an
hourglass. The channel diameter decreases from 2 nm near
the channel ends to approximately 0.6 nm in the constriction
zone.” Molecular dynamics (MD) simulations have given
substantial insight into the relation between channel structure
and transport properties of water and solvents. Charged resi-
dues in the pore wall are responsible for preferential orien-
tation of water molecules” and separated pathways for posi-
tive and negative ions, 1respectively.3’4 The axial diffusion
coefficient, which characterizes the component of the mo-
lecular motion parallel to the channel axis, appears to be
strongly position dependent, for water” as well as for jons.’
Typically a reduction of the water diffusion coefficient by a
factor of 5 was observed,’ moving from the bulk liquid to-
ward the constriction zone. The spatial variation of diffusion
characteristics makes the transition from local properties to
full-channel behavior nontrivial.
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In a homogeneous isotropic simple fluid the mean square
displacement (MSD) of a molecule in a particular direction,
say z, is given by the Einstein relation,

lim{[z(¢) - z(0)]*) = 2D, (1)

where ¢ is time, D is the self-diffusion coefficient, and z(0)
and z(r) are the z components of the particle positions at
times 0 and ¢, respectively. This expression is valid for times
considerably longer than the velocity correlation time, i.e.,
well beyond the initial ballistic regime, where the MSD is
proportional to 2. Equation (1) would also apply to axial
diffusion in a translationally invariant channel. If heteroge-

(a) (b)

FIG. 1. (Color online) Visualization of the protein structure of OmpF. 7 (a)
Top view of the trimer. (b) Side view of a single channel. It has a cylindrical
shape, built out of beta sheets. The helix in the center (L3 loop) is respon-
sible for a strong transverse electric field (Ref. 2). The 2 nm long region of
the channel that was used in the analysis is emphasized. The figures were
generated with VMD (Ref. 28).
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neities are present, the limiting linear behavior will only be
reached after these are sufficiently sampled, yielding a diffu-
sion coefficient that represents an average over the explored
region. The intermediate time dependence of the MSD will
then, in general, be nonlinear. As the typical length scale of
the heterogeneities in OmpF is of the same order of magni-
tude as the channel length, extracting an effective diffusion
coefficient from the Einstein relation [Eq. (1)] is not a viable
option. Trajectories sampling the heterogeneities in a suffi-
ciently representative manner would extend well into the em-
bedding water reservoir, which obscures the effect of the
intrinsic channel properties on the MSD in an intractable
way.

Deviations of the MSD from the linear time dependence
[Eq. (1)] may arise simply due to the presence of bounding
surfaces, even when the liquid has uniform intrinsic proper-
ties. This feature was accounted for analytically in several
MD studies of water” through mapping onto simple geom-
etries, where surfaces are represented by reflecting bound-
aries. From the solution of the diffusion equation finite-time
corrections to the MSD [Eq. (1)], related to diffusion in a
direction perpendicular to the surface, could be derived. The
modified expressions were then used to extract intrinsic dif-
fusion coefficients from the MD simulation results. Ex-
amples of this approach are diffusion of water near a protein
surface, represented by a plane bounding a semi-infinite
domain,” between amphiphilic layers, represented by parallel
planes,6 and within a silica tube, modeled as a Cylinder.7

In OmpF, nonlinearity of the MSD of water is the result
of variations of the channel cross section as well as interac-
tions of the water molecules with the protein residues which
form the channel wall. This means that a combination of
geometry-induced and intrinsic variations of the diffusion
characteristics plays a role. Tieleman and Berendsen® used
the Einstein relation [Eq. (1)] in the three principal directions
to retrieve the components of the local diffusion tensor from
MD simulation data by considering thin (1.2 A) slices per-
pendicular to the channel (z) axis. Molecules present in a
particular slice at time zero are monitored during a time in-
terval of 5 ps, of which only the last 4 ps are used in order to
be well beyond the ballistic regime. The effective diffusion
coefficients related to the slice, D,, D,, and D,, respectively,
are then extracted from linear fits to the MSD(z) curves, ob-
tained for multiple time origins and averaged over all mol-
ecules initially in the slice. The short time interval ensures
that molecules travel distances which are small relative to the
typical length scale of variations in the channel cross section.
In other words, the obtained approximate diffusion coeffi-
cients represent (radially averaged) intrinsic liquid proper-
ties. A similar approach was followed for the analysis of
ionic diffusion in OmpF (Ref. 3) as well as in various other
ion channels.® A related methodology was applied earlier by
Ahlstrom et al.’ to water diffusion in 1-A-thick concentric
spherical shells around a globular protein. Here, the full
time-dependent solution of the diffusion equation, rather than
the MSD, was analyzed to extract radial diffusion coeffi-
cients from the simulations.

In the layer-based approaches summarized above, the
initial positions of the molecules are known, but averaging
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takes place over poorly defined regions, which extend be-
yond the boundaries of the layers. Liu ef al. 1 alleviated this
limitation in a study of the diffusive properties of water in
layers of thickness of 3.5 A parallel to a liquid-vapor inter-
face. In this approach the two delineating surfaces of a layer
are treated as virtual absorbing boundaries. All molecules
present in the layer at time zero are labeled and loose their
identities upon crossing a boundary at some later time. The
diffusion coefficient of a layer is obtained from the MD
simulation data by matching the decay of the concentration
of tagged molecules to the solution of the diffusion equation
with absorbing boundary conditions. A related method was
applied by Munakata and Kaneko."! They monitored the time
it takes a molecule to reach a sphere of radius / around its
initial position for the first time. This is a typical example of
a first passage time (FPT) problem.12 Essentially, it amounts
again to solving the diffusion equation for the concentration
c(r,t), with absorbing boundary conditions at |r|=/ and ini-
tial concentration c¢(r,0)=4(r), but rather than the explicit
solution, a characteristic time is the quantity of interest. In
this spherical model the initial position of the molecule is
symmetric with respect to the boundary. Variation of this
position, however, would allow for a much richer analysis of
the diffusion behavior. Recently,13 we applied such a more
general methodology to various liquids in a rectangular ge-
ometry, where slabs of thickness of 2 nm within a larger
simulation box were analyzed. The diffusion coefficients ob-
tained along this line showed good agreement with the val-
ues found by means of a regular MSD analysis [Eq. (1)].
However, the analysis unambiguously forced us to assume an
effective slab thickness that exceeded the actual distance be-
tween the absorbing boundaries, That is, boundaries ap-
peared as being shifted outwards over a distance A,;. This
quantity, which appeared to vary with type of molecule and
simulation conditions, was identified as the “Milne extrapo-
lation length.”14 It has the same physical background as the
more familiar initial ballistic regime preceding the diffusive
behavior [Eq. (1)]. This phenomenon was revealed by vary-
ing the initial particle position. Such a feature renders the
FPT method particularly promising for the analysis of mo-
lecular diffusion through heterogeneous channels. Perme-
ation times of particles entering the channel at one side and
leaving it at the other provide a global (effective) character-
ization of the system. Exit times of particles which start from
some internal position are expected to be especially influ-
enced by local properties. Here we present the results of such
a FPT analysis to water diffusing through an OmpF channel,
and, as a simplified model system thereof, a carbon nano-
tube.

This paper is organized as follows. In Sec. II we give
computational details and parameters of the MD simulations.
Section III provides the mathematical ingredients of the FPT
analysis. In Sec. IV A we apply these to water diffusing
through a carbon-nanotube-like cylindrical channel. This
serves as a validation of the proposed methodology and also
as a reference system for the more complicated OmpF chan-
nel. Section IV B presents the analysis of OmpF MD simu-
lations. Distinct features clearly reveal the heterogeneous na-
ture of the channel, but the global permeation behavior
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appears to be remarkably similar to that of a homogeneous
channel, governed by a single effective diffusion coefficient.
In Sec. V we summarize the main conclusions.

Il. SIMULATION METHODOLOGY AND PARAMETERS

Molecular dynamics simulations were carried out using
the software package GROMACS."”

Water model. A modified version of the simple point
charge (SPC) model'® was used to represent the water mol-
ecules in both simulations. Here the mass of the two hydro-
gen atoms in a molecule is multiplied by a factor of 4, which
is compensated by a reduction of the oxygen mass accord-
ingly. The motivation'® for this unphysical redistribution of
masses is an increase of the moments of inertia of the water
molecules. This results in suppression of high-frequency li-
brations, allowing us to take a larger time step in the integra-
tion of the equations of motion. A side effect of this proce-
dure, however, is slowing down of the global rotational
motion of the molecules as well. Due to the strong rotation-
translation coupling, as a result of hydrogen bonding, this
has a considerable impact on their translational diffusion.
Typically, the diffusion coefficient appears to be reduced by
roughly 15% relative to the regular SPC water model. Varia-
tions of diffusion coefficients between various frequently
used water models, however, are of the same order of mag-
nitude, if not lalrger.17 Therefore, we consider the modified
SPC water model to be an acceptable choice.

Carbon nanotube. The behavior of water was analyzed
in an open-ended rigid (12,12)-type carbon nanotube (CNT),
with a length of 2.7 nm and an approximate internal diameter
of 1.2 nm. This channel is placed symmetrically, parallel to
the z axis, in a simulation box with dimensions L, X Ly XL,
=5.1X5.1X6.0 nm®. Two parallel graphite sheets, perpen-
dicular to the channel, with spacing of 2.7 nm, separate two
water reservoirs. A connection between these reservoirs is
provided by the CNT. Polarizability of the carbon atoms was
not taken into account, and, therefore, the results presented
here are of limited significance to real CNT’s. Rather, we
choose this system as a generic hydrophobic channel. Atomic
arrangements of the CNT and the graphite sheets were ob-
tained wusing the web-based applets TubeGen and
PRODRG.'®!” The system contains 7076 atoms in total.

OmpF. The molecular structure of OmpF was retrieved
from a publicly accessible online database [RCSB Protein
Databank, PDB ID: 20MF, resolution of 2.4 A (Refs. 1 and
20)]. OmpF consists of three parallel channels (see Fig. 1).
This system is embedded in a dimyristoylphosphatidylcho-
line (united atom) bilayer, surrounded by SPC water. Dimen-
sions of the simulation box are L, XL, XL ,=124X12.4
% 8.0 nm®. The total number of atoms in the simulation
amounts to 93 009.

Simulation settings. The GROMACS ffgmx force field was
used in both simulations, in conjunction with united-atom
lipid molecules, dummy hydrogen atoms for the protein, and
the mentioned modification to the SPC water model.'® Peri-
odic boundary conditions were applied in three dimensions.
Long-range electrostatics was accounted for by means of
particle-mesh Ewald summation. Short-range van der Waals
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and Coulombic interactions were calculated, with cutoff
lengths of 1.0 and 0.9 nm for the CNT simulation and the
OmpF simulation, respectively. Both systems were coupled
to a Berendsen thermostat at 310 K.*' Berendsen pressure
coupling was applied at 1 bar in the OmpF simulation. All
(classical) degrees of freedom of OmpF were taken into ac-
count explicitly. In the CNT simulation, pressure coupling
caused severe deformations of the graphite sheets. Therefore
it was replaced by position restraints by applying a force of
1000 kJ/mol nm? to each carbon atom. Box dimensions were
kept fixed during this simulation.

The time steps used for integrating the equations of mo-
tion were 2 fs for the CNT simulations and 5 fs for the simu-
lations on OmpF. In the latter case, a larger time step was
chosen for reasons of computational efficiency. This was al-
lowed due to a different treatment of the hydrogen atoms
involved in the simulation. Lengths of production runs were
20 and 10 ns for a CNT and OmpF, respectively.

lll. FIRST PASSAGE TIME APPROACH

For diffusion through a channel, the component of the
molecular motion projected on the channel (z) axis is the
quantity of primary interest. If the channel has a
z-independent (geometrical and chemical) structure, this lon-
gitudinal component is decoupled from the transversal one,
so a truly one-dimensional description would apply. Hetero-
geneities in the channel, such as in OmpF, may give rise to
deviations from this simple behavior. These can then be used
to gain insight into the effect of the channel’s architecture on
the diffusion properties. As discussed in the Introduction, the
finite size of a channel limits the use of the Einstein relation
[Eq. (1)] for the determination of a diffusion coefficient from
simulation data. This problem, however, can be circum-
vented by a first passage time analysis. In this section we
present the relevant associated mathematical expressions for
a homogeneous one-dimensional diffusion model. Details
pertaining to their derivation are discussed in Ref. 13, while
a much more comprehensive account of the FPT methodol-
ogy, including an extensive list of references to the original
literature, can be found in a book by Redner.'?

We consider diffusion of particles on a one-dimensional
interval [0,L], with absorbing boundaries at z=0 and z=L,
respectively. This model represents the z-projected motion of
molecules in a channel of length L, delimited by virtual
boundaries, i.e., molecules loose their identity when crossing
a boundary, but are not physically removed from the system.
Starting point is Fick’s law, which relates a diffusion current
density j(z,z) on time 7 and position z to a concentration
gradient as

J
j(Z’t) =_D_C(Z7t), (2)
Jz
where c(z,1) is the particle concentration and D is the diffu-

sion coefficient. Application of the continuity equation then
leads to the diffusion equation,2
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J &>
—c(z,0) = D—5c(z,1). 3
P (z,1) P (z.1) 3)

Absorbing boundary conditions are imposed by the require-
ment

c(0,1) =c(L,1)=0. (4)

Although Eq. (2) is a transport equation, the diffusion coef-
ficient D should be interpreted as the self (tracer)-diffusivity.
This emerges because in the computational “experiments”
we consider individual, labeled, particles. Global properties
are obtained by first averaging over individual trajectories,
and subsequently over the ensemble of trajectories compris-
ing the full system. This bypasses any correlations between
the dynamics of the particles, i.e., they are treated as nonin-
teracting. Under this condition the transport diffusivity is
equal to the self-diffusivity.

The time dependent spatial distribution of particles
launched at time #=0, and position 7=z, within the domain
[0,L] corresponds to the solution of Eq. (3) with the initial
condition ¢(z,0)=d8(z—z) as?

2 < ) nwzo) ) <n7rz> y
c(z,t)=— sin sin| — |e™""n, 5
@n=73 ( 0 Jsinf (5)
where time constants 7, are defined as
12
=—5_. 6
n n*m*D (©)

The mean exit time, i.e., the average time it takes a particle
to reach either boundary, given an initial position z,, can be
derived from Eq. (5) as

T = 5 pan(L - 20) g

This is a parabola, which reaches a maximum value L2/8D at
z0=L/2 and crosses the z, axis at zp=0 and zo=L, respec-
tively. The area under this curve gives the spatially averaged
mean exit time (7), which corresponds to a uniform initial
distribution, rather than a delta pulse, as

2

1 (- L
(T)= Zfo T(zp)dzy = E (8)

Of particular interest for application of the FPT methodology
to diffusion through channels is the distribution of perme-
ation times F,(r), which characterizes the residence time of
particles that enter the channel at one end, and are absorbed
at the other end (and, therefore, never return to the entrance
at intermediate times). It is given by the series expansion

F(t)= 27:21)2 (- 1) tnPe™ . )

n=1

The fraction of particles that have entered the interval at
t=0 and eventually will leave it at the opposite end, but have
not done so yet at time ¢, is given by the survival probability
S,(t), which is equal to the complementary cumulative per-
meation time distribution

J. Chem. Phys. 127, 085101 (2007)

1500

FIG. 2. Permeation time distribution F,(r) of water molecules traversing a
CNT of length L=2 nm. The solid curve is based on Eq. (9), with
D=2.70 nm?/ns, obtained from the fit in Fig. 3. The solid line in the semi-
logarithmic inset emphasizes the asymptotic monoexponential behavior,
with a time constant 7,=L%/7°D.

S, (1) = J F,(t"dt' = 2D (= D), (10)
t n=1

While formally S,(¢) contains the same information as F,(7),
it proved to be useful for the analysis of MD simulation data.
F,(t) is given by Eq. (9) as a sum of exponential terms
a,e”"™. Integration of such a term generates a prefactor 7,
~n~2 [Eq. (6)], so the high-n contributions are reduced rela-
tive to the low-n ones. This is a manifestation of the well-
known fact that integration acts as a low-pass filter. The lat-
ter property is responsible for the suppression of statistical
fluctuations upon transformation from F,(z) to S,(z).

IV. RESULTS

A. Carbon nanotube

Carbon nanotubes have been the subject of much com-
putational research, as model systems for the study of trans-
port through nanopores, as well as in their own right (see,
e.g., Refs. 23-25). We examine diffusion of water in a CNT
of length of 2.7 nm and an approximate internal diameter of
1.2 nm, as a prelude to the heterogeneous OmpF channel.
The “computational length” L, which defines the region over
which the FPT analysis is applied, is 2 nm. It is positioned
symmetrically in the channel. A simulation run of 20 ns was
analyzed using multiple time origins.

Figure 2 shows the permeation time distribution function
F,(1), which characterizes the time it takes a molecule to
cross the channel without returning to its entrance plane at
intermediate times. The model system contains 1746 water
molecules, but on average typically only 80 are present in the
CNT. Therefore, most of the computational work consists of
updating the water reservoirs connected by the channel,
whereas only less than 5% of the water molecules provide
information of interest. This causes the considerable statisti-
cal fluctuations in Fig. 2. As argued in Sec. III, these fluc-
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FIG. 3. Survival probability S],(t) of water molecules traversing a CNT of
length L=2 nm. The solid curve (—) is based on Eq. (10), with
D=2.70 nm?/ns. The inset shows the initial part of the curve in more detail.

tuations may be suppressed by transforming the data into the
survival probability S,(¢) [Eq. (10)]. Figure 3 shows that this
is indeed the case. The asymptotic (long time) linear part of
§,(t) corresponds to the (n=1) term in Eq. (10), governed by
a time constant 7,=L?/7°D. A fit of the simulation data
gives a diffusion coefficient D=2.70 nm?/ns. The solid
curve in Fig. 3 represents the full solution [Eq. (10)] with
this value of D. Likewise, the solid curve in Fig. 2 represents
F,(1) [Eq. (9)] with the same diffusion coefficient. Appar-
ently we can map the diffusive motion in the direction of the
channel axis onto a one-dimensional diffusion model, with a
diffusion coefficient D=2.70 nm?/ns. This value is consider-
ably lower than the bulk value D=4.25 nm?/ns, which we
obtained from a standard MSD analysis [Eq. (1)] as well as
with the FPT methodology applied to a slab (see below).

An alternative way to determinate the diffusion coeffi-
cient is through the mean exit time 7(z,), the time it takes a
molecule to reach either boundary of the domain for the first
time, starting from a given initial position z=zy. The mean
exit time as function of z is shown in Fig. 4. The parabola is
based on Eq. (7), where the value D=2.62 nm?/ns is deter-
mined by the requirement that the spatially averaged mean
exit time (T) is equal to L?>/12D [Eq. (8)]. This is approxi-
mately 3% lower than the value D=2.70 nm?/ns obtained
from the permeation time analysis, which is in reasonable
agreement. Closer inspection of Fig. 4, however, reveals an
intriguing feature. The mean exit times near the domain
boundaries (z| 0 and z, T L, respectively) are on the order of
20 ps, rather than zero. This behavior is even clearer in the
representation in Fig. 5, where the parabola is transformed
into a straight line. We observed the same phenomenon in the
FPT analysis of various bulk liquids.13 In those systems the
geometry is a slab, rather than a channel, with dimensions of
L, XL, XL=5X5X2nm? embedded in a box of size
L, XL,XL,=5X5x%10 nm®. The delimiting planes of the
slab perpendicular to the z axis act as virtual absorbing
boundaries, while in the transverse (x,y) directions periodic
boundary conditions are applied. We will first discuss the
bulk behavior of the water model used here, and then return
to that of the actual CNT system.

J. Chem. Phys. 127, 085101 (2007)
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FIG. 4. Mean exit time 7 as function of z, for water inside the CNT of
length L=2 nm. (O) Simulation. (—) Fit according to Eq. (7) with D
=2.62 nm?/ns.

The dashed line in Fig. 5 is a linear fit to MD simulation
results obtained for a slab of water of thickness L=2 nm.
The existence of a nonzero exit time at the absorbing bound-
aries can be reconciled with Eq. (7) by introducing effective
boundaries at z=-\N, and z=L+\,, respectively, with
Ay;=0.050 nm. Introduction of a shifted coordinate Z=z
+\y transforms Eq. (7) into

1) = 55 - %), (1)

with an effective channel length defined as
L=L+2\,, (12)

which is equal to L=2.10 nm. From the slope 1/2D we ob-
tain a diffusion coefficient D=4.25 nm?/ns, consistent with
the value obtained with a MSD analysis [Eq. (1)].

200

1501

‘@
£ 1001

1 1

0 1 1
-0.2 0 0.2 0.4 0.6 0.8 1
z,(L-zy) (nm?)

FIG. 5. Mean exit time T as a function of z,(L—z,) for water inside a CNT
of length L=2 nm. (O) Simulation. (—) Line with slope 1/2D, where D
=2.62 nm*/ns. It is equivalent to the parabola in Fig. 4. The dashed line
corresponds to bulk water, with D=4.25 nm?/ns (data points are omitted for
clarity). It crosses the horizontal axis at —\,,(L+X\,,), with X\,,=0.050 nm.
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The quantity \,, was identified"® as the Milne extrapo-
lation length.”’%’27 Its value depends on the details of the
molecular system, primarily the type of molecule and state
variables such as temperature and pressure. It emerges be-
cause the diffusion equation [Eq. (3)] represents positions of
particles only, and therefore cannot account for velocity-
related phenomena explicitly. The derivation of Eq. (7) is
based on the assumption that the concentration is zero at an
absorbing boundary [Eq. (4)]. However, absorption implies
that a molecule is not allowed to return after crossing the
boundary for the first time, i.e., unidirectional (outgoing) flux
rather than zero concentration is the physically correct
boundary condition at the interface. This gives rise to a ki-
netic boundary layer, with a highly anisotropic distribution of
velocities and a concentration that is nonzero at the bound-
ary. The consequence of this layer may be appreciated by
considering a semi-infinite system with one absorbing
boundary at z=0. Suppose a concentration ¢, is maintained
at position z=z,, where z, is much larger than the typical
width w,, of the boundary layer. If the diffusion equation [Eq.
(3)], representing particle positions only, were valid, the ab-
sorbing boundary condition ¢(0)=0 applies and the steady
state concentration profile in the interval [0,z4] would be
c(z)=(z/z4)ca, i.€., a straight line with slope c4/z4. When the
boundary layer is introduced, the diffusion equation would
still describe the steady state situation at positions z>w,, but
the increased concentration near the boundary causes a de-
crease of the latter slope, which can be parametrized as
(z/Z4)cy, With Zy=z4+\y. The extrapolated concentration
profile attains a value of zero at z=-\,;, rather than z=0,
hence the name Milne extrapolation length. We note that a
more familiar manifestation of velocity-related limitations of
the diffusion equation is the initial ballistic regime of the
mean square displacement, i.e., where MSD ~ 2, in contrast
to the diffusive (long time) regime where MSD ~¢.

The time constants 7, [Eq. (6)] appearing in the various
time-dependent solutions of the diffusion equation are pro-

portional to L?/D. Therefore, replacement of L by L [Eq.
(12)] implies transformation of the diffusion coefficient D to
D=(L/L)?D, which is expected to be the proper intrinsic
diffusion coefficient of the system. For the slab of bulk water
discussed here, this implies an increase of D by 10%, and,

indeed, the corrected value D=4.25 nm?/ns corresponds to
that obtained from a MSD analysis of the data. We applied
similar corrections to the simulation results of various other
liquids,13 and, invariably, these results were consistent with
the MSD-based analysis.

We now return to the mean exit time of water in a CNT,
as represented in Fig. 5. In contrast to bulk behavior (dashed
line), the mean exit time shows distinct deviations from lin-
earity for small values of zo(L—z,), corresponding to initial
particle positions near the boundaries. Interestingly, however,
the bulk line seems to act as an asymptote. This may be
understood as follows. The computational channel (L
=2 nm) is separated from the reservoirs by residual parts of
the physical channel, each of length of 0.35 nm. This value is
considerably smaller than the channel diameter (1.2 nm).
Therefore, the average environment of water molecules near
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the channel ends will be much more bulklike than that of
those located further inwards. A molecule which has its ini-
tial position z; close to the boundary z=0 has a high prob-
ability to be absorbed by this one, rather than the one at z
=L (and vice versa), while excursions further into the chan-
nel prior to absorption will be on the order of z,. Therefore,
T(zp) is expected to be close to the behavior found in a bulk
environment, a conclusion which is corroborated by Fig. 5.

The exit time of a molecule is a nonlocal property, as it
depends on the mobility along the full trajectory from the
initial position z; to the exit point. An infinitesimal change of
z9, however, results in modification of this trajectory in the
vicinity of z; only, irrespective of details significantly further
away. For a homogeneous system, where the quadratic form
[Eq. (7)] for the mean exit time is valid, the effect of such a
variation can be expressed as

M - L , (1 3)

73 2D

with é=z,(L-z5). Now suppose the system is inhomoge-
neous, but variations are sufficiently smooth to allow a de-
scription in terms of an effective spatially varying local dif-
fusion coefficient D(zy). Then, as a generalization of Egq.
(13), we identify the slope of T vs zo(L—zo) with 1/2D(z),
which yields a local diffusion coefficient as

IT(zo) |
[—% } | (19

The solid line in Fig. 5 fits the simulation data fairly well
in the region zo(L—z¢)=0.3 nm?. With Eq. (14) its slope
gives a diffusion coefficient D=2.62 nm?/ns. This value can
be interpreted as the intrinsic value for water in the CNT,
sufficiently far from the channel ends. The line crosses the z,
axis in the origin. This, however, is a fortuitous result of
counteracting effects of the increase of the diffusion coeffi-
cient toward the channel ends on the one hand and the ki-
netic boundary layer on the other, but obviously cannot be
taken as a signature of the validity of Eq. (7) for the full
channel.

From the permeation time analysis, we obtained an ef-
fective diffusion coefficient for the full channel D
=2.70 nm?/ns. This value is based on the uncorrected chan-
nel length L=2 nm. However, due to the variation of the
diffusion properties along the channel, the simple transfor-
mation from D to D=(L/L)*D to account for a kinetic
boundary layer, as discussed in relation to bulk diffusion, can
no longer be applied. Therefore, we consider D
=2.70 nm?/ns as a lower bound only.

1
D(zp) = 3

B. OmpF porin

OmpF simulation results were analyzed along similar
lines as applied to the CNT system. Some features of the
OmpF system are distinctly different from a CNT. We used
the same computational length L=2 nm, but the OmpF cross
section varies between approximately 0.6 nm in the central
region and 1.4 nm near the (virtual) channel ends,
respectively,2 as opposed to the uniform CNT value of
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FIG. 6. Permeation time distribution F,(r) of water diffusing through an
OmpF channel. The solid curve corresponds to Eq. (9), with a diffusion
coefficient D=1.35 nm?/ns, obtained from the fit of S,(1) in Fig. 7. The
slope of the solid line in the semilogarithmic inset corresponds to the longest
time constant 7y=L%/7*D.

1.2 nm. Furthermore, the OmpF channel walls are highly
heterogeneous, both chemically and in a geometrical sense.

The permeation time distribution F,(f) of water mol-
ecules traversing the monitored part of the OmpF channel is
given in Fig. 6. It shows statistical fluctuations of the same
order as we observed in the CNT simulations (Fig. 2). Again,
this is primarily the result of the small number of molecules
that contribute to the signal, as typically only O(100) water
molecules are present in a single channel of the trimer. Like-
wise, the survival probability S,(¢) (Fig. 7) is much less er-
ratic. However, in contrast to Fig. 3 an additional structure is
visible in the tail, starting at a survival time of about
1200 ps. The corresponding survival probability is approxi-
mately 107'°=0.03, i.e., about 3% of the permeating par-
ticles are still present in the channel. A fit of the data in the
linear intermediate time regime, say, between 400 and

log(S, (1) (-)

1500 2000 2500 3000

t (ps)

500 1000

FIG. 7. Survival probability S,(z) of water permeating through OmpF. The
solid curve corresponds to Eq. (9) with a diffusion coefficient D
=1.35 nm?/ns. At log S,(1) ==1.5, a crossover to a slower exponential mode
corresponding to D’ =~ (.55 nm?/ns occurs. The dashed line corresponds to a
single exponential mode with a time constant 7;=L%/7D’.
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1000 ps, to the (n=1) mode of S,(s) [Eq. (10)] gives D
=1.35 nm?/ns. The magnified inset reveals some deviations
from the full solution at earlier times, unlike the CNT results
(Fig. 3). Presumably this is caused by the highly heteroge-
neous character of OmpF. For survival times #> 1200 ps the
behavior of logS,(7) is roughly linear, but with a consider-
ably more shallow slope than in the intermediate time re-
gime. The governing time constant may be formally associ-
ated with a diffusion coefficient D’ through 7|=L?/mD’,
which yields a value D’'=0.55 nm?/ns. This identification
suggests that two “populations” of permeating particles are
present, i.e., a major one with a diffusion coefficient D
=1.35 nm?/ns and a minor, much slower, one with a diffu-
sion coefficient D'=0.55 nm?/ns. However, we visually in-
spected representative water trajectories with the software
package VMD (Ref. 28) and found no evidence for well-
separated (fast and slow) transport paths. Rather, some mol-
ecules appeared to be trapped by the protein wall of the
channel for widely varying periods of time, up to the full
length of the simulation run (10 ns). We note that this is
quite different from the diffusion behavior of water in nan-
opores of a B-lactoglobulin crystal.29 Here we observed two
well-separated diffusion pathways with different characteris-
tics, the first hydration layer of the protein surface on the one
hand and the internal, more bulklike, region of the channel
on the other.

In order to quantify this behavior, we scanned the mo-
lecular trajectories for trapping events. A molecule is consid-
ered to be trapped if the absolute displacement of its center
of mass is never larger than 0.15 nm, roughly one-half of a
molecular diameter, over a period 7> 10 ps. The choice of
the threshold value of 0.15 nm can be rationalized by con-
sidering free diffusion, i.e., between trapping periods. With a
diffusion coefficient D=1.35 nm?/ns, the root mean square
displacement (2D7)'? [see Eq. (1)] over a period 7=10 ps is
equal to 0.16 nm. Therefore, for times 7= 10 ps stagnation
of the displacement below 0.15 nm is indicative of strongly
reduced mobility. Primarily, trapping times of at least an or-
der of magnitude longer than 10 ps are relevant for the phe-
nomena analyzed in this work (see below). Therefore, details
of the trapping detection procedure are of minor importance,
and consequently we refrained from further refinement. On
average, 1.7% of the water molecules appeared to be trapped.
Trapping events showed no mutual correlation, i.e., after re-
lease a molecule typically returns to the “mobile region” of
the channel, without preference for a next event.

Figure 8 gives the average trapping time (7) per trapping
event as a function of the axial coordinate z, averaged over
the channel’s cross section. We see a typical variation be-
tween 50 and 100 ps, with values at some positions exceed-
ing this range considerably. The distribution of trapping
times ¢(7), irrespective of the position in the channel, is
given in Fig. 9. Up to 7=10 ns, the bound imposed by the
run time of the simulation, it follows a power law,

7)) ~ 77, (15)

with u=2.4. This is quite different from an exponential dis-
tribution, such as we would expect if the trapping were a
regular thermally activated process. Presumably this is a fin-
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FIG. 8. Average trapping time {7) of water as a function of the axial position
z in the OmpF channel. The error bars represent standard deviations.

gerprint of the dynamics of the protein structure. A similar
distribution of trapping times was observed by Garcia and
Hummer™" for water in the interior of cytochrome C. Water
molecules with coordination numbers not larger than 3 were
considered trapped, in contrast to a typical average coordi-
nation number between 4 and 6 in the first hydration shell of
molecules in a bulk environment. The occurrence of low
coordination numbers is indicative of molecules being (par-
tially) surrounded by protein components, rather than other
water molecules. Simulations performed at various tempera-
tures showed a power law [Eq. (15)], with u=2.5. Both the
qualitative features of the trapping behavior and the expo-
nent u are similar to those observed in the OmpF channel.
Trapping of water molecules in hydration layers at sur-
faces, rather than at localized sites, is a more frequently re-
ported phenomenon. Here the molecules are still mobile
within the layer, as opposed to the characteristics in OmpF,
where the position of a trapped water molecule is essentially
frozen. For several systems the distribution of residence

y(t) (ps

107°

3

2 10

10' 10
7 (ps)
FIG. 9. Trapping time distribution ¢{(7) of water molecules inside OmpF. It

follows a power law [Eq. (15)] with u=2.4, up to the run time of the
simulation (7=10* ps).
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times in a layer appears to be characterized by a power law
such as Eq. (15), but with u<<2. It is attributed to long-range
collective behavior of the hydrogen bond network, induced
by orientational constraints imposed by the surface. The
value of u appears to depend on the thickness of the moni-
tored layer. A typical example is water in hydration layers
around plastocyanin,” where exponents u=1.7, u=1.5, and
pn=1.3 were found for layers with thicknesses of 4, 6, and
14 A, respectively. Similar behavior, with u=~ 1.5, was ob-
served for water in a 6-A-thick layer at the wall of a cylin-
drical silica caVity.32 It was argued that the distribution of
residence times reflects a distribution of waiting times be-
tween molecular jumps, following the power law [Eq. (15)]
with the same exponent . As w is smaller than 2, this should
give rise to subdiffusive behavior within the layer,33 where
the MSD is proportional to t*~!, rather than ¢ [Eq. (1)]. In-
deed such characteristics were found in the simulations.

The diffusion coefficient D characterizes the long time
translational dynamics of a molecule. It is the result of time
averaging of a fluctuating environment as the particle fol-
lows a trajectory. Different trajectories represent different re-
alizations of these fluctuations or, in other words, an en-
semble of paths in phase space. The duration of a trajectory
from its initiation to an absorbing boundary sets an “obser-
vation time” of the diffusion process. In our analysis this
would be either the exit time from an initial axial position z,
or the permeation time, with the simulation time of 10 ns as
upper bound. Only if the observation time is sufficiently long
to allow a phase point to visit a representative part of phase
space, the diffusive behavior is properly represented (statis-
tically) by the trajectory. Assuming ergodicity, an ensemble
average over multiple paths in phase space would then be
equal to the long-time average and hence reproduce the
sought after effective diffusion coefficient. The distribution
of trapping times (Fig. 9), however, indicates that this con-
dition may not be met. Trapping times exceeding typical ob-
servation times by more than an order of magnitude are
present, albeit with low probability. Therefore, these exces-
sive trapping events represent regions in phase space which
are not visited by the majority of the trajectories. This is an
example of “broken ergodicity.”34 The apparent emergence
of a second diffusion coefficient in the survival probability
(Fig. 7) suggests that the current system might be described
effectively in terms of two subensembles, with well-separated
time scales. We did not pursue a further, quantitative, analy-
sis of these ideas, primarily due to the limited amount of data
available.

Related to this discussion, we conjecture that the spatial
variation of the average trapping time (7) (Fig. 8) does not
necessarily reflect intrinsic properties of the channel. Typi-
cally, the number of trapping events contributing to a particu-
lar data point is of the order of 1500 or less. This is a rather
low number, considering the wide range of time scales of
(7) (Fig. 9). Therefore, the structure in Fig. 8 may primarily
represent statistical fluctuations, as a result of insufficient
sampling of the trapping time distribution. Of course, spatial
variation of the intrinsic characteristics of the various trap-
ping sites cannot be ruled out beforehand.

If sampling of (7) by the diffusing molecules were suf-
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FIG. 10. Mean exit time 7 of water as function of the initial axial position
in the OmpF channel. The solid curve (—) corresponds to Eq. (7) with a
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ficiently representative, the effect of trapping would merely
be a reduction of the diffusion coefficient according to

D=[1+(n/7]"' Dy, (16)

where Dy, is the diffusion coefficient if trapping were absent
and (7y) is the average time a particle diffuses freely between
two consecutive trapping events. Here the value of the power
law exponent of ¢(7) [Eq. (15)] plays a key role. Since u
=2.4, which is larger than 2, trapping results in normal dif-
fusion. On the other hand, u =<2 would result in subdiffusive
behavior, a phenomenon quoted earlier in connection with
diffusion of water in layers close to surfaces.

The mean exit time 7 as function of the initial position z,
gives additional support for our analysis. The data points in
Fig. 10 show remarkable deviations from a parabola, unlike
the CNT results (Fig. 4). As deduced from Fig. 7, however,
the diffusion behavior of the majority of the permeating par-
ticles can be reasonably characterized by a single diffusion
coefficient D=1.35 nm2/ns. Therefore, a plot of the theoret-
ical expression for T(z) [Eq. (7)] corresponding to this value
is displayed in Fig. 10 as well. This parabola is based on a
uniform diffusion coefficient throughout the channel, so de-
viations of T(zy) from this curve are to be foreseen, even
merely due to spatial variations of the diffusive properties.
However, we would expect these to be of a much smoother
nature than apparent in Fig. 10. Again, we interpret this by
invoking incomplete sampling of phase space. The molecules
which follow “regular” permeation undergo only moderate
trapping, which is accounted for in D=1.35 nm?/ns, accord-
ing to Eq. (16). The mean exit time is no larger than the
maximum value L?/8D=370 ps. Trapping times, on the
other hand, span a range of values up to 10* ps (Fig. 9).
Therefore, the contribution to 7(z,) from a single molecule
which experiences excessive trapping somewhere along its
trajectory may be relatively large. This would result in a peak
at z; relative to the surrounding positions. On the other hand,
MD trajectories are sampled from multiple time origins, so a

J. Chem. Phys. 127, 085101 (2007)

single extreme trapping event influences the mean exit times
at multiple values of z, and the effect on 7(zy) is smeared
out, but it will still stand out from the smoother global be-
havior. Due to incomplete sampling of the trapping time dis-
tribution ¢4 7), such extreme events are not uniformly distrib-
uted. Therefore, clear fingerprints of their presence will still
be visible in 7(z,) after averaging over the full simulation.
This would explain the irregular structure of 7(z,) in Fig. 10.

As argued earlier, we cannot rule out variations of the
intrinsic properties of trapping sites as an additional source
of deviations from homogeneous behavior. Further insight
would require a site-specific trapping analysis, for example,
along the lines of Garcia and Hummer™ in their study of
cytochrome C.

Zooming in on T(z,) near the channel ends, at 0 and
2 nm, respectively, shows the effect of a kinetic boundary
layer, similar to the observations in the CNT analysis (Fig.
4). Given the strong deviations from a parabola, however, an
attempt to perform a more detailed analysis would have little
significance.

V. DISCUSSION AND CONCLUSIONS

The initial motivation for this work was to make a tran-
sition from local diffusive properties of water in OmpF to
characterization of global, full-channel, behavior. To this end
we explored the merits of a first passage time analysis,
which, by definition, is suitable for the analysis of such a
finite region in space. We analyzed the survival probability
of permeating particles S,(¢). Its dominant behavior could be
characterized by a single effective diffusion coefficient D
=1.35 nm?/ns. This implies monoexponential asymptotic be-
havior, governed by a time constant 7, =L%/ 7D, where L is
the channel length. However, at a residence time of approxi-
mately 1200 ps, we observed a crossover to a region charac-
terized by a longer time constant, 7|=L*/7*D’, with a diffu-
sion coefficient D' ~0.55 nm?/ns. This “slower” region of
S,(t) represents only 3% of the permeating molecules. We
attributed the emergence of a reduced diffusion coefficient to
trapping of water molecules by the protein channel wall. The
trapping time distribution appears to follow a power law
(1)~ 7724 over four decades, up to 10 ns, the length of the
simulation run. Clearly, the tail of this distribution is not
sampled by the majority of the molecules, since typical per-
meation times are well below 1000 ps. We conjectured that
the presence of contributions from the tail of ¢(7) in only a
small subset of the trajectories is responsible for the oc-
curence of an effective slower mode of S p(t). In other words,
a region of phase space corresponding to excessive trapping
times is insufficiently sampled, i.e., the time average of the
fluctuating environment of permeating molecules is not
equivalent to an ensemble average. This concept is known as
broken ergodicity.34 Whereas long trapping times are rare
events, the “fat tail” of ¢{(7) renders their importance consid-
erably higher than would be the case with, e.g., a Gaussian
distribution. We see this as a key characteristic, which gives
rise to the observed bimodal behavior, rather than an overall
reduction of the diffusion coefficient.

Tieleman and Berendsen® determined for OmpF profiles
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of the components of the “local diffusion tensor” as a func-
tion of the axial position z, using a MSD analysis along the
lines summarized in the Introduction. Typically, the axial dif-
fusion coefficient varied between approximately 0.8 and
2 nm?/ns over the region of interest (L=2 nm). As the regu-
lar SPC water model was used, rather than the modified one
as in our simulations, a direct comparison of these results
with our findings is not valid. However, let us heuristically
scale these values with the ratios of the bulk diffusion coef-
ficients at 310 K for the respective water models. The re-
ported bulk value for SPC is D=5.1 nm2/ns, while D
=4.25 nm?/ns for our model. Hence, the conversion factor is
4.25/5.1=0.83, and consequently the range of the diffusion
coefficient would be 0.65 <D = 1.65 nm?/ns. This is consis-
tent with the effective diffusion coefficient D=1.35 nm?/ns
extracted from our simulations.

The permeation behavior of water in a CNT exhibited no
anomalies, indicative of the homogeneous character of this
system. However, the mean exit time 7(z,) revealed devia-
tions from ideal behavior near the channel ends. We identi-
fied this as a transition toward bulk properties. Moreover, the
effect of a kinetic boundary layer appeared. This phenom-
enon, which may be accounted for by effectively moving the
absorbing boundaries outwards by a Milne extrapolation
length N, is discussed by us in more detail elsewhere."

As discussed in Sec. III the diffusion coefficient D ex-
tracted from the MD simulations is the self-diffusivity.
Therefore, the consequences of our results for transport dif-
fusion through OmpF channels are not straightforward. Dif-
ferences may arise if interparticle correlations play a signifi-
cant role. The trapping behavior of water at the channel wall,
however, does not seem to be related to such correlations.
Therefore, our findings are expected to be of value to a better
understanding of transport properties of OmpF as well.

The first passage time methodology presented in this pa-
per has disclosed hitherto unnoticed properties of water dif-
fusing through OmpF channels. In a more general sense, the
results illustrate its potential as a versatile approach to the
analysis of diffusion in heterogeneous systems.
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