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Abstract

Concentrated solar technologies have been successfully used to collect solar irradiance and
transform it into useful heat for electricity generation. A problem in these systems is often that
a mismatch between input and output is present due to variable solar irradiance and energy
demand. To compensate for this mismatch storage is utilized to store heat during times when
excess heat is present, which is subsequently released when the energy demand exceeds the
solar irradiance input. Phase change materials are a novel concept used to store heat by
utilizing the energy required for a phase change and can be added to a heat transfer fluid to
create a slurry with enhanced heat storage capabilities.

A study has been conducted to identify characteristics of materials that are suitable for
heat storage in a phase change material slurry and selected materials accordingly. This has
been done for the specific operating temperature range between 200 °C to 300 °C. Using these
materials a numerical model of a phase change material slurry has been developed to deter-
mine which parameters influence the performance of such a system and to establish a system
that shows optimal thermal performance. To check if such a system is a good option for heat
storage a comparison is made with a heat storage system where the phase change material
is stored in a shell and tube packed bed.

A numerical model has been developed using the apparent heat capacity method to model
the phase change. An analysis is performed to find the optimal sizing of the phase change
slurry system. With use of a test case, a day with variable solar irradiance input and a fixed
energy demand, the transient behaviour of the systems has been tested. A second compari-
son has been made for scaled up systems to limit the costs of the systems.

LiNO; has been selected for the phase change material, encapsulated with engraved nat-
ural graphite, suspended in MarloTherm A. For the test case 91 643 units, a combination of
a collector and heat exchanger to the organic Rankine cycle, are required when these are
designed for optimal thermal performance. The total mass of phase change material required
equals 6575 kg, including storage. When applying the same sizing to the shell and tube packed
bed model it has been found that it can not meet the energy demand at all times throughout
the day. Scaling up this system to more practical dimensions results in less units, 145, but
the phase change material mass that is required increases to 99 061 kg.

With the parameters from the test case the transient behaviour of both systems has been
analyzed. It was found that a smaller mass of phase change material is required for the phase
change slurry system due to the possibility to cycle the phase change material faster between
solid and liquid phase. Next to that the heat transfer fluid in the shell and tube packed bed
system only contains sensible heat. Therefore less energy can be transferred when the heat
transfer fluid is at the same temperature as the phase change slurry model.

iii






Contents

Abstract iii
List of Figures vii
List of Tables xi
Acknowledgments xiii
Nomenclature XV
1 Introduction 1
1.1 Research objective . ... ... ... . . ... .. ... e 4
1.2 Thesisoutline . . ... ... ... ... ... ... . e 5

2 Background on phase change slurry modeling 7
2.1 Background on phase change material slurries . . .............. 7
2.1.1 Encapsulation. . . ... ... ... .. 8

2.1.2 Supercooling. . . ... ... ... e 9

2.1.3 Stability of phase change slurries . . . .. ... ... ... ....... 10

2.2 Requirements of materials . .. ... ... ... .. .. ... ... . .. 10
2.3 Selection of material for phase change slurry . . . ... ... ... ... ... 12
2.4 Modeling of thermal and kinetic behavior of slurry . . ... ... ...... 15
2.4.1 Unification to a homogeneous fluid . . . . ... ... ... ....... 15

2.4.2 Mesh . . ... . e 17

2.5 Modeling phase change material behavior . . . . .. ... ... ........ 18
2.5.1 Analytical methods. . . . .. ... ... ... .. . o 19

2.5.2 Numerical analysis. . . . . . ... .. . e 19

2.6 Conclusion . . ... ... ... e e 21

3 Numerical representation of a pumpable phase change material system 23
3.1 PUurpose . . . . .. 23
3.2 Descriptionof system . ... ... ... . 23
3.3 Designchoices . . ... ... . .. e 24
3.4 Governing equations . . . . . . . . .. e e 25
3.4.1 Assumptions. . . . . ... L 25

3.4.2 Heat transfer equation for the phase change slurry. . . . ... ... 26

3.4.3 Heat transfer equation for the phase change material particle. . . 29

3.5 Numerical model. . . . . .. .. .. .. e 32
3.5.1 Grid. . . . .. 33

3.5.2 Discretization . . . ... ... ... e 34

3.5.3 Iterative proCess. . . . . v v v i i i i e e e e e e e e e e e e e e 39

3.6 Sensitivity analysis . . . . . . ... 41
3.7 Verification and validation . . . ... ... ... ... ... . .. . . L. 55
3.8 Conclusion . . ... ... .. e 60



vi Contents

4 Comparison to shell and tube model 63
4.1 Purpose . . . . .. e e e e e e e e 63
4.2 Description of shell & tube of packed bed model. . . . . ... ... ..... 63
4.3 Alterations made to shell & tube packed bed model. . . . . ... ... ... 65
4.4 Test case for comparison . . . . ... .. ... i 67
4.5 Performance and sizing based ontestcase. . . . ... ... ... ... .... 69

4.5.1 PCSmodel . .. ... ... . . . e 70
4.5.2 Shell and tube packed bed model . . . ... ... ... ... ..... 74
4.6 Conclusion . .. .. ... ... e e 80

5 Upscaling of systems 83
S.1 Purpose . . ..o e e e 83
5.2 Scaling of dimensions . . .. ... ... . ... .. e e 83
5.3 Performance of scaled systems . . .. ... ... . ... ... ... ... 84
5.4 Comparison of thermal performance. . . . ... ... ... ... ........ 87
5.5 Conclusion . . . ... .. . . . e e e e 89

6 Conclusions 91

7 Recommendations 93

A Appendix 95

B Appendix 101

Bibliography 105



1.1

1.2

1.3

1.4

2.1

2.2

2.3

2.4

2.5

2.6
3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

3.9

List of Figures

Process flow diagram of a PCM suspension system with a parabolic trough PTC

coupled to an ORC. Storage is considered as an optional feature. . . ... ... 2
Process flow diagram of a shell and tube packed bed storage system with a PTC
coupledtoan ORC. . . . . . . . . . . i i i e e e e 2
Difference in temperature elevation between sensible heat storage and latent
heatstorage [36]. . . . . . . . . . i e e 3
Studied latent heat thermal energy storage materials and their corresponding
melting temperature and latentheat [54]. . . . . . . . . . . . .. ... ... .. 4

Break down of the classification of solid-liquid phase change materials and their

respective melting temperatures and latentheat [36]. . . ... ... ... ... 8
Influence of supercooling in phase change materials on the ability to store heat
[36]. . o e e e 9

Studied latent heat thermal energy storage materials and their corresponding
melting temperature and latent heat. The materials that have been discussed
in Table 2.2 have beenadded. . .. .. .. ... .. ... ... .. ... .... 13
An exaggerated depiction that explains how the shape-stabilized encapsulation
acts as a buffer for the expansion of the PCM when it melts. The volume of the

PCM increases but the size of the particle remains constant. . . . . .. ... .. 15
The effect of the volumetric particle concentration on the dynamic viscosity of

A PCS. . e e e e 17
Schematical design of a near wall mesh grid [41]. . . ... ........... 18

Process flow diagram of the PCS system with the location of the PCM indicated
INred. . . . . e e e e e e e e e e e e e 24
A depiction of a PTC pipe with the boundary conditions including: a constant
heat flux ¢ at the wall of 1000 W/m?, inlet temperature of 250 °C and no heat
transfer at the center of thepipe. . . .. ... ... ... .. ... ... .... 28
A depiction of a HEX pipe with the boundary conditions including: a constant
wall temperature T,, of 245 °C, inlet temperature equal to the outlet temperature

of the PTC and no heat transfer at the center of thepipe. . . .. ... .. ... 29
The apparent heat capacity as function of temperature as provided in Equa-
ton (3.14) . . . . e e e e e e e e 30

Overview of the paramaters that influence the particle conductive heat transfer
that takes place until the HTF and the PCM particle have the same temperature. 32
Numerical grid for the pipe with size zy5x by 2Ry zx and m x n number of control

VOIUMES. . . . o ot e e e e e e e e e e e e 33
Numerical grid for a phase change material particle with radius R, and p number
of control volumes. . . . . . . . . . . e e e 34
The location of a control volume with respect to the system and energy balance
of a control volume with size Azby Ar. . . . . . . . . .. ... ... ..., 35

A concise version of the TDMA that has been created to solve the governing
heat transfer equation forthe PCS. . . . . . . . . .. .. ... ... ... ..., 37

vii



viii List of Figures

3.10 Energy balance of a control volume in the particle with size Ar,,. . . . . ... .. 38
3.11 A concise version of the TDMA that has been constructed to solve the governing
equation forthe PCM particle. . . . . . .. .. ... .. .. . ... . ... ... 39
3.12 Process flow diagram of the iterative process for the numerical model of the
pumpable PCS system. . . . . . . . . . . e e e e 40
3.13 Explanation of the lay-out of the sensitivity plots. . . . . . ... .. .. ..... 44

3.14 Effect of varying the radial dimension of the PTC on dimensionless outlet tem-
perature. The remaining parameters have been kept constant at @, = 0.25,
Umean = 0.1M/S, zpre =20mand ®pcy, =070 . . . . . oo oL 45

3.15 Effect of varying the volumetric particle concentration on the dimensionless
outlet temperature. The remaining parameters have been kept constant at R,
=400 x 10~/ m, R,/Rprc = 0.04, upean = 0.1M/s, zpre = 20m and ®p¢y =
0.70 . L e e e e e e e 46

3.16 Effect of varying the residence time of the PCS on the dimensionless outlet
temperature. The remaining parameters have been kept constant at @, =
0.25, R, = 400 x 107" m, R,/Rprc = 0.04 and ®pcy = 0.70. The sensitivity
analysis of u,eqn = 1.0m/s and u,,.qn = 2.0 m/s has been performed at At =
0.01s to allow for a stable simulation. . . . ... ... .............. 47

3.17 Effect of varying the volumetric PCM concentration on the dimensionless outlet
temperature. The remaining parameters have been kept constant at ,, = 0.25,

R, =400 x 10" m, Ry/Rprc = 0.04 upeqn = 0.1m/sand zpre =20m. . ... 48

3.18 Effect of varying the properties of the PCM on the dimensionless outlet temper-
ature. The remaining parameters have been kept constant at ®,, = 0.25, R, =
400 x 1077 m, Ry/Rprc = 0.04 wpeqn = 0.1M/S, zpre = 2.0mand @, = 0.70 . 49

3.19 Effect of the fineness of the grid and the time step on the time it takes to reach
steady state in the system. The remaining parameters have been kept constant
at &, = 0.25, R, = 400 x 107/ m, Ry/Rpr¢ = 0.04 Upeqn = 0.1M/S, zppe =
20mand @,.,, =0.70. . . . . L. 51

3.20 Effect of varying the inlet temperature on the dimensionless outlet tempera-
ture. The parameters have been kept constant at &, = 0.25, R,, = 400 x 1077,

Ry/Rpr¢ = 0.04 Uypeqn = 0.1m/s, zpre = 20mand &, =0.70. . . . . . . .. 52
3.21 Temperature distribution in a PCM particle of 40 um at steady state modeled

with 50 control volumes. . . . . . . . . . . . e 56
3.22 Comparison of the experimental data and the results obtained for the PCS model

forcase 1. . . . . . e e e e e e 58
3.23 Comparison of the experimental data and the results obtained for the PCS model

forcase 2. . . . . . e e e e 58
3.24 Comparison of the experimental data and the results obtained for the PCS model

forcase 3. . . . . . e e e e e e 59

3.25 Temperature distribution of a PCS in a PTC with Rygxy = 1x10™%m, R, =
400 x 1078 m, ¢,=0.23, upeqn = 0.5M/s, zprc = 5.0m/s and ®p¢y = 0.70
overtime. . . . . e e e e e e e e e e e 62

4.1 A simplified representation of the LHTES system of the packed bed model as
designed by Fan [17]. . . . . . . . i o e e 64
4.2 The operation mode when “switch 3" is active. HTF is pumped through the
solar collector and the excess heat is pumped through the S&T packed PCM bed. 66
4.3 Process flow diagram of the updated S&T packed bed system with the location
of the PCM indicated inred. . . . . . . . . . . . . . . . i 67



List of Figures

ix

4.4 Hourly distribution of direct solar irradiance on a day in April as received by the
PTC with aninclination planeof 35°. . . . . . . . .. ... ... ... ......
4.5 Chronological hourly solar irradiance that is received by the PTC as used in the
testcase. . . . . . e e e e
4.6 Overview of the PCS system with three parallel units. A unit consists of a PTC
and a HEX that is connected to the ORC. All units are linked to the storage.
4.7 Temperature distribution of the PCS in the HEX with a wall temperature of
251.5°C between 10.00and 11.00. . . . . . . . . . . . . o i
4.8 Total energy available in the storage of the pcs system compared to the energy
demand throughouttheday. . . ... ... ... ... .. ... .. .. .....
4.9 Process flow diagram of the iterative process for the numerical model of the
S&T packed bed system to calculate the hourly state of the system. . . . . . ..
4.10 Process flow diagram of the updated S&T packed bed system including the
parameters and their location that are required for calculating the mass flows. .
4.11 Temperature of the HTF coming out of the PTC and the PCM in the LHTES at
the end of every hour throughout the testcase. . . . . ... ... ... .....
4.12 Temperature distribution of the PCM in the LHTES at four time points. At 12.00,
when the system has run for one hour. At 15.00, when the heat storage in thelL-
HTES is at a maximum. At 18.00, when the sensible heat has been withdrawn
from the LHTES and at 5.00 when the amount of heat stored in the LHTES is
ataminimum. . . . . . e e e e e e e e

5.1 Total energy available in storage of the scaled up PCS system compared to the
energy demand throughouttheday. . . . ... ... . ... ... ... .....

5.2 Comparison between the distribution of PCM volume in the scaled up and orig-
inal PCS system. The majority of the PCM mass is found in the storage vessel. .

5.3 Temperature distribution of the PCS in the scaled up version of the PTC at steady

5.4 Temperature distribution of the PCS in the scaled up version of the HEX at steady

B.1 Extendend tridiagonal matrix for the discretization of the governing equation of
the PCS for a column j of i 4, control volumes. . . . ... ... ........

B.2 Extendend tridiagonal matrix for the discretization of the governing equation of
a PCM particle with k4, control volumes. . . . ... ... ... ... .....

74

86

86






2.1

2.2

2.3

2.4

2.5

2.6
3.1

3.2

3.3

3.4

3.5
3.6

3.7

4.1

4.2
4.3

List of Tables

Main requirements for the selection of suitable phase change material in sys-
tems focused on high temperature LHTES [20]. In brackets is the property
noted that can be used to quantify a requirement. . . .. ... ... ... ... 11
Phase change materials with a melting temperature in the range of 200 to
300 °C suited for the discussed LHTES system. The thermophysical properties
of a material are given at the melting point of the material. . .. ... ... .. 12
Selection of heat transfer fluids that are applicable to the studied system. The
properties of the heat transfer fluids have been analyzed at 250 °C, the median
of the operating temperaturerange. . . . . . . . . . ... ... .. ... 14
Selection of encapsulation materials that are applicable to the studied system.
The properties of the materials have been analyzed at 250 °C, the median of
the operating temperaturerange. . . . . . . . . ... ... .. . o 14
Thermophysical properties of the homogeneous fluid at 254.5 °C at six volumet-
ric particle concentrations. A PCM particle consists of 70 vol% PCM and 30 vol%
encapsulation. . . . ... L e e e e e e 17
Selection of implemented materials . . . .. ... ... ... .. ... ..... 22

Parameters and the values that have been used for the performed sensitivity
analysis. The values in the third column present the reference case. For each
analysis one parameter has been varied while the other parameters have been
kept at their referencevalue. . . . . . . . . ... ... .. ... .. . ... 43
The latent heat to total heat storage ratio and average melt fraction at the outlet
of the PTC for the parameters tested in the sensitivity analysis. A large latent
to total heat ratio in combination with a low average melt fraction indicates a
preferable system because the capability to store latent heat is large in such a

SYS M. . . . . e e e e e e e e e e e e e e e e e e 53
Parameters and the values that are considered to deliver the optimal perfor-
mance for the modeled system. . . ... ... ... ... ... .. .. .. ... 55
Thermophysical properties of n-eicosane, urea deformaldehyde and water at an
operating temperature of 37°C as used by Goeletal. . . . . ... ... ... .. 57
Dimensions of the experimental set-up as used by Goel etal. [22]. .. ... .. 57
Overview of variables and their value for the three cases that have been used
to try to validatethe PCSmodel. . . . . . . . . . . . . ... .. . . . 57

Parameters that influence the performance of the PTC and their effect on the
performance. The positive and negative effects on the performance of a phase
change slurry (PCS) that occur when a parameter increases have been provided. 60

Hourly heat transfer rate per unit from the HEX to the ORC and the change in
energy in the LHTES inthe PCSsystem. . . . . . . .. ... ... ... ..... 72
Hourly outlet temperature of the PTC in the S&T packed bed system. . . . . . . 76
Hourly distribution of the HTF mass flow in the PTC, LHTES and PTC of the S&T
packed bed model. The mass flow through one unit has been provided. . ... 77

X1



Xii

List of Tables

4.4

4.5
5.1

5.2
5.3

A.l
A.2
A3
A4
A.5

The hourly temperature at the inlet of the HEX and amount of heat that is
transferred to the ORC. It is indicated whether the HTF receives heat from the
PTCorthe LHTES. . . . . . . . . . e e e e e e e e e e e
Comparison of the outlet temperature of the PTC of the two tested models.

Hourly heat transfer rate per unit from the HEX to the ORC for the scaled up
PCS system. Also the amount of energy in storage and the change in energy in
the storage on an hourly basisaregiven. . . . ... ... ... ... ......
Hourly outlet temperature of the PTC in the scaled up S&T packed bed system.
Hourly heat transfer rate per unit from the PTC to the HEX and theHEX to ORC
for the scaled up PCS system. A discrepancy indicates that heat transfer in the
HEXisnotoptimal. . . ... .. ... .. .. . ... ...

Thermodynamic properties of Marlotherm SH as a function of temperature [50].
Thermodynamic properties of LiNO; as a function of temperature [28, 62]. . . .
Thermodynamic properties of ENG as function of temperature [60]. . . . . . . .
Heat capacity of ENG as function of density [60]. . . . . . ... ... ... ...
Thermodynamic properties of water as a function of temperature. . . . . . . ..

. 81

85
87



Acknowledgments

First of all I would like to thank Dr. ir. C.A. Infante Ferreira from Delft University of Technology
for giving me the opportunity to research this topic and his supervision during my Master’s
thesis. I would also like to thank Dr. ir. R Pecnik from Delft University of Technology for his
advice on numerical modeling. Next to that my thanks goes out to Dr. W. G. Haje from Delft
University of Technology for his knowledge regarding phase change materials. They steered
me into the right direction when needed and was always there to answer my questions.

My gratitude also goes out to my friends, family and girlfriend for giving me support when-
ever I was stuck and encouraging me. I could not have done this without you.

Delft, Delft University of Technology Frits Fortman
May 29 ,2018

xiii






List of Abbreviations

BC boundary condition

CBS Centraal Bureau voor de Statistiek
CSP concentrated solar power

CST concentrated solar technologies
ENG expanded natural graphite

HEX heat exchanger

HTF heat transfer fluid

KNMI  Koninklijk Nederlands Meteorologisch Insti-

tuut
LHTES latent heat thermal energy storage
ORC organic Rankine cycle
PCM phase change material
PCS phase change slurry
PTC parabolic through collector
PTFE  polytetrafluorethylene
RHS right hand side
S&T shell and tube
TDMA tridiagonal matrix algorithm
TES thermal energy storage

Roman Symbols

Symbol

Description

Nomenclature

A
B
Bi

!
)

R EE

Q

NSSTHLYWDO
@

Area

Constant to determine Peclet number

Biot number

Fourier number

Enthalpy

Heat of fusion

Quantity

Nusselt number

Peclet number

Prandtl number

Heat transfer rate

Radius

Reynolds number
Dimensionless source term
Stefan number
Temperature

Overall heat transfer coefficient
Volume

Mass fraction

XV



xXvi Subscripts
Symbol Description Unit
Z Dimensionless axial coordinate -
cp Specific heat capacity J/m3C
h Heat transfer coefficient W /m?C
m Constant to determine Peclet number -
m Mass flow kg/s
n Time step number -

q Heat flux W /m?
r Radial coordinate m

s Source term J/m3s
t Time s

u Flow velocity m/s
z Axial coordinate m

Greek symbols
Symbol Description Unit
r Dimensionless thermal conductivity -

A Dimensionless particle thermal conductivity -

a Thermal diffusivity m?/s
ar Thermal expansion coefficient °ct
AFo Dimensionless time step -
AT Phase change temperature range °C
AZ Dimensionless axial distance step -
An Dimensionless radial distance step -
At Time step s

€ Dimensionless phase change temperature range -

n Dimensionless radial coordinate -

y Surface tension N/m
A Thermal conductivity W/m°C
u Dynamic viscosity Pas
v Kinematic viscosity mm?/s
o] Volumetric concentration —

p Density kg/m3
T Shear modulus Pa

6 Dimensionless temperature -

Subscripts
Symbol Description Unit
a Ambient -
app Apparent -

c Crystallization -
e Effective -
i Internal -
in Inlet —
l Liquid phase —
mean Mean —
m Melting -



Subscripts

Xvil

Symbol Description Unit
out Outlet —
p Particle -
par Parallel direction —
perp Perpendicular direction -
s Solid phase -
* Dimensionless -
tube Tube -
w Wall —






Introduction

In recent years the quest to cut greenhouse gases has lead to an increase in the use of re-
newable energy sources. Solar energy, one of the earliest sources of energy for humanity is
playing a role in reduction of CO, emissions with solar thermal power. Concentrated solar
power (CSP) is one of the promising and mature options as it has a better ability to dispatch
power to match the energy demand than photovoltaic systems [61]. Concentrated solar tech-
nologies (CST) exists in five forms: parabolic through collector, enclosed through, parabolic
dish collector, concentrating linear Fresnel reflector and solar power tower [23]. To date,
Spain (~60%) and the United States (~40%) are the two largest markets for CSP technolo-
gies. The world’s largest CSP plant was commissioned in the USA in 2014 and is capable of
producing 392 MW, (Ivanpah Dry Lake, CA) [58].

Averaging the total solar irradiance, 3.828 x 1026 W, over the surface of the Earth results in
a energy flux density of 1361 W/m? [31]. CST is based on concentrating this solar irradiation,
using mirrors, onto a receiver to heat a heat transfer fluid (HTF) [58] which then carries the
heat to a thermal power plant for power generation [61]. To provide optimal performance
these mirrors can be programmed to track the path of the sun. This allows the projected area
of irradiance collection to be increased and the HTF to be heated by a significant amount.

A problem that often occurs in CSP systems is the occurrence of a mismatch between the
the solar irradiance that is available as input and the energy demand at the output of the
system. To reduce this mismatch storage is often utilized. The CSP system is designed to
have excess solar heat input during peaks, which subsequently is stored to be released at
times when the energy demand is larger than the available solar irradiance.

The system that is analyzed in this study consists of a parabolic through collector (PTC)
that collects solar radiation to heat a PCS, a combination of a phase change material (PCM)
and a HTF. A PCS has the advantage of having a higher energy density compared to a reg-
ular HTF. This medium is pumped to a heat exchanger to transfer the collected heat to an
organic Rankine cycle (ORC) to generate electricity. A storage vessel might be desirable to
enhance the performance of the system, therefore it is included with the option to by-pass it.
A schematic overview of the system is found in Figure 1.1.



2 1. Introduction

ORC coupling
r — = 1

Pl

Figure 1.1: Process flow diagram of a PCM suspension system with a parabolic trough PTC coupled to an ORC.
Storage is considered as an optional feature.

This system is compared to a system in which the PCM and the HTF are separated. Heat
is stored by letting the HTF flow through a shell and tube (S&T) packed bed in which the PCM
is stored in the shell. Excess heat that is collected by the HTF in the PTC is stored in the
PCM and released once the heat in the HTF is not sufficient to meet the energy demand. An
overview of this system is provided in Figure 1.2.

ORC coupling

-

PTC ' |

. UNNPEe

Shell & Tube
Packed bed

Figure 1.2: Process flow diagram of a shell and tube packed bed storage system with a PTC coupled to an ORC.

The PTC is the most common CST, making up more than 95% of the global CSP installa-
tions [61]. Mirrors focus the direct solar radiation on an absorber pipe which is surrounded by
an evacuated glass tube with anti-reflective coating on both surfaces [42].

ORCs are a promising technology to convert low grade heat into electricity [55] which



makes it ideal to couple them with a PTC. The advantage of an ORC over a steam cycle is that
it is able to operate at a lower temperature due to the use of a working fluid with a lower boil-
ing point and lower entropy of vaporization. Next to that, the machinery can be more compact
due to a higher fluid density and no water-treatment system or deareator is required. An ORC
has however a lower efficiency than a steam cycle and a more costly working fluid [46]. A
typical ORC for solar applications consists of an evaporator, a condenser, a turbine and a feed

pump.

Because of the discrepancy between the available energy supply from solar thermal and
energy demand thermal energy storage (TES) has to be implemented. There are three main
techniques for TES: sensible, latent and thermochemical [18]. Sensible heat storage is linked
to the rising of temperature without phase change to store heat, thereby increasing the in-
ternal energy of storage material. In latent heat thermal energy storage (LHTES) the thermal
energy is stored when the material undergoes a phase change. LHTES has a higher storage
density than sensible heat storage because the phase-transition enthalpy is usually 50-100
times higher [18]. This process takes place nearly isothermal, around the melting temper-
ature of the transfer medium. The difference in heat stored per temperature increment for
sensible heat storage and latent heat storage is found in Figure 1.3. In thermochemical heat
storage the energy is stored after a chemical reaction takes place between two substances
[18].

temperature .
P ¥ sensible

ra
rd
temperature of //

phase change P

P sensible
///
S latent

-
o
s
b

4 .
P sensible
b

v

stored heat

Figure 1.3: Difference in temperature elevation between sensible heat storage and latent heat storage [36].

The large advantage of LHTES is the ability to store a large amount of energy in a relatively
small volume [15]. LHTES can be obtained in the following forms: solid-solid, solid-liquid,
solid-gas and liquid-gas. In solid-solid phase-transition heat is stored by transforming a solid
from one crystalline form to another, the latent heat is low for this kind of phase transition
compared to the other phase transitions. Though solid-gas and liquid-gas have a higher la-
tent heat of phase transition than solid-liquid these are unfavourable due to their large volume
changes [53]. Therefore the focus of this study is on solid-liquid PCMs.

Current research regarding PCSs is lacking on four topics. The first shortfall lies in the
temperature ranges that have been researched. Because the major fields of application of
TES in solar applications are present in recovery of waste heat and solar power towers, cur-
rent research focuses on a melting temperature in the temperature range up to 150°C or a
temperature range higher than 400°C [20, 38, 59, 61]. Studied LHTES materials and their
melting temperatures are present in Figure 1.4, as is seen very few materials with a melting
temperature between 200 °C and 300 °C are present in this figure. Next to that no research
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on PCSs has been performed in this temperature range at all [6].
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Figure 1.4: Studied latent heat thermal energy storage materials and their corresponding melting temperature
and latent heat [54].

Another problem is present in supercooling, also sometimes called subcooling. Supercool-
ing is defined as "the delay in the start of solidification” and takes place when a PCM transitions
from a liquid to a solid phase. Supercooling leads to reduced crystallization temperature and
thus the latent heat is released at a lower temperature than the melting temperature [49].
Few research is available on the suppression of supercooling. Next to that little research is
known on the influence of supercooling on the performance of PCS for heat storage.

Low thermal conductivity is present in many PCMs. Especially for salts this is a problem,
which have a thermal conductivity of around 1 W/m°C. Two concepts that are available to
solve this problem are based on the extension of the heat transfer area and on the use of a
composite material with high thermal conductivity to increase the overall thermal conductivity
of a particle [39]. Research on these topics is however not in an advanced stage.

Convective heat transfer is the last topic that needs to be addressed. The convective heat
transfer varies significantly between the solid and liquid heat transfer and in many studies
this fact is ignored or dismissed as a minor influence on the heat transfer in a suspension.
Evaluation of the convective heat transfer should point out whether this is indeed of minor
importance in the studied system.

1.1. Research objective

The main objective of this study is to predict and optimize the transient behavior of a pumpable
PCM system which is coupled to an ORC. The numerical model should account for the fluctuat-
ing characteristics of production and utilization rates. Further objectives are to indicate PCMs,
suitable for this process, with an operating temperature range between 200 °C and 300 °C and
to make a comparison between the efficiency of the shell- and tube system investigated by Fan
[17] and the designed pumpable PCM system. To be able to make a meaningful comparison
a sensitivity analysis regarding the sizing of the pumpable PCS system is to be executed.
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1.2. Thesis outline

The thesis has been structured in the following way. Chapter 2 contains the analysis of the
selected materials for the system and a literature study regarding thermal and kinetic modeling
of the PCS. Chapter 3 contains design choices and elaboration of the working of the numerical
model designed to represent the pumpable PCM system. In Chapter 4 the model of Fan is
elaborated on and compared to the pumpable PCS system. Chapter 5 provides a comparison
of these systems when scaled up to workable dimensions. The conclusion is presented in
Chapter 6 and recommendations for further research are found in Chapter 7.






Background on phase change slurry
modeling

The efficiency of a system for LHTES based on a PCS is dependent on the use of the correct PCM
and HTF for the operating temperature range. Therefore care should be put into the selection
of materials. This chapter presents background information and recent developments in the
research performed on PCMs in Section 2.1. The requirements for the components of the PCS
in the studied process are introduced in Section 2.2 and a selection of compatible materials
is made in Section 2.3. Thermal and kinetic modeling of PCSs is discussed in Section 2.4.
Previous research that has been performed regarding solid-liquid interfaces and phase change
modeling, as present in the PCM particles, is discussed in Section 2.5 and a conclusion is
provided in Section 2.6.

2.1. Background on phase change material slurries

PCMs are classified in three categories: organic, inorganic and eutectic [61]. A more extensive
classification of latent heat storage materials, including their melting temperature and latent
heat, is found in Figure 2.1.

Organic PCMs are split between paraffins and non-paraffins (fatty acids, alcohols and gly-
cols). Organic PCMs have a stable phase change temperature without segregation, no super-
cooling and are usually not corrosive. These materials have a wide range of latent heat of
fusion but a low melting temperature (<100 °C) and low density [54].

In general, inorganic PCMs have double the heat storage capacity per unit volume as
compared with organic materials. Next to that inorganic materials have a higher thermal con-
ductivity and a higher melting temperature than organic PCMs. A negative effect of inorganic
PCMs is the presence of phase segregation and supercooling, which have a negative impact
on the energy storage capacity. Metals and alloys are also considered in this group but are
generally not considered for use in LHTES due to their low heat of fusion per unit mass [39].

An eutectic mixture means a combination of two or more substances having a minimum-
melting composition [39]. Eutectics show no segregation during melting and crystallization
due to their sharp melting point, resulting in a very small phase change temperature range.
Eutectics can be composed of either organic or inorganic materials.

A temperature operating range of 200 to 300 °C requires an inorganic material and there-
fore the focus of the other literature deals with inorganic materials only.
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Figure 2.1: Break down of the classification of solid-liquid phase change materials and their respective melting
temperatures and latent heat [36].

2.1.1. Encapsulation

Encapsulation of PCMs is present in two forms, core-shell and shape-stabilized, depending on
the shape of the capsule. Core-shell encapsulation is the term for covering a material (core)
with another material (shell), while shape-stabilized encapsulation are composites of PCMs
with other materials that retain molten PCMs by capillarity [38].

Encapsulation acts as a protection against the environment and as a heat transfer sur-
face [39]. Encapsulation comes in two sizes: macroencapsulation and microencapsulation.
Macroencapsulation is implemented by putting the PCM in a container of magnitude centime-
ters and larger and is applicable to storage vessels.

Microencapsulation of PCMs comes in an order of magnitude of 2um to 2000 um. It is
useful in reducing supercooling as it reduces the reactivity of the PCM to the outside envi-
ronment. On the other hand supercooling can be enhanced most likely due to the absense
of nuclei. The degree of supercooling becomes worse as the size of the particles decreases
[49]. Due to the small size of the PCM particles when stored in a HTF to form a PCS it can
be treated as a homogenous fluid that can be used as both a thermal storage material and a
HTF [9]. Furthermore, as it is possible to pump the slurry, the same medium can be used to
both transport and to store energy, reducing the irreversibility of the system [52].

Not all encapsulation methods are suitable for use on inorganic materials, mainly because
of solubility and stability issues. A summary of encapsulation methodologies that have been
proven to be succesful on inorganic materials include [38]:

e Emulsion polymerization - PCMs are dissolved in the minor medium and a polymer
or monomers are added to create the shell to emulsify the material. Polymerization
is applied by either: monomers propagation by addition of a free radical entering the
monomer-swollen emulsifier micelle, precipitation of the free radical chain length or the
free radical growing in the medium induces propagation after entering the monomer
droplets.

¢ In situ polymerization - Formation of the capsules occurs in micelles formed in an oil-
water system, formation of PCMs emulsion in water is required after which pre-polymers
are added into the continuously agitated emulsion to encapsulate the PCM and finally
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the encapsulated PCM is washed and dried.

¢ Interfacial polymerization - Solvent evaporation-precipitation is used for the encap-
sulation of inorganic materials and consists of four steps. The active substance is dis-
persed in an organic solvent containing the polymeric wall. This phase is then emulsified
in an immiscible non-solvent polymer continuous phase. Polymer coating around the ac-
tive substance particles occurs as a result of portioning of the polymer solvent from the
dispersed phase to the continuous phase, accompanied by solvent evaporation. In the
last step the solid particles are recovered after washing, filtration and drying.

¢ Electroplating - The PCM is first washed in order to remove the oxide film and is then
loaded in electroplating equipment to electrodeposit. After electroplating the PCM is
washed again and put in barrel-plating equipment. After washing with water and drying
the encapsulated PCM is obtained.

e Sol-gel process - Encapsulation is obtained by an oxide association of a molecular
predecessor in a solution. A polymer is coated and cured into the PCM pellets, becoming
insoluble in water and in several organic solvents. The pellets are then saturated in a
solution to turn the PCM hydrophobic.

¢ Mechanical packaging - Encapsulation is obtained by pressing the PCM in the shape
of a pellet and packing it into a prefabricated capsule.

2.1.2. Supercooling
Supercooling is a phenomenom mostly present in inorganic PCMs that leads to a lower crys-
tallization temperature than the melting temperature of a material thus the latent heat will be
released at a lower temperature as seen in Figure 2.2. Factors that influence the degree of
supercooling include [49]:

¢ Heterogeneous nucleation

e Homogeneous nucleation

¢ Rate of cooling

¢ Container surface roughness
To lower the degree of supercooling a nucleation agent can be added. This has however a
negative effect on the latent heat of the PCM and therefore a trade off between the different
degrees of supercooling has to be made to justify adding a nucleating agent. Nucleating agents
are solid particles or crystals in structure or lattice parameters, which initiate crystallization
but do not dissolve at operational temperature [49].
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Figure 2.2: Influence of supercooling in phase change materials on the ability to store heat [36].

1
sensible [ AL
nucleation Wlthout_
- nucleatlog
stored heat stored heat



10 2. Background on phase change slurry modeling

2.1.3. Stability of phase change slurries

Stability in PCS is an issue as the PCM particles interact with each other not only on a mi-
croscopic scale but also on a macroscopic scale. Problems like sedimentation, creaming and
agglomeration occur. These occurences lead to a non-uniform distribution of the PCM par-
ticles resulting in a non-homogeneous fluid. The main problem for microencapsulated PCM
however is rupture due to stresses exerted by the system and therefore the strength of the
capsulation material is an important property [9].

2.2. Requirements of materials

A PCS consists of a maximum of three components, a PCM, a capsule and a HTF. A capsule
is optionally introduced to a PCS if it is beneficial to the properties of the total system. Each
component has a function within the PCS and should be carefully selected such that it fulfills its
function to its best capability. Next to that a component should not negatively affect another
component.

The requirements for the PCM are most elaborate as the performance of the PCS is largely
dependent on this component. A suitable PCM has favourable properties regarding chemical,
kinetic, physical and thermal behaviour. Based on the requirements specified in Table 2.1 PCMs
have been selected for this study. Economical, environmental and technological requirements
for PCMs are important but have been omitted from this study since these lie outside of the
scope of the study.
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Table 2.1: Main requirements for the selection of suitable phase change material in systems focused on high
temperature LHTES [20]. In brackets is the property noted that can be used to quantify a requirement.

Requirements Reasons
Chemical Long-term chemical stability Keeping the initial thermochemical
properties along the cycling periods
No chemical decomposition
Compatibility with container materials Ensuring long lifetime of the container
and low reactivity to HTFs and the surrounding materials in case
of leakage
No fire and explosion hazard Ensuring workplace safety
No toxicity Ensuring handling safety
No phase separation/ Incongruent Avoid changes on stoichiometric com-
melting position of melt
Kinetic Little or no subcooling [T,,-T,] Having the same melting/solidification
temperature and avoiding heat release
problems
Sufficient crystallization rate Meeting the recovery system heat
transfer demands
Physical High density [p,] Minimizing the volume occupied by the
LHTES material
Low vapour pressure/ Low density vari-  Diminishing the mechanical and chem-
ation [p,/ps] ical stability requirements of the con-
tainer or vessel
Favourable phase equilibrium Possibility of using eutectic mixtures
Thermal High specific heat [cps,cp;] Providing significant sensible heat stor-

High thermal conductivity in both solid
and liquid states [A,,4;]

Melting/solidification temperature in
the desired operating temperature
range [T,,]

High latent heat of transition per unit
volume near temperature of use [H/V]
Congruent melting

age
Enhancing the heat transfer within the
LHTES material by providing minimal
temperature gradients

Ensuring the success of the charging
and discharging processes within the
operation conditions

Providing significant latent heat storage
in small volumes

Ensuring the complete melting of the
LHTES material and their homogeneity

The HTF should remain in a liquid phase when the system is not in operating mode to avoid
clogging at atmospheric conditions. It should also show thermal stability at the upper range
of the operating temperature, a large working temperature range is thus required. Favorable
thermal and kinetic behaviour is desirable: a high thermal conductivity is desired to enhance
the heat transfer coefficient and a low viscosity is preferable to get a low pressure drop. A
large specific heat capacity allows for a better heat storage in the HTF. Low working pressure
is desirable to keep stress on the containers to a minimum. Last but not least, safety and
corrosion aspects are important [2].

Encapsulation of the PCM is an option to improve the thermal or kinetic behaviour of the
PCS and to prevent a reaction between the PCM and the HTF. The material used for encap-
sulation should have high thermal conductivity and a low permeability to obtain good thermal
and kinetic behaviour. Next to this the material should sustain thermal reliability and chemical
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stability throughout the operational period. This requires the capsule to withstand the stresses
of operation, to be non-flammable and to show no reactance with either the PCM or the HTF
[21]. Viscosity of the encapsulation material is not an issue as it has been proven that the
encapsulation material has no influence on the viscosity of the system [63].

2.3. Selection of material for phase change slurry

Table 2.2 presents ten materials, and their properties applicable to LHTES, that can be used
in the operating range between 200 °C and 300°C . More materials than the limited number
presented in Table 2.2 are applicable to use in a LHTES system at this operating temperature
range [30] but have been deemed either comparable or worse options than the materials
present. For the chosen materials the relevant thermophysical properties have been obtained
to allow for an assessment of the capabilities of a material to fulfill the requirements presented
in Section 2.2.

Table 2.2: Phase change materials with a melting temperature in the range of 200 to 300 °C suited for the
discussed LHTES system. The thermophysical properties of a material are given at the melting point of the

material.
Material Tm [°C1 Hf [kj/kgl ps [kg/m31 piLkg/m?] cps [k]/kg°C]l cp [k]/kg°Cl As [W/m'C] A [W/m°C] u[mPas]
NaNO;/KNO;
(50/50) [28] 222 100 2044 1950 1.42 1.46-1.53 - 0.46-0.51 4.48
Sn [8, 19] 232 60.5 - - 0.257 0.268 46.1 32.6
NaNO;/NaNO, 235 - 2067 1879 - - - -
(50/50)[28]
LiNO; [28] 254 360 2163 1780 1.78 1.62-2.03 1.37 0.58-0.61 5.76
LiCl/LiOH [3] 262 485 1550 - 2.4 - 1.18 0.70
(37/63)
NaNo0, [29] 270 180 2027 1810 - 1.65-1.77 0.67-1.25 0.53-0.67 3.10
Bi [8, 19] 271 53.3 - 1007 0.285 0.304 - - -
ZnCl, [44] 280 75 2907 - - 0.74 0.5 -
NaOH/NaCO0, 283 - 2126 1860 - - 3.50
(92.8/7.2) [29]
Na,S, [28] 294 - - 1912 - - - - 48.02

The PCMs with a known heat of fusion that have been discussed in Table 2.2 have been
indicated in Figure 1.4 as provided in Figure 2.3. It is seen that tin and bismuth correlate with
the two data points for metallic PCM that lie within the operating temperature range. The
other materials have not been used previously in experimental studies as they do not appear
to match a data point in the plot.
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Figure 2.3: Studied latent heat thermal energy storage materials and their corresponding melting temperature
and latent heat. The materials that have been discussed in Table 2.2 have been added.

As stated before, limited data is available regarding materials with a melting point in the
operating temperature range. Several materials with a suitable melting point have been identi-
fied but not all properties have been found for the operating range and are therefore excluded.
While LiCl/LiOH has a promising heat of fusion, volume changes far exceeding 20 percent have
been reported [3]. Large volume changes are also present in the metals, Sn and Bi, and are
therefore not considered. Sulfides have not been examined as these materials have a similar
high viscosity as Na,S, presented in Table 2.2.

Most promising are NaNO3/KNO3;, NaNO, and LiNO;. NaNO, has however a small
temperature range in which it is liquid, with a boiling point at 320 °C, resulting in a large vari-
ation in specific heat and thermal conductivity in the operating temperature range. Therefore
NaNO, has not been considered. Although LiNO3 has a large volume change of 21.5% the
alternatives show similar changes of volume while the heat of fusion is superior to its alter-
natives. Furthermore it has the advantages of being non-flammable and nontoxic and having
chemical stability and no phase segregation [32]. For these reasons it has been selected for
implementation. The supercooling range has been taken to be 2.5 °C as the range of melting
temperatures is reported to lie between 252 and 254.5 °C as reported by four separate studies
[35].

The thermophysical properties of commercial HTFs, which are in liquid phase from atmo-
spheric conditions up till the upper limit of the operating temperature range, from five different
companies have been obtained for comparison. These HTFs have all been demonstrated to
work with CST and are therefore good candidates. Their properties have been obtained in the
median of the operating temperature range to be able to make a comparison. The properties
of these HTFs are publicly available and are presented in Table 2.3.
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Table 2.3: Selection of heat transfer fluids that are applicable to the studied system. The properties of the heat
transfer fluids have been analyzed at 250 °C, the median of the operating temperature range.

Heat transfer fluid Temperature p, [kg/m3] A, [W/m°C] cp, u [mPas]
range [*C] [k]/kg°C]

DowTherm Q -35-330 792 0.0889 2.356 0.23

MarloTherm SH -5-350 880 0.1005 2.405 0.50

ParaTherm HR -10 - 370 785 0.0988 2.5 0.43

Therminol 66 -32 - 345 848 0.100 2.379 0.57

XceTherm XTE -57 - 329 738 0.1193 2.201 0.46

The Dowtherm Q and XceTherm XTE HTFs have an operating range that exceeds the
operating conditions of the system by 29-30 °C which may lead to problems when no circulation
is present in the system and the HTF in the PTC can become very hot. Therminol 66 has a
lower heat capacity and thermal conductivity and a higher viscosity than MarloTherm SH so
this HTF is not the best option. ParaTherm HR and MarloTherm SH do not differentiate much
from each other, whereas MarloTherm SH has better thermal properties ParaTherm HR has
a lower viscosity. At this stage of the study it is not possible to identify whether thermal or
kinetic behavior will be the bottleneck in the system and a decision based hereupon is not
possible. MarloTherm SH has been selected for this study as a previous study has proven that
it is compatible with all possible encapsulation materials [50]. The thermophysical properties
of MarloTherm SH are present in Table A.1.

Materials that have been used multiple times in encapsulation of inorganic materials in
previous studies include expanded natural graphite (ENG), polytetrafluorethylene (PTFE), bet-
ter known as Teflon, and SiO, xerogel [38]. The properties of these materials have been
obtained and are presented in Table 2.4. The density and thermal conductivity of PTFE have
been extrapolated from the available data to find values for 250°C. The properties of Si0O,
have only been found at 45 °C and these properties have therefore been provided.

Table 2.4: Selection of encapsulation materials that are applicable to the studied system. The properties of the
materials have been analyzed at 250 °C, the median of the operating temperature range.

Material ps [kg/m3] As [W/m°C] cps [KkJ/kg°C] T [MPa]
ENG [60] 831 337 1.0 140
PTFE[4, 12] 1960 0.31 1.5 <2.7
Sio, [14] 420 47 1.0 -

PTFE has not been considered for encapsulation as the melting point is as low as 327 °C [4].
When no circulation is present the capsules can melt due to no transfer of heat and mixture of
the HTF and the PCM can occur. The thermal properties of ENG are better than the properties
of SiO, and therefore ENG has been selected for possible encapsulation. A shape-stabilized
encapsulation is required with this material [60]. Figure 2.4 pictures an exaggerated version
of the function of a shape-stabilized encapsulation during the density change between phases.
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Figure 2.4: An exaggerated depiction that explains how the shape-stabilized encapsulation acts as a buffer for
the expansion of the PCM when it melts. The volume of the PCM increases but the size of the particle remains
constant.

Although encapsulation is not required to prevent mixing or a chemical reaction between
the PCM and the HTF it is employed to increase the heat transfer properties of the PCM. To
allow for even better thermal conductivity the ENG has been treated with sulfuric acid, which
increases the thermal conductivity of ENG [60].

2.4. Modeling of thermal and kinetic behavior of slurry

As the individual materials have been selected for the composition of the slurry the ther-
mal properties of this PCS are to be determined. Mesoscopic multi-phase fluid flows can be
analyzed using the Lattice-Boltzmann method, while macroscopic multi-phase flows can be
analyzed using Eulerian or Lagrangian methods. As stated in [47], a slurry can be considered
homogeneous when the PCM particles are manufactured in a range of 0.3 to 400 um, putting
it in the microscopic scale.

2.4.1. Unification to a homogeneous fluid

Using the stated assumptions the properties of the PCS have been calculated. The density
of the PCS is given by the sum of the products of the mass fraction X and the density p of
each component as described in Equation (2.1). No relation between temperature and density
has been found but the linear thermal expansion coefficients of graphite have been applied
to account for the change in density due to temperature variation. The mass of the ENG is
kept constant while the volume of the sphere varies by temperature. The thermal expansion
coefficients differ parallel and perpendicular to the fibers and therefore the average thermal
expansion coefficient has been taken to model the volume change. The difference between
the parallel and perpendicular radii is 0.04 % at the maximum operating temperature of the
HTF and therefore treating the particles as spherical is justified.

1
v X
2

In a similar way the specific heat capacity is calculated by multiplying the specific heat
capacity of the PCM, HTF and the capsule by their respective mass fraction X as depicted by
Equation (2.2).

2.1)

Ppcs =

CPpcs = ZXiCPi (2.2)
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Maxwell’s relation given in Equation (2.4) is used to describe dispersed particles in a homo-
geneous matrix for micro scale fluidics. This relation has been established usign a network of
thermal resistances in a PCS containing encapsulated microparticles. This relation is valid up
to a particle volume concentration fraction of 0.25 [48]. The thermal conductivity for a particle
has been determined first and is given in Equation (2.3) [14]. The thermal conductivity of the
PCS is largely dependent on the volume fraction of the particles.

APCM + 2/1capsule - 2q)PCM(/lcoLpsule - APCM) (2 3)

A !
capsute /1PCM + ZAcapsule + (DPCM (Acapsule - APCM)

A

p:

2+ 22 420, (2 — 1)
Apcs = Aurr e i (2.4)
24— -, (- -1)
AHTF AHTF

The thermal conductivity of the capsule is dependent on the orientation of the heat transfer
as the thermal conductivity of ENG depends on the direction of the fibers. Whereas the thermal
conductivity of ENG is promising in the direction of the fibers, the thermal conductivity per-
pendicular to the fibers is up to a factor ten lower. To account for this occurrence the average
thermal conductivity of the ENG has been used for the capsule to be able to model the particle
as isotropic. It has been assumed that the orientation of the fibers is evenly distributed in a
particle, therefore the average thermal conductivity of the encapsulation material has been
determined by taking the average thermal conductivity of the parallel and perpendicular fibers.

Starting from Einstein’s calculation for the viscosity of dilute suspension of spheres given
in Equation (2.5) a relation has been obtained that can be used to calculate the viscosity of
fluids with a larger volume concentration of particles. To come to this relation the fluid has
been described as hard, impenetrable spheres that cannot overlap in space, in a colloidal
suspension, a substance made up of a system of particles with linear dimensions in the range
of 10~/ to 10> m dispersed in a continuous medium. A relation for the specific case mentioned
has been found and is given in Equation (2.6) [37]. The effect of the concentration on the
dynamic viscosity of a PCS is presented in Figure 2.5. It is seen that the dynamic viscosity
increases with an increase in volumetric particle concentration, almost double at a volumetric
particle concentration of 0.25 compared to regular HTFs.

tpcs = Uurr(1 +2.59)) (2.5)

Hpcs = #HTF(l + 2'5(1)}7 + 5.00(13127) (2.6)
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Figure 2.5: The effect of the volumetric particle concentration on the dynamic viscosity of a PCS.

Using the stated equations thermophysical properties of the homogeneous fluid with the
selected materials have been determined at six different volumetric particle concentrations and
are tabulated in Table 2.5. A particle is assumed to consist of 70vol% PCM with the remaining
part being encapsulation material. Increasing the volumetric particle concentration leads to
an increase in density, thermal conductivity and viscosity, while leading to a lower specific
heat capacity. Due to the increase in density when the volumetric particle concentration
increases the volumetric specific heat capacity declines even more. The capacity to store
sensible heat decreases but is compensated by the ability to store latent heat by addition
of the PCM particles. The thermal conductivity increases, doubling almost for a volumetric
concentration of 0.25, resulting in better conduction in the PCS. The viscosity also almost
doubles in value but the effect to the kinetic behaviour of the PCS due to this increase is
negligible.

Table 2.5: Thermophysical properties of the homogeneous fluid at 254.5 °C at six volumetric particle
concentrations. A PCM particle consists of 70 vol% PCM and 30 vol% encapsulation.

Parameter Unit HTF PCS PCS PCS PCS PCS
¢,=0.05 ¢,=0.10 ¢,=0.15 ¢,=0.20 ¢,=0.25
D [kg/m3] 876.5 943 1003 1060 1111.8 1160
cp [J/kg°C] 2423 2359 2300 2246 2195 2148
! [W/m°C] 0.010 0.115 0.133 0.152 0.174 0.198
u [mPas] 0.89 1.01 1.16 1.32 1.51 1.72
2.4.2. Mesh

Three types of mesh grids that are commonly used to analyze three-dimensional flow of slurries
have been identified in the literature study. The first mesh grid that has been identified among
studies is a near wall-mesh as depicted in Figure 2.6 [41]. It incorporates a decrease in grid
interval size near the wall of the circular pipe to allow for a more accurate solution at the wall
of the pipe, where melting occurs first, while containing a square grid at the center of the
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pipe as a less accurate solution is required there. As the velocity of a fully developed fluid
flow in a circular pipe is lower at the wall than at the center it is expected that the interaction
between particles is larger close to the wall and it can be opted to use a near-wall mesh if
these interactions are of significant importance.

Figure 2.6: Schematical design of a near wall mesh grid [41].

A second mesh grid that is commonly used in computation fluid modeling is the hexahedral
based mesh, commonly found in computational fluid dynamics software like Ansys Fluent [34].
Comparable to a tetrahedral mesh grid this mesh grid follows the fluid flow in axial direction.
Next to that this grid is less error-prone compared to tetrahedral or axisymmetric mesh grids
due to the angle between the cells. A disadvantage of implementing a hexahedral mesh grid
is that the problem could become unnecessary complex to solve compared to a axisymmetric
grid and using meshing software is advised.

To allow for an equal number of particles per control volume each control volume has to
comprise of equal volume. This is achieved by using equal area intervals in the radial direction
[57]. The spatial interval in radial direction is defined in Equation (2.7), where Ryx is the
radius of the circular pipe, r; is the radial coordinate of the spatial interval i and N is the
number of spatial intervals in radial direction. A difficulty arises using this mesh as the spatial
interval in radial direction varies. This grid is divided equally in axial direction, making it the
least complicated of the three.

i
i = Rypx N (2.7)

2.5. Modeling phase change material behavior

To be able to make a numerical analysis of a PCM particle in a PCS the phase change has
to be modeled. Several methods to solve solidification and melting of solid-liquid problems
have been investigated. Previous research regarding the numerical analysis of microscopic
multi-phase phase change suspensions has been considered and is briefly presented in this
section. For a more detailed description of a specific method it is advised to read the referenced
material.
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2.5.1. Analytical methods

Analytical methods are used to get an approximation of simplified problems and are expanded
upon when using a numerical model. Using an analytical approach can be beneficial to gain
insight in the behaviour of a system.

Neumanns method

The most simple phase change problem is the one-phase problem first solved by Stefan.
This problem dictates that one phase varies in temperature while the other phase remains at
melting temperature. It has been discovered that the rate of melting or solidifying in a semi-
finite region is governed by the dimensionless Stefan number, presented in Equation (2.8).
Neumann extended this to a two-phase problem, by stating that the initial temperature is not
that of the phase change temperature and is not kept constant [56]. Neumanns method is
only available for moving boundary problems in a rectangular coordinate system. Paterson
has extended this solution to a cylindrical coordinate system [43].

_ CP(T —Tm)

Ste
Hy

(2.8)

Heat balance integral method

Exact analytical solutions can not be used for problems in which a constant heat flux is present.
An approximate solution has to be found for these type of problems. These problems can be
solved analytically by assuming a temperature distribution depending on the spatial variable
in a particular form which is consistent with the boundary conditions. This temperature dis-
tribution is then integrated with respect to the spatial variable over the indicated interval to
obtain the heat balance integral. To obtain the solution the obtained integral equation has to
be solved to obtain the time dependence of the temperature distribution and boundaries.

2.5.2. Numerical analysis

Numerically analyzing solidification and melting is possible using either the strong or the weak
method. The strong numerical solution is based on moving boundaries to ensure that a finite
difference encompasses a material in a single state whereas the weak numerical solution has
a fixed boundary and approaches a single state averaging the properties of the material in a
finite difference to approximate a single state.

Fixed grid method
Using finite difference techniques the heat flow equation is replaced by finite difference ap-
proximations in order to compute the temperature at a point in a fixed grid in the (x,t) plane.
At any time the phase change boundary will usually be located in between two neighboring
grid points. Various finite difference schemes have been proposed to approximate the partial
differential equation and the boundary conditions at the neighboring grid points. Murray in-
troduces two fictitious temperatures at the neighboring grid points, one obtained by quadratic
extrapolation from temperatures in the solid region while the other is extrapolated from tem-
peratures in the liquid region [40]. Together with the melting temperature and the location of
the boundary these are used to calculate the temperature near the interface.
Lazaridis built on this technique, he used explicit finite difference approximation on a fixed
grid to solve two-phase problems in both two and three spatial dimensions. He based devel-
oped numerical schemes on a characteristic set of differential equations, which state that the
moving boundary layer is an isotherm. Close to this boundary equations for unequal intervals
have been imposed into the characteristic equations to account for the moving boundary [33].
The major advantage of fixed grid methods is that these methods can solve multidimen-
sional problems efficiently. The numerical approach for the moving boundary layer can be
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achieved without much modification of existing heat transfer codes. Therefore fixed grid
methods are commonly used for modeling a variety of complex moving boundary layers.

Variable grid method

Fixed grid methods sometimes fall short when the boundary moves a distance larger than the
specified finite difference in a time step. This requires an extended array to make up for this
constraint, which increases the number of computations that have to be performed. This can
be avoided by implementing a variable grid method, where the exact location of the boundary
is evaluated on a grid every time step. Variable grid methods can be subdivided in variable
time step methods and variable space methods.

In variable time step methods a variable time step is implemented such that the moving
boundary always coincides with a grid point on a fixed grid, as introduced by Douglas [11]. At
each time step the time step is chosen such that the distance that the boundary layer moves
is exactly the finite difference used for the chosen fixed grid. Gupta and Kumar used the same
set of finite difference equations but they used the interface condition to update the time step,
avoiding instability as the depth of the moving boundary increases [25].

For variable space methods the number of spatial intervals is kept constant while the spatial
intervals are adjusted so that the moving boundary is located on a grid point.

Enthalpy formulation method

Both the fixed grid method and variable grid method discussed previously are strong numer-
ical solutions. While these methods provide an accurate solution to multi-phase problems it
is difficult to obtain a solution in a problem with fluid flow due to a large required processing
capacity. To allow for analysis of a three-dimensional multi-phase fluid flow a weak method is
required to allow for efficient allocation of processing capacity. In these methods the moving
boundary is avoided.

The apparent heat capacity method is a method in which the latent heat is introduced by
increasing the heat capacity of the PCM and was first introduced by Hashemi and Sliepcevich
[27]. When the latent heat is released uniformly in the phase change temperature range the
apparent heat capacity can be described as Equation (2.9), where T is the temperature of the
material, Ty, is the melting temperature, AT is the phase change temperature range, H; is the
latent heat, T, = T,, - AT is the solid phase temperature and T; is the liquid phase temperature.

CPs if T <T,
[ ep(TYdT + H

CPapp(T) =4 s AT ! ifT, <T<T, (2.9)
cp; ifT>T,

Defining the latent heat in this way allows for easy discretization and a numerical solution.
The temperature of the material is taken at the grid points. Difficulties arise when the tem-
perature rises from beneath the solid temperature to above the liquid temperature in a single
time step. This results in not taking into account the latent heat in that time step. To avoid this
constraint small time steps have to be taken, consequential increasing the computational time.

An improvement to this method, proposed by Poirier and Salcudean, is the effective ca-
pacity method. With this method a temperature profile between grid points is composed.
The apparent heat capacity is then used to calculate the effective specific heat capacity per
Equation (2.10), where Vindicates the control volume. A drawback to this method is that it is
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not efficient when temperature gradients are steep [45].

f CPapp dv
4

The heat integration method is another weak numerical method, introduced by Dusinberre,
to analyze melting. If the temperature in a control volume exceeds the melting temperature it
is assumed that the material in the control volume undergoes a phase change. The tempera-
ture in the control volume is reset to the melting temperature and the enthalpy that is removed
due to this setback is stored for the control volume. Only when the total amount of stored
enthalpy in the control volume is equal to the latent heat of the material the temperature of
the control volume is allowed to exceed the melting temperature [13]. This method is easily
applicable for multidimensional problems, but requires monitoring of the time step to acquire
an accurate solution.

CPe = (2.10)

Source based methods introduce a source term which allows additional heat from melt-
ing or solidification to be introduced in the general form of the equation. Sensible heat and
latent heat are separated in the general heat transfer equation by introducing this source term.

When the latent heat is accounted for in the enthalpy by a relationship between enthalpy
and temperature as given in Equation (2.11) an enthalpy method is described, introduced by
Eyres et al. The enthalpy in a control volume is indicated based on the temperature in the
control volume [16]. Enthalpy, H, is defined as presented in Equation (2.12) for an isothermal
phase change. An advantage of this method is that this method is independent of the time
step size and phase change temperature range. This method however is also known to display
oscillations at a grid point.

0H @ [ 0T
Por = a2 (ﬂ@ (2.11)
H(T) = cpsT if T < Ty (2.12)
|enT+Hf IfT>T, '

2.6. Conclusion
Previous studies on PCSs have found that supercooling of PCM materials and the stability of
particles in a HTF represent the largest problems in constructing a PCS. These issues have
been addressed and the materials that compose the PCS have been chosen such that these
problems are minimal.

Requirements that a PCM must fulfill to ensure a good performance include having a high
specific heat, low density variation, few supercooling, a high melting rate and being safe in
combination with the other materials present in the system. A focus has been put on inorganic
PCMs as these have a melting temperature that lies within the operating temperature range
between 200 °C to 300 °C. From the identified candidates for the PCM LiN 05 has been selected
due to its large heat of fusion.

The choice of HTF is not crucial to the performance of the PCS as many HTFs have similar
thermophysical properties. MarloThem SH has been picked as it has a wide operating tem-
perature range, good thermal conductivity for a HTF and has shown compatibility with other
materials present in the PCS in previous experiments.
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Encapsulation is used to enhance the heat transfer to and from the PCM particles. Next to
that it can be used to prevent mixing or reacting of the PCM with the HTF by preventing contact
between these two. ENG has been chosen for its large thermal conductivity and because it
does not react with the other components. Next to that it has been used in combination with
LiNO; in a previous study [32].

The implemented materials are summarized in Table 2.6.

Table 2.6: Selection of implemented materials

Component Material
PCM LiNO,
HTF MarloTherm SH

Encapsulation Shape-stabilized ENG

Multiple method of phase change modeling have been described, including their strong
and weak points. The choice of numerical method and mesh grid are made in Chapter 3.



Numerical representation of a
pumpable phase change material
system

A numerical model has been developed to represent the transient behavior in a pumpable
PCM system using MATLAB. The model accounts for a parabolic through collector that absorbs
radiation to heat up a slurry, containing PCM particles and a HTF. The model’s purpose is
given in Section 3.1 and a more detailed description is provided in Section 3.2. The energy is
stored, both by sensible and latent heat, and transported to a heat exchanger (HEX) where
the energy is released with respect to a fixed wall temperature. This chapter describes the
design choices for the model in Section 3.3, the governing equations and the assumptions that
have been provided in Section 3.4. The numerical model is explained in detail in Section 3.5.
Furthermore Section 3.6 provides a sensitivity analysis and Section 3.7 provides verification
and validation of the PCS model to arrive at the optimal design presented in Section 3.8.

3.1. Purpose

The objective of the numerical model of the pumpable PCM system is to analyze the transient
behavior of such a system. The behavior depends on the input of solar radiation and the
required output of heat delivered to the ORC. The numerical model is used to determine the
optimal performance for such a system by identifying the effects of different parameters on
the performance of the system. The model should be able to provide a representation of
the state of the PCS in the PTC and the HEX based on the solar radiation input and the heat
demand from the ORC.

3.2. Description of system

An overview of the modeled system is provided in this section. The first part of this system
consists of a pipe that is uniformly heated by solar radiation. Through this pipe flows a PCS
with a velocity u, consisting of encapsulated PCM particles and a HTF. This heat is stored in
the PCS both by an increase in temperature in the PCS as well as a phase change in the PCM
particles. The second part of the system consists of a HEX in which the heat that is stored in
the first part of the system is used to heat up the working fluid of the ORC. A numerical model
has been made for the combination of the PTC and HEX for one unit. To scale this process it
is assumed that multiple units work in parallel, portraying the same properties. An overview
of the system, including the location of the PCM in the system is provided in Figure 3.1.

23
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ORC coupling

L —_ — 4

Bl Location of PCM

Figure 3.1: Process flow diagram of the PCS system with the location of the PCM indicated in red.

3.3. Design choices

Design choices have been conceived based on the performed literature study. By comparing
the advantages and disadvantages of the reviewed methods one of the proposed methods
has been selected for use in the study. Methods for formulating the mesh grid, the modeling
of the slurry and the modeling of the phase change have been chosen.

Based on the researched mesh grids the mesh grid with equal area radial intervals has
been selected. This selection is based on the fact that the mesh grid is simple to use and no
external software is required to fabricate the mesh grid. Next to that it allows for the simpli-
fication that each control volume contains an equal nhumber of PCM particles and it allows for
a finer grid at the wall, where the largest increment in heat transfer is expected.

As provided in Section 2.4 the material properties of the PCM, capsule and the HTF have
been unified to a homogeneous fluid. The PCM particles are physically separated from the HTF
by the encapsulation and can therefore be treated in a separate model. This allows the PCM
particles to be modeled as a source/sink that either takes up heat from the PCS when the PCS
is being heated up or emits heat when the PCS is used to heat up the working fluid of the ORC.

Variable grid methods have been eliminated as an option due to the extensive computa-

tional power required to model these type of grids. The same applies to variable time methods.
A fixed grid method has not been considered due to the fact that modeling a moving bound-
ary layer requires a lot of computational work. Eliminating these methods leaves the weaker
numerical methods, which require less computational power but also have a lower accuracy.
However, the accuracy is sufficient for this study.
Both the heat integration method and the enthalpy method have been discarded as they re-
quire redundant steps for the problem that has to be modeled. Both methods require keeping
track of both the temperature and the enthalpy in a control volume while the apparent heat
capacity is a function of only the temperature in a control volume. Next to that these methods
are known to have problems with stability around a phase change temperature range. There-
fore the apparent heat capacity has been selected as method for modeling the phase change
in the PCM particles. An advantage of this method is the possibility to implement subcooling
and supercooling by implementation of a phase change temperature range over which the
respective sub- and supercooling takes place.
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3.4. Governing equations

Heat transfer in the PCS is present due to forced convection, natural convection, viscous
dissipation and conduction. In the particle the driving force for heat transfer is conduction. In
this section the governing equations for the heat transfer in the PCS and in the PCM particle
are presented. Assumptions and simplifications have been presented and the effects they
have on the governing equations have been documented.

3.4.1. Assumptions

Assumptions have been made for the behaviour of the PCS to be able to make a model that
is not overly complicated. The reasoning behind every assumption and the influence on the
numerical model have been provided.

¢ All processes are reversible. - No losses are present in the PCS and viscous dissipation
is neglected. Efficiency of the system is defined in the used equipment if required.

e The PCS can be treated as a homogeneous fluid. - The particles are deemed to be
sufficiently small and present in such a low concentration that the properties of the PCS
can be modeled as a homogeneous material. This allows the three materials to be unified
to a homogeneous fluid and its thermophysical and kinetic behaviour to represent the
behavior of a homogeneous fluid. This assumption also indicates that the particle free
layer at the wall of the pipe is negligible.

e The PCM particles are evenly distributed in the HTF and do not collide. - This assumption
means that the fluid is taken to be stable and remains in its initial distribution of particles.
The assumption of no collision allows the negligence of Brownian motion of the particles
in the PCS. This leads to a lower viscosity of the slurry compared to when collision of
particles is present in the PCS.

e The HTF is incompressible and can be modeled as a Newtonian fluid - Previous studies
have proven that a suspension can be modeled as a Newtonian fluid up to a volumet-
ric particle concentration of at least 25% [48]. Introducing compressibility and non-
Newtonian behavior in the fluid make the governing equations more difficult to assess.
Therefore the maximum volumetric particle concentration, @, is taken to be 0.25.

¢ All particles have the same size and shape; spherical. - To allow for the application
of the viscosity equation the shape of the particles is deemed to be spherical and all
particles have equal size. For the slurry to be treated as homogeneous not only do the
particles have to be distributed equally but also their size has to be equal. Even though
the coefficient of thermal expansion for parallel and perpendicular layered graphite is
not equal the difference is so small that it is considered negligible.

e The thermophysical properties of the PCM and capsule are considered isotropic within a
control volume. - To simplify calculations it is deemed that a control volume is sufficiently
small to have a uniform temperature distribution, thus the particles in a control volume
all exhibit the same properties and state.

e The velocity in the radial direction is zero. - Forced convection in the radial direction
is non-existent. There is no forced convection term in radial direction in the governing
equation for the PCS.

¢ Conduction in the axial direction is negligible compared to forced convection in the axial
direction. - The conduction term in the axial direction is omitted from the heat transfer
equation.

e The volume of the encapsulation of the PCM particles is based on the volume in solid
phase. - The volumetric concentration of the PCM particles remains constant when
changing phase. A fixed volumetric particle concentration is assumed in the start condi-
tions and remains constant through time.



26 3. Numerical representation of a pumpable phase change material system

o Axisymmetric flow and heat flux in the tangential direction is present. - The PTC con-
centrates its received solar irradiance on the back of the pipe. It has been assumed
that the concentration factor equals one such that there is no variation in heat flux in
the tangential direction. This results in an axissymmetric flow such that there is no heat
transfer in the tangential direction in the pipe and the state of the PCS in the top half of
the pipe is equal to the state of the PCS in the bottom half of the pipe.

¢ Heat loss due to radiation from the PTC is considered to have a negligible effect on the
steady state of the system - No radiation losses are implemented as boundary condition.

3.4.2. Heat transfer equation for the phase change slurry
Based on the assumptions that have been provided in Section 3.4.1 the governing equation
for the heat transfer in the PCS becomes Equation (3.1). All cp parameters in the governing
equations have been provided as volumetric specific heat capacity [J/m3°C] as the volume
that is present in the PTC at all times is known, limited by the dimensions of the PTC, while
the mass is a function of the temperature. Therefore using the volumetric properties allows
for a simpler numerical approach. The source term represents the heat transfer between the
PCS and the PCM particles. The source term is negative when the PCM particles absorb heat
from the slurry in the PTC and is positive when heat is extracted from the PCM particles in the
HEX as defined in Equation (3.7). The source term is defined as the heat transfer rate per
PCM particle @, multiplied with the number of particles per unit volume N,,.
aT aT 10 aT
CPres 5, + CPpesUy_ = —o- <ler$> +s (3.1)

The axial velocity profile in the pipe is considered to represent laminar flow through a pipe
with constant circular cross-section and a length that is significantly larger than its diameter,
and is given in Equation (3.2). The flow is considered to be fully developed the moment that
the flow enters the pipe. u,,.4» is the mean flow velocity in the pipe, ris the radial coordinate
and Ry gy is the radius of the pipe. Based on the velocity in the pipe the local Reynolds number
has been calculated using Equation (3.3).

U = 2Umean (1 - < zrl >> (3.2)
RHEX

_ PpcsWiln
Hpcs

Because of the enhancement created by the particle/fluid interactions the actual thermal
conductivity of the PCS is larger than the combined thermal conductivity calculated using Equa-
tion (2.4). The effective thermal conductivity of the slurry is determined by Equation (3.6) and
describes the increase in thermal conductivity due to an increase in natural convection because
of the addition of particles to the HTF. In this equation B and m are constants dependent on
the particle Peclet number as provided in Equation (3.4), based on empirical relations obtained
through experiments [5], the ratio between the convective and diffusive heat transport given
in Equation (3.5), and @ is the volumetric concentration of the PCM particles. These constants
are a function of the particle Peclet number The particle Peclet number is a function of the
pipe radius Rygx and the particle radius R,, the local radial coordinate 7;, the local velocity u;
and the thermal diffusivity of the heat transfer fluid ay;r.

Rel- (3'3)
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3.0 if Pe, < 0.67 1.5 if Pe, < 0.67
B(Pep) =<18 if0.67 < Pe, < 250 m(Pep) =<1/11 if0.67 < Pe, < 250 (3.49)
3.0 if Pe, = 250 0.18 if Pe, = 250
2R u R 2 1
Pe, = g=—HEX < i ) i (3.5)
P AHTF Rypx ) Ruex
/16 = Apcs(l + B(Dppegl (3.6)

The source term represents the heat transfer rate per particle multiplied by the number
of particles in the PCS. The heat transfer rate per particle is dependent on the contact area,
the temperature difference and the heat transfer coefficient between the particle and the HTF.
The number of particles depends on the volumetric concentration and the volume of a particle.

P o, 0T, 30, \ 39,
S = Qpr = <_4”RpApW|T=Rp> <4-T[Rg) = R—php(Tprsz - TPCS) (37)
According to the equations provided in Equation (3.8) the parameters that are used in
the governing equation have been made dimensionless to allow for a better comparison of
performance. Next to that it allows for an easy method to verify that the factors that are
assumed to be negligible are indeed negligible. Dimensionless variables for temperature in
Equation (3.8a), axial and radial distance in Equation (3.8b) and Equation (3.8c), thermal
conductivity in Equation (3.8d), time in Equation (3.8e), the ratio of sensible heat to latent
heat in the HTF and the PCS in Equation (3.8f) and Equation (3.8g) and a dimensionless
variant of the previously introduced source term in Equation (3.8h) have been used for the
dimensionless governing equation. T, has been defined as the upper limit of the phase change
temperature range, for LiNO; it has been taken to be 254.5°C.

T—Tn 2Rypxu

=———™  (3.83 Peyrp = (3.8f)
(qRuEx/Apcs) ( ) T = Ae (3.8d) r ngTF
Z=——  (38h) frcs Pepcs = —E% (3.8)
I;EX €pcs Fopes = RIZA (3.8¢) Sgpcs
n= g (3.80) HEX § = —HEX (3.8h)
HEX q

Implementing these dimensionless variables into Equation (3.1) results in the dimension-
less form as specified by Equation (3.9). The velocity has been nondimensionalized as a
function of the dimensionless radial coordinate as provided by Equation (3.2) and dividing by

umean .

99 -2 L0 (12 s 3.9
dFo ( ”)az_nan ”an (3.9)
The boundary conditions (BCs) that have been imposed for the PTC are provided as well
as the numerical form of these BCs. A graphical representation of the BCs is presented in
Figure 3.2
e Inlet temperature, T;,, is equal to 250 °C for the first run due to start up of the system.
Thereafter the inlet temperature is equal to the outlet temperature of the HEX, provided
in Equation (3.10a).
¢ No heat transfer at the center of the pipe, provided in Equation (3.10b).
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e Constant heat flux, g, is present at the wall of the pipe, provided in Equation (3.10c).

T=T, at z=20,7r < Rygx 0 =06, at Z=0n<1 (3.10a)
oT a0
E_O at r=20 %—0 at n=0 (3.10b)
JaT ¢ a6 1
Erle Z at T = Rygx % =T at n=1 (3.10c)
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Figure 3.2: A depiction of a PTC pipe with the boundary conditions including: a constant heat flux g at the wall
of 1000 W/m?, inlet temperature of 250 °C and no heat transfer at the center of the pipe.

The HEX is located at the other side of the system and the collected heat at the PTC is
released here to the ORC. The BCs that have been imposed for the HEX and the corresponding
numerical forms have been provided. A visual representation of the BCs is found in Figure 3.3.
e The inlet temperature, T;, is equal to the outlet temperature of the PTC, provided in
Equation (3.11a).

¢ No heat transfer at the center of the pipe, provided in Equation (3.11b).

e Constant wall temperature, T,,, of 245°C. A constant wall temperature has been as-
sumed as the working fluid of the ORC is present at the other side of the HEX at its
boiling temperature, provided in Equation (3.11c).

T =T, at z=0,7r < Rygx 0 = 6;y, at Z=0nn<1 (3.11a)
aoT a0
E_O at r=20 %—0 at n=0 (3.11b)

T=T, at r = Rygx 0=-1 at n=1 (3.11¢)
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Wall BC.: T, = 245°C
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Figure 3.3: A depiction of a HEX pipe with the boundary conditions including: a constant wall temperature T,
of 245 °C, inlet temperature equal to the outlet temperature of the PTC and no heat transfer at the center of the

pipe.

A special note has to be made regarding the non-dimensionalization of the temperature in
the HEX as it is made dimensionless with respect to a constant wall temperature instead of a
constant heat flux. This results in the non-dimensionalization of the temperature as stated in
Equation (3.12).

T —Tp,

0=——
Tm_Tw

(3.12)

3.4.3. Heat transfer equation for the phase change material particle
The heat transfer in a PCM particle is given by Equation (3.13). The heat transfer inside the
particle is dominated by conduction while heat is absorbed from the HTF by convection.

oT, 1 ,0T,
Cppa—t = ga <2.pr E) (313)
The apparent heat capacity method has been employed to model phase change in the PCM
particle. When the temperature of the particle is below the melting temperature the specific
heat capacity of the solid phase at the respective temperature is used for cp and when the
temperature of the particle is above the melting temperature the liquid specific heat capacity
is taken for that respective temperature. When the temperature of the particle lies within the
phase change temperature range the specific heat ratio is defined as a ratio between the solid
phase specific heat capacity and the liquid phase specific heat capacity supplemented by a
factor H¢/AT. This factor has been supplemented to account for the latent heat, artificially
increasing the specific heat capacity to limit the temperature increase of the particle. An
even distribution has been chosen, representing equal melting over the entire phase change
temperature range as it is unknown how the melting is distributed and this option allows for
a minimal error with respect to the actual distribution. Other possible representations are a
sine curve or triangles which span the same area and are used when the melting phase peaks
at a known temperature within the phase change temperature. The apparent specific heat
capacity is defined as provided in Equation (3.14) and a graphical representation in Figure 3.4.
The volumetric heat of fusion has been used.
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cps(T) if T, < T,y — AT
cpy —cp Hy .

cpp(Ty) = %(Tp — (T, — AT)) + cps + ﬁ if Ty — AT < T, < Ty (3.14)
cpi(T) if T, > Ty
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Figure 3.4: The apparent heat capacity as function of temperature as provided in Equation (3.14)

Dimensionless variables have been introduced for the heat transfer equation of the par-
ticle and are given in Equation (3.15). Equation (3.15) includes dimensionless variables for
temperature of the particle in Equation (3.15a), time in Equation (3.15b), thermal conductivity
of the particle in Equation (3.15c), phase change temperature range in Equation (3.15d), the
ratio of sensible heat to latent heat in Equation (3.15e), known as the Stefan number, and for
the particle radius in Equation (3.15f).

For the nondimensionalization of the governing equation of the PCM particles the thermal
conductivity of the particle, 1,, has been used contrary to the non dimensionalization of the
PCS for which the thermal conductivity of the homogeneous slurry has been used. This is
required as the temperature of the PCS in a control volume is not necessarily equal to the
temperature of the PCM particles in that control volume. When the thermal conductivity of
the PCS is used for the nondimensionalization of the temperature of the PCM particles it might
result in a false representation of the temperature. An example is given in the fact that when
the PCS is heated up while the particles are left out of the system the thermal conductivity of
the PCS increases. If this thermal conductivity is then used for nondimensionalization of the
temperature of the particles it is noted that the temperature of the particles has increased,
despite not having entered the system.
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The dimensionless function of the apparent heat capacity is provided in Equation (3.16).
The conditions for which these variables take on the specified form have been represented
in a dimensionless form too. ¢ is the dimensionless form of the phase change temperature
range. As 6, takes on a negative value when the particle is below the melting temperature
the melting condition is met when 6,, is larger than the negative value of .

T, —T, AT
Qp = —(q;HEX/ni ) (3.15a) €= m (3.15d)
p p
t R A
Fo, = O;LZ (3.15b) Ste = Cp”“(qc)’ Z”/ ?) (3.15e)
p pif
A—p * ')"p
A, = (3.15¢c) = (3.15f)
APCS c p
Pr_ if 6, < —€
CPpcs
* _ ] Pr L if —e<0, <
PO =3 oot Gsee T €S0, <0 (3.16)
P if 6, > 0
CPpcs

Implementing the dimensionless variables defined in Equation (3.15) and Equation (3.16)
into the governing equation defined in Equation (3.13) results in Equation (3.17).

8, 1 0 ,00,
e — — A, 17
P 5Fo r** or* < L (3.17)

The BCs that have been imposed for the PCM particle and the numerical form of these BCs
include:
¢ Inlet temperature is equal to 250°C for the first run due to start up of the system,
provided in Equation (3.18a).
¢ Conductive heat transfer from the HTF to the particle at the edge of the particle, provided
in Equation (3.18b) and depicted in Figure 3.5.
¢ No heat transfer at the center of the particle, provided in Equation (3.18c).

T=T, at z=0 0 =0, at Z=0 (3.18a)
o, 06
—Apa—r: = hy(T, — Tpes)at 1, = Rp—A,,a—ij = Nu,(6, —8)at 1 =1 (3.18b)

oT, 00

p p
—_— = = 0 =
ar,, 0 at Ty 57

at r* =0 (3.18¢)
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Figure 3.5: Overview of the paramaters that influence the particle conductive heat transfer that takes place
until the HTF and the PCM particle have the same temperature.

The heat transfer between the HTF and the PCM particle is governed by the Nusselt num-
ber, the ratio between the convective and the conductive heat transfer across the boundary.
As the PCM particles move with the HTF through the pipe at the same speed it has been as-
sumed that there is no flow around a PCM particle. With this assumption the Nusselt number
has been evaluated using a particle conduction model including eddy convection and molecular
diffusion around the particles and the resulting equation is found in Equation (3.19) provided
by Charunyakorn et al. [5]. The heat transfer between the PCS and a PCM particle is a func-
tion of the mean void fraction between the particles and the Biot number, which indicates the
ratio between the heat transfer between the fluid and the particle and the conduction inside
the particle [24]. A low Biot number indicates good conduction in a particle, resulting in a
uniform temperature distribution in the particle and therewith an uniform temperature around
the particle. For this conduction model to be valid the Biot number has to be small. The void
fraction can be rewritten to the volumetric particle concentration.

Ay . A 2(1—-9,)
=_P ip = = VE P (3.19)
Apcs Ap 2 — 30,7 + @,

N Up

For the case of the HEX the non-dimensionalization of the Stefan number and the phase
change temperature range have to be arranged according to the constant wall temperature,
T,,. The Stefan number is given in Equation (3.20a) and the dimensionless phase change
temperature range is provided in Equation (3.20b).

cppes(Tw — Trm)
Ste = (3.20a)
chHf
AT

Tw - Tm

(3.20b)

3.5. Numerical model

Based on the heat transfer equations presented in Section 3.4 the numerical model to represent
the pumpable PCM system has been constructed. This section addresses the construction of
the grid, the discretization of the governing equations and the iterative process required to
come to a steady state in the system.
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3.5.1. Grid
Two different grids are present in the numerical model. The grid, depicted in Figure 3.6, rep-
resents the pipe and the grid provided in Figure 3.7 represents a PCM particle.

The grid for the pipe is constructed using the method proposed in Section 3.3. The size
of the control volumes are determined by dividing the size of the pipe by the desired number
of control volumes. In the axial direction the size of each of the control volumes is identical
while the size of the control volume in radial direction is varied according to Equation (2.7) to
allow for each control volume to envelop equal volume. The grid only contains the top half of
the pipe due to the presence of axisymmetric flow. The numbering of the cells starts at the
inlet of the pipe for the axial direction, z, and at the outer wall for the radial direction, r.

Parameters that are required to construct the numerical mesh grid are the number of cells
in radial and axial direction as well as the radial and axial length of the pipe to determine the
coordinates of the control volumes.

(i=1j=1) ___ _fi=1j=n)

U .
—P: : : : : : : : : RPTC
b L el
Z >
Zor0

Figure 3.6: Numerical grid for the pipe with size z,gx by 2R4zx and m x n number of control volumes.

The grid for a particle is constructed by dividing the radius of the particle, R,, into a
p number of equidistant control volumes as depicted in Figure 3.7. The numbering of the
control volumes starts at the outermost control volume. The grid for the particle models one
particle per control volume. It has been assumed that all particles in a control volume have
the same thermodynamic properties.



34 3. Numerical representation of a pumpable phase change material system

Figure 3.7: Numerical grid for a phase change material particle with radius R, and p number of control volumes.

3.5.2. Discretization

To allow for a computational analysis of the system the heat transfer equations Equation (3.9)
and Equation (3.17) have been discretized to fit the purpose of the model. An implicit fi-
nite differential method has been applied and is solved using a tridiagonal matrix algorithm
(TDMA). An advantage of using an implicit method is that the stability of this method far
exceeds the stability of an explicit method, allowing for a larger time step for the iterative
process. The discretization of Equation (3.9) has been treated first. The differentials in this
equation have been discretized as given in Equation (3.21), Equation (3.22), Equation (3.23)
and Equation (3.24). The differential in axial direction has been discretized using an explicit
backwards difference method to allow for faster computation. The discretization of AZ has
been taken in the backwards axial direction for both the axial coordinate and the thermal
diffusivity, «, of the PCS as provided in Equation (3.25). A control volume and the energy
balance of a control volume as implied by the discretization is shown in Figure 3.8.

00 _ 0™ () —6"())

dFo AFo (3.21)
90 0"(i,j))—0"(,j—1)
FrAR AZ (3.22)
00 0™+ 1,))—0™1(,))  6"(i, ) — 0™ (i—-1,)) (3.23)
on An An '
n tn n—ltn—l
AFo = "‘Pgs - “ch (3.24)
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Y i1

- RuygxPepcs(i,j)  RuypxPepcs(i,j— 1)
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(a) Depiction of a control volume in the pipe (b) Energy balance of a control volume in the pipe
containing PCS with size Az by Ar. with size Az by Ar.

Figure 3.8: The location of a control volume with respect to the system and energy balance of a control volume
with size Az by Ar.

The implicit source term is defined as Equation (3.26) and represents the heat transfer
between the PCS and the PCM particles in a control volume. It is a function of the convective
heat transfer between the PCS and the particle, the volumetric particle concentration ®,, and
the difference in temperature between the PCS and the wall of a particle. The n+1 values for
6,, as well as 6 are available to calculate this term.

2
R
SMH(G, ) = 3c1>p< Zi") Nu, (541 — o™+t (3.26)

Filling in Equation (3.21), Equation (3.22) and Equation (3.23) into Equation (3.9) results
in Equation (3.27). Next all n+1 terms have been moved to the left side of the equation
while the n terms and constants have been to the right side of the equation, resulting in
Equation (3.28).

om0, ) — 0" (L)) 6", ) - 0" -1

2 n+lci i\ —
11 (r <9n+1(i +1,) — 0™, ) 6™, ) — et — 1,j)>> '
nAn 7 An An

.. ['AFo , ) .. ) . ..
™0, j) + ——- (0™ (i + 1,j) — 20" (1, ) + 0™ (i — 1,))) + AFoS(O)"1(i, )) =
An (3.28)
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6"(i,J) — AFo(1 —1?) =

— AFoS(6,)™ (i, )

To solve Equation (3.28) for & a TDMA has been used. This method creates a diagonal
matrix with terms a;, b; and c¢; on the diagonal to incorporate the terms on the left hand side
in Equation (3.28). This method solves the matrix A@ = b allowing for fast computation of
the n+1 terms as it removes the need for an iterative process to solve the unknown terms for
o™*+1 . For this method to be stable it is required to be diagonally dominant. To accommodate
for the TDMA the 6 terms have been split. All terms equal to (i+1,j) form the lower diagonal,
the terms for (i-1,j) form the upper diagonal and the (i,j) terms make up the diagonal of the
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tridiagonal matrix. The source term has been split up in two terms, one term that is a function
of 6 and one term that is a function of 6,. The term that is a function of 6 is transferred to
the left side of the equation while the term that is a function of 6, remains on the right hand
side (RHS). This has been done to keep the diagonal of the TDMA more dominant, improving
the stability of this method.

2
2TAFo Rugx N
<1 + Ve + 30, <R—p> NupAFO> O™, H+

. (3.29)
)9““(1‘ +1,j)+ (— An20> ™*1(i —1,j) = RHS
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2
o (i, j) — O"(i,j — 1 R
RHS = 6"(i, j) — AFo(1 — n2)< (L)) = 67 )> +30, <ﬂ> N1, 021 AFo + BC

AZ R,
(3.30)
The value of T has been averaged between the values of the adjoined control volumes to
represent the value at the boundary of the control volume at which the heat transfer takes
place according to Equation (3.31). T is the only parameter in the heat transfer equation for
the PCS that has been taken to vary over a control volume.

@, jnH+rd+1,j

G +1/2,)) = . (3.31a)
ri-1/2,)) = LD* g(i mE) (3.31b)

Equation (3.29) has then been solved implicitly using the tridiagonal matrix depicted in
Figure 3.9. The matrix A6 = b is constructed from the 6 terms, the RHS and the applicable
boundary conditions. The RHS contains all known terms as given by Equation (3.30), supple-
mented by the boundary conditions. The boundary condition as provided in Equation (3.10) is
added to the RHS at the location (1,j), because the heat flux is added to the system at the out
most control volume. The diagonal term for the first and last entry is smaller than the other
diagonal terms due to the fact that there is no control volume present either above or below
it and therefore the addition that these control volumes have in the other control volumes is
discarded. The matrix has been solved to find the terms for 6. A more detailed version of this
matrix is found in Appendix B.



3.5. Numerical model 37

r
1 +AF0<7+
An? TAFo .
2 v 0 0 0 o™1(L,))
30 (R””> Nu)
p Rp 4
2r
1+ AFo( —+
TAFo An? TAFo ) il ;
o Rupx : T a2 0 . 0 0" (2.1
w0, () )
r
1 +AF0<A7UZ+
TAFo TAFo p
0 T An? 2 T An2 0 6™*1(3,))
g RHEX g
30, (%) My
r
1+ AFo AT72+
0 0 0 0 2 0" (imax: /)
RHEX
30, ( %) M

Figure 3.9: A concise version of the TDMA that has been created to solve the governing heat transfer equation
for the PCS.

Discretization of the particle starts at Equation (3.17). The discretized forms of the partial
derivatives have been provided in Equation (3.32) and Equation (3.33). The Fourier number
has been discretized explicitly to allow for a shorter computational duration as per Equa-
tion (3.34). Putting the discretized forms of the partial derivatives into Equation (3.17) results
in Equation (3.35). A visualization of the energy balance of a control volume at a cell k for the
presented discretization is given in Figure 3.10.
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~ © /i k.

Figure 3.10: Energy balance of a control volume in the particle with size Ar,,.
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Again all n+1 terms have been moved to the left side of the equation while the n terms
make up the right hand side of Equation (3.36). The terms are split to enable the formation
of the tridiagonal matrix. The (k) terms form the diagonal, the (k+1) terms form the lower
diagonal and the (k-1) terms form the upper diagonal of this tridiagonal matrix.

AFo n 2AFo AFo
<— ”A) 6(k+1)"+1+<cp* oy ~ _— A) 9(k)"+1+<— <
T

Ar+?

*sz> 0(k—1)"*1 = RHS (3.36)
r
The right hand side of the equation is provided in Equation (3.37). A BC has been applied
at the first term to account for the conductive heat transfer from the PCS to the particle as
provided in Equation (3.18b), this term has been discretized implicitly.
" +BC (3.37)
A is the only variable in the PCM particle that has been varied over the control volume
and therefore has been averaged according to Equation (3.38) to represent the value at the
boundary of a control volume.

RHS = 0} (k)cp™"

A(k) + Ak + 1)

Ak +1/2) = ) (3.383)
Ak —1/2) = 2O+ ’2\(" — D (3.38b)

Based on Equation (3.36) and Equation (3.37) the tridiagonal matrix Ag,=b has been
constructed and solved to find 6,. A more detailed version of the tridiagonal matrix has been
provided in Appendix B.
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Figure 3.11: A concise version of the TDMA that has been constructed to solve the governing equation for the
PCM particle.

3.5.3. Iterative process

The iterative process that is required to come to a steady state for a specified solar heat flux
input into the pumpable PCS is provided in a process flow diagram in Figure 3.12. After the
grid has been created for the discretization starting values for T, and T, are assumed and
used as input for the iteration. Using these temperatures the material properties p,,, ppcs, Ap,
Apesr CPps CPpcs AN 1y are determined. These material properties have been interpolated
from the experimental data provided in Appendix A. A fit has been made from these data to
allow for a fast computational process. These fits are provided in Appendix A.

Using these material properties the dimensionless numbers are worked out. The new tem-
perature of the particle is determined next. With this particle temperature the new value of
the apparent heat capacity is calculated and checked with the apparent heat capacity of the
previous step. If the apparent heat capacity does not correspond to the particle temperature
from the previous iteration it is calculated again using the new apparent heat capacity. This
check has been applied to prevent oscillation between two phases due to an increment in
apparent heat capacity.

Using the obtained particle temperature the source term has been determined and filling this
into the heat transfer equation for the PCS the new temperature of the slurry is calculated.
If the error between the old and the new slurry temperature is smaller than 1 x 10~ steady-
state is assumed in the system. Otherwise the updated particle and PCS temperatures are
used to calculate the material properties and start a new iteration at the next time step. Once
the time period during which the heat flux is constant ends the iterative process is initiated
from the start again.
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Figure 3.12: Process flow diagram of the iterative process for the numerical model of the pumpable PCS system.
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3.6. Sensitivity analysis

The goal of the study is to compare the efficiency of the pumpable PCM system to the S&T
system modeled by Fan. To be able to provide a meaningful comparison between these two
models it is required that the pumpable PCM system is designed for optimal efficiency. Op-
timal efficiency in this case is defined as the ability to store and transport heat, a large ratio
between the latent heat and the sensible heat stored, resulting in a low wall temperature and
large energy density. A lower wall temperature shows both the ability for heat to penetrate
better in the PCS and for better latent heat storage. Furthermore the thermal power loss of a
PTC is dependent on the wall temperature as defined by Equation (3.39). Here U is a param-
eter that indicates the overall heat transfer coefficient, based on the type op equipment, T,
is the temperature at the maximum radial dimension, T, is the ambient temperature and A
is the surface area of the PTC. Another important property is the ability for heat to penetrate
into the system, thus having an equal temperature distribution in the radial direction. Next to
the performance the time until steady state has been calculated and compared when deemed
useful.

Quoss = UA(Ty — Tg) (3.39)

A sensitivity analysis has been performed to obtain the optimal sizing of the system. For
each sensitivity analysis one parameter has been assigned as variable while the remaining
parameters have been kept constant to perform a fair analysis. To come to the optimal per-
formance for the PTC a combination of these parameters will be taken to come to a system
that has a large ratio between latent and sensible heat storage. The value that leads to the
best performance for one parameter may not necessarily be selected if it is believed to clash
with another parameter. The parameters that have been varied for the sensitivity analysis
include:

e Pipe radius, Rpr¢
PCM particle concentration, @,
Particle radius to pipe radius ratio, RRP

PTC
Mean flow velocity, u,eqn
Pipe axial length, zp; .
Volumetric PCM particle concentration, @y,

Next to these physical parameters the effects of the parameters present in the numerical
analysis have been subject to a sensitivity analysis to determine the effect of these parameters
on the outcome of the model to thereby assess the quality of the numerical analysis. The
numerical parameters that have been subjected to investigation are:

Phase change temperature range, AT

Heat of fusion, H

Time step, At

Inlet temperature, T;,

Number of control volumes in axial dimension, N,

Number of control volumes in radial dimension, N,

Number of control volumes in radial particle dimension, Ny,

Based on the range that is physically possible, values have been assigned to test for each
parameter. An overview of these values is found in Table 3.1. For the PCM particle an anal-
ysis has been performed over the previously assigned range of 0.4 um to 400 um in which
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a particle is considered to be in the micro-scale. The volumetric particle concentration has
been analyzed over the range of a HTF without any PCM particles up to a volumetric particle
concentration of 0.25 at which the PCS can still be considered a Newtonian fluid. The particle
radius to pipe radius ratio, which influences the number of PCM particles present across the
radial dimension of the pipe, has been varied for values between 0.01 and 0.2. Above a ratio
of 2.0 the pipe experiences a large pressure drop due to clogging. The axial length has been
varied over a wide range of 0.5 up till 50 m to find the influence of the axial length. The vol-
umetric PCM concentration in the particle has been varied over the entire spectrum of having
no encapsulation up to the part at which the particle is completely made up of encapsulation
material. The inlet temperature has been varied to identify the influence of the amount of
heat that is required before the melting phase of the PCM particles has been reached. The
upper limit for the inlet temperature has been set at 251.5 °C to make sure the particles at the
inlet are completely in solid phase.

The grid for the reference values is quite coarse. The number of control volumes for the
axial length and radial dimension as well as the particle radius have been increased to test the
influence of a finer grid. The same reasoning applies to running an analysis with a smaller time
step. The incoming solar irradiance has been adjusted to represent the incoming flux in the
morning, the peak incoming flux and the peak incoming flux concentrated by the PTC. Lastly
the phase change temperature range and heat of fusion have been defined as a humerical
parameter. These values are fixed for the chosen material and therefore these can not be
sized, however it is interesting to find out how the system behaves when these parameters
change.

The values that have been picked for the sensitivity analysis are provided in ascending
order in Table 3.1. The third column represents the reference values that have been chosen
to resemble the median of the tested range and have been kept constant throughout the
sensitivity analysis. Only the reference value of the volumetric particle concentration has
been kept at a maximum value as it is interesting to find out how the system behaves when
PCM particles are present in the system. For every analysis one parameter has been taken to
vary while the remaining parameters have been kept at their reference value.
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Table 3.1: Parameters and the values that have been used for the performed sensitivity analysis. The values in
the third column present the reference case. For each analysis one parameter has been varied while the other
parameters have been kept at their reference value.

Physical Unit Reference Value 1 Value 2 Value 3 Value 4
Parameter value
R, m 400 x 1077 400 x 10> 400 x 10® 400 x 10~ 400 x 10~°
Ry,/Rprc¢ - 0.04 0.01 0.02 0.10 0.20
o, vol% 25 0 5.0 10 20
Umean m/s 0.10 0.01 0.05 0.50 1.0
ZprC m 2.0 1.0 5.0 10 50
Doy vol% 70 0.0 25 50 100
T; °C 250 245 251.5
Numerical
Parameter
AT °C 2.5 0.0 1.0
Hf kj/kg 360 0 180 540
At s 0.1 0.01
q W /m? 1000 250 25000
N, - 10 25 50
N, - 10 25 50
N, - 3 25 50

In the sensitivity analysis not necessarily the best options as a whole have been tested.
Because only one parameter is varied at a time, the other parameters can have a non optimal
value. Therefore the best configuration is not present in the sensitivity analysis and will be
decided upon later, based on the influence of the tested parameters.

The dimensionless outlet temperature has been chosen to assess the performance of the
PTC. It is defined as Equation (3.8a), where T is taken to be the temperature at the outlet.
From the dimensionless outlet temperature it is clear if the PCM particles have melted and
the dimensionless outlet temperature scales with a change in incoming heat flux, allowing for
a fair comparison when the heat flux varies. A low outlet temperature is preferable as this
indicates that a larger fraction of the heat input is stored as latent heat, contrary to sensible
heat. Next to that the difference between the outlet temperature at the wall of the PTC and
the outlet temperature at the center of the PTC is preferred to be minimal because it indicates
that the PCM is used most optimally for storing heat.
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Figure 3.13: Explanation of the lay-out of the sensitivity plots.

In Figure 3.13 the lay-out of the plots used in the sensitivity analysis is explained. The
vertical line at the zero point indicates the temperature at which the PCM has fully melted.
€, the value at which the PCM particles start to melt as defined by Equation (3.15d), has
been added to the plots whenever this dimensionless parameter remains constant, when the
incoming solar radiation and phase change temperature range are not variables.

Next to this the ratio in which the incoming energy has been stored between sensible and
latent heat has been assessed and provided as well as the melt fraction at the outlet. Condi-
tions that have a low temperature, have a small gradient in temperature between the center
of the PTC and the wall of the PTC are favorable. When the outlet temperature for a condition
is low it means that more heat is stored as latent heat as the same amount of total heat is
present in the system.

Varying of particle radius has a direct influence on the radius of the pipe as the ratio

between the particle and the pipe radius remains unchanged. This has an influence in the
dimensionless radial grid size An and the dimensionless time steps AFo and AFo,. Next to
that an increase in radius of the pipe results in a larger surface area of the PTC, therewith
increasing the total incoming solar flux. However the increase in mass flow is proportionally
larger than the increase in surface area, therefore a smaller pipe radius results in a better heat
transfer. Also both the Peclet numbers of the PCS and the PCM particle increase.
A decrease of particle to pipe radius ratio results in more particles next to each other in the
radial direction. This results in a larger number of PCM particles per control volume and there-
with a larger source term for the PCS. Next to that the same parameters change as mentioned
for the change in the particle radius. The influence on the dimensionless outlet temperature
of the particle radius is depicted in Figure 3.14a and the influence of the particle to pipe radius
ratio has been provided in Figure 3.14b.
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Figure 3.14: Effect of varying the radial dimension of the PTC on dimensionless outlet temperature. The
remaining parameters have been kept constant at @, = 0.25, U0, = 0.1M/S, Zpre = 20m and &pcy = 0.70

From Figure 3.14a it is found that a smaller particle radius and with it a smaller pipe radius
results in a lower dimensionless outlet temperature. Particle radii smaller than 400 x 108
have not been included as no convergence has been achieved in the model for these values.
A small particle radius results in a lower dimensionless outlet temperature, mostly because
the radius of the pipe changes as well, resulting in a lower surface area of the PTC. This is
due to the fact that a smaller particle has a larger ratio of surface area to volume and can
therefore easier take up heat. For the particle to pipe radius ratio it is seen that the optimal
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ratio lies between 0.02 and 0.10 as a ratio of 0.04 results in the lowest dimensionless outlet
temperature. This is due to the change in the particle Peclet number and the source term.
The particle Peclet number increases when the particle over pipe radius increases however
the source term decreases, causing an optimum between a ratio of 0.02 and 0.10.

It is expected that a large volumetric particle concentration is beneficial for the perfor-
mance of the PCS due to the fact that the possibility to store heat as latent heat is increased
with an increase in the volumetric particle concentration, resulting in a smaller Stefan number
as defined in Equation (3.15e). Next to that the thermophysical properties of the PCS change
with the volumetric particle concentration as provided in Table 2.5. The only downside to an
increase in volumetric particle concentration is the increase in viscosity of the PCS as found in
Figure 2.5, resulting in a larger required pumping power to maintain the mean flow velocity
in the system. In Figure 3.15 it is clearly seen that the dimensionless outlet temperature de-
creases for a larger volumetric particle concentration.

Influence of concentration on outlet temperature
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Figure 3.15: Effect of varying the volumetric particle concentration on the dimensionless outlet temperature.
The remaining parameters have been kept constant at R, = 400 x 10~ m, R,/Rpr¢ = 0.04, Uneqn = 0.1M/s,
Zpre = 2.0m and ®p¢y, = 0.70

The mean flow velocity has influence on the size of AZ through the Peclet number and the
Reynolds number increases proportionally with an increase in mean velocity. A larger Peclet
number also influences the effective thermal conductivity in a positive way. Next to that the
size of AZ changes and the effective thermal conductivity increases with an increase in u,,¢qn-
AZ also alters when the axial length of the PTC is altered. Furthermore, varying of axial length
results in a change in incoming solar irradiance as the surface area of the PTC is altered. A
higher dimensionless outlet temperature is expected for a low u,,.,, and a large zp;. due to
an increase in residence time of the PCS in the PTC.
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Influence of mean flow velocity on performance
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(@) Effect of varying mean flow velocity on the dimensionless outlet
temperature.

Influence of axial PTC length on performance
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(b) Effect of varying the axial length of the PTC on the dimensionless
outlet temperature.

Figure 3.16: Effect of varying the residence time of the PCS on the dimensionless outlet temperature. The
remaining parameters have been kept constant at &, = 0.25, R, = 400 x 107" m, R,/Rpr¢ = 0.04 and ®pcy =
0.70. The sensitivity analysis of w,,.q, = 1.0m/s and u,,..,, = 2.0m/s has been performed at At = 0.01s to
allow for a stable simulation.

From Figure 3.16b it has been found that a longer pipe results in a higher dimensionless
outlet temperature due to the increase in received solar irradiance. At a lower mean flow
velocity the PCS spends more time in the PTC and therefore receives more heat flux before it
leaves the PTC. The residence time of the PCS in the PTC is equal to the axial length divided
by the mean flow velocity. Thus decreasing the axial length from 2.0m to 1.0 m has the same
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influence on the residence time as decreasing the mean flow velocity from 0.1 m/s to 0.05m/s.
Above mean flow velocities of 0.5 m/s there is almost no difference in the dimensionless outlet
temperature. To test for consistency also a sensitivity analysis for 2.0 m/s has been performed.
This analysis proved that above a mean flow velocity of 0.5 m/s there is almost no change in
dimensionless outlet temperature.

An increase in encapsulation volumetric fraction decreases the ability of a PCM particle to
store latent heat as the effective heat of fusion of a PCM particle decreases with an increase
in encapsulation volumetric fraction. There however is an increase in thermal conductivity
present in the PCM particle resulting in better penetration of heat in radial direction. In Fig-
ure 3.17 it is seen that a larger volumetric PCM concentration results in a lower dimensionless
outlet temperature. The decrease in thermal conductivity in the PCS with an increase in the
volumetric PCM concentration is also clearly visible. At low volumetric PCM concentrations the
gradient of the dimensionless outlet temperature is slightly steeper, showing a better pene-
tration of the heat into the pipe.

Influence of volumetric percentage of encapsulation material
on outlet temperature
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Figure 3.17: Effect of varying the volumetric PCM concentration on the dimensionless outlet temperature. The
remaining parameters have been kept constant at ®,, = 0.25, R, = 400 x 107 m, R,/Rprc = 0.04 Uppeqn =
0.1m/s and zprc = 2.0m.

A change in the amount of heat of fusion per kilogram results in a change of the amount
of latent heat that can be stored in the system, changing the value of the Stefan number.
Varying of phase change temperature range only has influence on the temperature at which
the PCM particles start to melt. Changing the incoming solar irradiance has influence on the
amount of energy that enters the system.
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Influence of heat of fusion on performance
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(a) Effect of varying the heat of fusion on the dimensionless
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(b) Effect of varying the phase change temperature range
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(c) Effect of varying the incoming solar irradiance on the
dimensionless outlet temperature.

Figure 3.18: Effect of varying the properties of the PCM on the dimensionless outlet temperature. The
remaining parameters have been kept constant at @, = 0.25, R, = 400 x 10~"m, R,/Rpr¢c = 0.04 Uyeqn =
0.1m/s, zpr¢ = 20mand @,,, = 0.70 .
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Both a change in heat of fusion and change in phase change temperature range have no

influence on the steady state as is found in Figure 3.18a and Figure 3.18b. The lines in these
plots overlap perfectly. A lower heat of fusion does result in less time required for the system
to reach steady state as less energy is required to reach the temperature at steady state due
to the lack of potential latent heat storage. However the extra time required to reach steady
state is smaller than expected due to the increase in the heat transfer coefficient because of
the implementation of apparent heat capacity.
For a change in AT steady state is achieved after the same time duration. The same potential
latent heat storage is present in the system but it is utilized at a later time step for a smaller
phase change temperature range. From this analysis it is stated that supercooling has lit-
tle effect on the thermal performance of the system as the temperature at which the phase
change starts and ends has no influence on the performance of the system. Less incoming so-
lar irradiance results in a lower dimensionless outlet temperature as depicted in Figure 3.18c.
No sizing has been performed regarding the incoming heat flux as this parameter can not be
controlled.

The numerical parameters, grid size and time step, influence the time that is required to
reach steady state in the system. A finer grid or a smaller time step should result in less
time required to reach steady state in the system. The temperature at the wall at the outlet
of the PTC has been analyzed over time to check the influence of these parameters. This
control volume has been chosen as the temperature in this cell has the largest increment in
temperature. The influence of a finer grid is found in Figure 3.19a and Figure 3.19b. A finer
grid in the axial length only influences the time required to come to a steady state while a
finer grid in radial direction results in a steady state at a lower outlet temperature. A finer
time step results in a faster steady state of the system. Decreasing the time step from 0.1s
to 0.01 s results in achieving steady state 25% faster, in 15s instead of 20s.
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Wall temperature at the outlet over time
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(@) Effect of a finer grid in axial length on the time it takes
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Figure 3.19: Effect of the fineness of the grid and the time step on the time it takes to reach steady state in the
system. The remaining parameters have been kept constant at @, = 0.25, R, = 400 x 10’ m, R,/Rprc = 0.04
Umean = 0.1M/S, Zprc = 20m and @,,.,,, = 0.70.
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Last the inlet temperature has been varied. The inlet temperature is also equal to the
starting temperature in the PTC. A higher starting temperature results in a higher outlet tem-
perature at steady state as less heat is required to raise the temperature to the melting tem-
perature as seen in Figure 3.20. The sensible heat required for the system to be able to store
latent heat is decreased for a higher inlet temperature. Although a lower inlet temperature
results in a lower dimensionless outlet temperature a too low inlet temperature results in the
latent heat storage capability to not be used at all, which is undesirable.

Influence of inlet temperature
on performance
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Figure 3.20: Effect of varying the inlet temperature on the dimensionless outlet temperature. The parameters
have been kept constant at ®, = 0.25, R, = 400 x 1077, R,/Rpr¢ = 0.04 Uypeqn = 0.1M/S, Zpre = 2.0m and
Dy = 0.70.

A quantitative analysis has been performed to analyze the change in latent and sensible
heat at steady state between the inlet of the PTC and the outlet of the PTC. The results of this
analysis are present in Table 3.2. For every parameter that has been varied the fraction of the
change in heat that is present as latent heat is given. A large fraction means that most of the
energy is stored as latent heat, which results in a preferable performance. If this ratio is low
it means that either the temperature does not reach the melting temperature of the PCM or
overheating takes place, all PCM is already melted but more heat is present which is stored
as sensible heat.

The average melt fraction displays which of these two cases is present. An average melt
fraction of 1 means that all the PCM at the outlet has melted. A low average melt fraction
indicates that there is a possibility to store more latent heat in the system. A combination
of a large latent heat to total heat ratio and a small average melt fraction indicates a good
latent heat storage capability of a system. This is because there is already a lot of latent heat
present with respect to sensible heat and this ratio will increase when all of the PCM melts,
increasing the average melt fraction.
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Table 3.2: The latent heat to total heat storage ratio and average melt fraction at the outlet of the PTC for the
parameters tested in the sensitivity analysis. A large latent to total heat ratio in combination with a low average
melt fraction indicates a preferable system because the capability to store latent heat is large in such a system.

Parameter | Unit Value Latent heat to total Average melt
heat ratio at outlet fraction at outlet
R, m 400 x 107> 0.665 0.227
400 x 107° 0.873 0.500
400 x 10~/ 0.859 0.269
400 x 10-8 0.944 0.003
400 x 107° - -
Ry,/Rpr¢ - 0.01 0.906 0.566
0.02 0.919 0.443
0.04 0.859 0.269
0.10 0.957 0.835
0.20 0.913 1
o, vol% 0 0 0
5.0 0.590 0.660
10 0.776 0.583
20 0.861 0.381
25 0.859 0.269
Umean m/s 0.01 0.827 1
0.10 0.859 0.269
0.50 0.437 0.020
1.0 0.126 0.003
Zprc m 1.0 0.753 0.109
2.0 0.859 0.227
5.0 0.954 0.905
10 0.899 1
50 0.839 1
Dpoy vol% 0 0 0
25 0.787 0.406
50 0.844 0.313
70 0.859 0.269
100 0.837 0.166
Tin °C 245 0 0
250 0.859 0.269
251.5 0.990 0.746
AT °C 0.0 0.860 0.273
1.0 0.861 0.274
2.5 0.859 0.269
Hy ki/kg 0.0 0 0
180 0.752 0.269
360 0.859 0.269
540 0.901 0.269
q W /m? 250 0 0
1000 0.859 0.269
25000 0.446 1

Various trends are found from Table 3.2. It has been found that a small particle radius
allows for better latent heat storage. This is due to the fact that the radius of the PTC scales
down as well and it allows the particles at the center of the pipe to melt. Next to that small
particles are fully molten while large particles might show a solid core while the wall is com-
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pletely in liquid phase.

The particle to pipe radius ratio shows a minimum between a ratio of 0.02 and 0.10. At a
small ratio the pipe radius is increased, resulting in more incoming heat flux and the particles at
the wall are completely molten while the particles at the center of the PTC remain completely
solid. When the ratio is large the heat penetration is better, resulting in particles starting
to melt at the center. However the particles at the wall are not completely in liquid phase
due to a lower incoming heat flux. A ratio of 0.04 shows an optimum between these extremes.

A larger volumetric PCM concentration, larger volumetric particle concentration and larger
heat of fusion all show a positive trend for the amount of heat that is stored as latent heat due
to the larger potential for latent heat storage. A larger inlet temperature also is beneficial as
the sensible heat that is required before the melting temperature and therewith the possibility
to store heat as latent heat is reached is lowered.

The trend that is displayed for the potential of latent heat storage by the mean flow velocity,
incoming heat flux and the axial distance shows that the influence of these parameters is
largely dependent on the other parameters in the system as these determine whether the
residence time is too short, resulting in the PCM particles not melting sufficiently, or too long,
resulting in overheating, therewith decreasing the ratio between the latent and sensible heat,
of the PCS. When the other parameters have been picked these parameters should be varied
to find the optimal performance of the PTC.

The phase change temperature difference exhibits no influence on the potential latent heat
storage in the system, the small deviation is attributed to uncertainty in the calculation.

Concluding the sensitivity analysis a final sizing has been made which is believed to provide
the optimal performance. The grid size and time step have been chosen to take on the finest
option, resulting in a 50x50x50 grid and a time step of 0.1s. While a finer grid and smaller
time step might be beneficial these have not been considered due to the limit of computational
power available.

The inlet temperature has been set to 251.5°C so no initial sensible heating is required
to reach the melting phase. The volumetric particle concentration is desirable to be large as
the possible latent heat storage is large as well. As a PCS with more than 0.25 volumetric
particle concentration start to behave non-Newtonian this is considered to be the largest pos-
sible volumetric particle concentration. The volumetric PCM concentration can be viewed in a
similar matter. A large volumetric concentration for PCM in the particle is desirable but from
experimental data it has been found that a concentration above 0.7 may result in an unstable
particle as no case of shape-stabilized phase change particle is known with a lower volumetric
concentration of encapsulation [10]. Therefore the volumetric PCM concentration in a particle
is kept at 0.7. The mean flow velocity is set at 0.5m/s. A larger mean flow velocity does not
improve the performance of the PTC significantly while the pump power required to attain this
mean flow velocity will increase considerably.

To accommodate for better latent heat storage the axial length of the PTC has been in-
creased to 5.0 m for an increase in residence time. The particle size has been established to
equal 400 x 10~8 m and the particle to pipe radius ratio is fixed at 0.04. These values have
been summarized in Table 3.3.
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Table 3.3: Parameters and the values that are considered to deliver the optimal performance for the modeled
system.

Parameter Final value

R, 400 x 10-8m

Ryex 1x10~*m
Ry/Rprc 0.04

o, 25 vol%
Umean 0.50m/s
Zpre 50m
DPpeuy 70 vol%

At 0.01s

Tin 251.5°C

N, 50

N, 50

N, 50

P

3.7. Verification and validation

Verification is provided on four of the provided assumptions as stated in Section 3.4.1. It has
been checked if the assumptions that have been made are justified. If these assumptions are
not justified, alterations that have to be made to the numerical PCS model are provided. To
check if the PCS model is a realistic representation a validation has been performed. In this
validation the results from the PCS model have been compared to experimental data of an
experimental set-up with similar purpose.

For the governing equation of the PCS the assumption has been made that conduction
in axial direction is a lot smaller than the forced convection term and therefore can not be
neglected. This assumption is satisfied when the Peclet numbers are large. Peclet numbers in
the range of 25 to 2500 are present in the system, this is large enough to justify the neglection
of conduction in axial direction [7].

The volumetric particle concentration and particle radius have been kept at a constant
value throughout the experiment, while the density changes with phase. In the operating
range between the starting value of 251.5°C and 260 °C the density of the particle varies be-
tween 1776 kg/m?3 in solid phase to 1618kg/m?3 in liquid phase at 260°C. The change in
particle density is smaller than the change in density of the PCM as the density of the encap-
sulation, making up 30 vol% of the particle, hardly changes. When the mass of a particle
is considered to remain equal the change in volume and radius of the particle can be deter-
mined. The volume of a particle changes from 8.53 x 1071” m3 t0 9.36 x 10~ m3, an increase
of roughly 9 percent. At a volumetric concentration of 0.25 it would result in an increase to a
volumetric particle concentration of 0.27 as the density of the HTF remains almost constant.
Even though this increase seems negligible, the PCS now has properties in the range at which
it is considered to exhibit non-Newtonian behaviour. Therefore the volumetric particle con-
centration is limited to 0.23 at start conditions to be on the safe side and ensure that the
region in which non-Newtonian behaviour occurs is not reached at the upper range of the
operating temperature. The particle radius increases from 4.0 um to 4.1 um and therefore the
assumption that the particle radius is kept constant is valid.

It has been stated that the particles are considered to be isotropic, having equal ther-
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modynamic properties throughout an entire particle. This can be verified by checking the
discrepancy between the inner and outer cell of the particle. It is found that the temperature
change within a particle is minimal and therefore this assumption is true. Figure 3.21 depicts
the temperature distribution at steady state in a particle modeled with a radius of 40 um con-
sisting of 50 control volumes. The difference between the temperature in the particle core
and at the particle wall is minimal.
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Figure 3.21: Temperature distribution in a PCM particle of 40 pm at steady state modeled with 50 control
volumes.

In the assumption it has been stated that all the particles in a control volume have the
same properties attributed to them. To see if this assumption is justified the temperature in-
crement between control volumes has been checked. A particle that is present at the boundary
between two control volumes has in reality the average properties of these two control vol-
umes. From the model it has been found that the largest increment in temperature is equal
to 0.01°C. This increment is negligible and therefore the assumption is justified. With a less
fine grid this assumption needs to be re-evaluated.

The model has been validated using the experimental data from Goel et al. [22]. The
range at which this experiment has taken place lies outside of the scope of the tested PCS
model as the mean flow velocity is a factor 10 larger than the values tested in the sensitivity
analysis. However since it is the only experiment with similar dimensions for the set-up an
attempt to validate the PCS model has been made. Goel et al. worked with a PCS based
on water, urea-formaldehyde and n-eicosane and have tested the influence of adding PCM
particles to a HTF on the wall temperature. To be able to validate the PCS model the mate-
rials have been adjusted to the materials used by Goel et al. and the dimensions of the PTC
have been altered to represent the experimental set-up. The thermophysical properties of the
materials used in the experiment have been provided in Table 3.4. Data for the encapsulation
material could not be obtained from the referenced source and is taken to be constant at the
values provided by Goel et al. The thermophysicial properties for the PCM have been taken
to be constant while in solid or liquid phase, with a linear variation between these values for
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the melting phase. The properties as a function of temperature of water have been evaluated
using the thermophysical properties provided in Table A.5 and their respective fits. Experi-
mental data have been obtained by Goel for volumetric particle concentrations from 0.05 to
0.1, particle diameters of both 100 um, 250 um and a mix of these two sizes and Reynolds
numbers of 200 and 1000.

Table 3.4: Thermophysical properties of n-eicosane, urea deformaldehyde and water at an operating
temperature of 37 °C as used by Goel et al.

Material T [°C1 Hy [kj/kgl ps Lkg/m*] py [kg/m®]  cps [kj/kg°C1 cpy [k/kg°Cl s IW/m°C] A4 [W/m°C] u[mPas]
n-eicosane (CyoHy;) [26] 37 247 856 778 2.21 2.01 - 0.15 525x 1078
Urea-formaldehyde ([(0)CNCH,],) 1500 1.67 0.42

Water 100 997 4.18 0.606 9.07 x 1077

The heat flux that has been used in the experiment is a function of the Stefan number,
which is defined as Equation (3.40) by Goel et al.. The Stefan number for each performed
experiment has been provided. By rewriting Equation (3.40) the constant heat flux for the ex-
periment has been calculated. The mean flow velocity has been deducted from the Reynolds
number. The dimensions of the experimental set-up have been provided in Table 3.5. The
validation has been performed using a coarse grid to limit the required computational power.

Ste = cppcs(@Rugx/Apcs)
(Dpr(pp/pPCS)

(3.40)

Table 3.5: Dimensions of the experimental set-up as used by Goel et al. [22].

Parameter Value
Inner diameter 3.14x 103m
Outer diameter 4.76 x 103 m

Axial length 0.3m

Py 0.803

Three cases that have been treated by Goel have been studied in the validation. These
three cases have been selected to allow for a good spread in the range of values that have
been assessed in the experiment. The parameters and the values that are subject to these
cases have been provided in Table 3.6.

Table 3.6: Overview of variables and their value for the three cases that have been used to try to validate the

PCS model.
Case number R,[um] Re Ste @,
1 50 200 1 0.1
2 125 200 1 0.05
3 125 1000 1 0.05

The dimensionless temperature and dimensionless axial distance for the validation have
been defined according to Equation (3.41a) and Equation (3.41b). In the experiment the
temperature has been measured for one minute and then the wall temperature has been av-
eraged over the measured values during that time span. This has also been applied to the
temperature values obtained by the PCS model. The comparison of the experimental data and
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the results obtained by the PCS model for the three cases is found in Figure 3.22, Figure 3.23
and Figure 3.24.
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Figure 3.22: Comparison of the experimental data and the results obtained for the PCS model for case 1.
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Figure 3.23: Comparison of the experimental data and the results obtained for the PCS model for case 2.
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Figure 3.24: Comparison of the experimental data and the results obtained for the PCS model for case 3.

Some difference in values between the experimental data and the results obtained by the
PCS model have been found. The results of the experiment also show variance among dif-
ferent tests at the same conditions. In the first case it is seen that the results from the PCS
model show a lower outlet temperature. A difference of 86% and 123 % is present between
the experimental data and the data obtained with the PCS model. Next to that there is no
indication of a steady state in the experimental set-up, which is present in the numerical data,
thus when the pipe in the experiment would have been larger an even greater difference could
be present. For case 2 and case 3 there are signs that steady state has been achieved in the
experiment but the outlet temperature for the PCS model is higher. For case 2 the experi-
mental data is 75% and 56% lower. In case 3 the experimental data is even 87% lower. Five
reasons have been suggested for these discrepancies.

First of all the thermophysical properties that have been used for the PCS model are not
complete. Next to that the PCS model assumes an ideal version of supercooling in which all
PCM particles melt over the same range, this range varies for each PCM particle in reality. They
are however expected to have a very small influence on the results. Another small influence is
the method used to collect the experimental data. As the experimental results have not been
tabulated the data had to be read from plots, which is not an accurate method for obtaining
data.

Next to that in the PCS model it has been assumed that the PCS enters the PTC at the
melting temperature. For the experimental data is has been found that this was aimed for,
but not achieved for most of the experimental tests, resulting in a lower wall temperature as
some of the heat is required for raising the temperature of the PCS to the melting temperature.
Another reason why the outlet temperature in case 2 and 3 might be higher is due to the fact
that no pipe has been modeled in the PCS model while in the experiment heat is also required
to heat up the pipe.

Lastly the most important reason why the experimental data and the results from the PCS
model do not show a good match is due to the assumption that the PCM particles are evenly
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distributed in the PCS. Charunyakorn et al. [5] have made a numerical model of a PCS with
this same assumption and his numerical data has been compared to the experimental results
of Goel et al., which show discrepancies of up to 45%. In the experiment it has been stated
that due to buoyancy effects the particles do not have an even distribution. What has been
stated as buoyancy effect might be defined as the tubular pinch effect that is present in dilute
suspensions, an effect that causes the particles to concentrate themselves just outside of the
center of the cross section of the pipe. It has been shown that in particle suspensions a
stable radial position is not obtained at the center of a pipe, but rather at about 0.6 of the
tube radius [51]. However, the same performance for a non-buoyant suspension was found
and thereby stated that the homogeneity of the particle distribution does not influence the
performance of a PCS as stated by Goel et al.. Amani et al. contradict this claim and found that
a heterogeneous distribution of particles caused better heat transfer at the edge, resulting in
a lower wall temperature [1].

3.8. Conclusion

In the sensitivity analysis executed as provided in Section 3.6 the influence of physical and
numerical parameters on the performance of the system have been examined. A good per-
formance has been defined as a large ratio of latent heat to sensible heat in the outlet of the
PTC. The effects these parameters have on the performance of the PTC when they increase
in value have been summarized in Table 3.7. Each effect has been defined as either a positive
or a negative effect on the performance of the PTC.

Table 3.7: Parameters that influence the performance of the PTC and their effect on the performance. The
positive and negative effects on the performance of a PCS that occur when a parameter increases have been

provided.
Parameter Positive effect Negative effect
R, Higher heat transfer coefficient Slower melting of particles
Smaller dimensionless time step
Ruex Larger surface area Less heat transferred to center of pipe
Larger PCS Peclet number and smaller dimensionless time step
Ry/Rprc Larger particle Peclet number resulting in larger effective conductivity Lower surface area for heat flux
@, Increase in latent heat in the system Higher dynamic viscosity
Better heat transfer between PCS and PCM particles
Umean Increase in effective thermal conductivity Shorter residence time to take up heat
Zprc Longer residence time to take up heat Increase in sensible heat in the system
Dpey Increase in latent heat in the system Decrease in thermal conductivity of PCS
Hf Better heat transfer inside the PTC Increase in latent heat in the system

Following the sensitivity analysis and the verification and validation the final dimensions
have been determined. With respect to Table 3.3 only the volumetric particle concentration
has been altered to 0.23, according to the result of the verification. In Figure 3.25a to Fig-
ure 3.25e the temperature distribution of the PCS in the PTC has been described. Due to
the small radial dimension of the PTC steady state was achieved in 10s. The wall heats up
due to the incoming heat flux and the heat is then transported to the center of the PTC. The
outlet temperature at the center of the PTC is 256.0 °C, so the melting temperature has been
reached in the entire radial dimension. Due to the small time step that has been implemented
the difference in temperature between the PCS and the PCM particles is negligible. Next to
that it is visible from Figure 3.25e that the melting temperature is attained at an axial length of
approximately 3m. The PTC could thus have been shorter for a better performance. The solar
radiation used for the sensitivity analysis is however larger than the average solar radiation in
the Netherlands thus in reality less heat will be added to the system and the outlet tempera-
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ture will be lower. Next to that no other axial lengths have been considered in the sensitivity
analysis and their performance can not be predicted, thus the axial length that has been used
for the comparison remains at 5.0 m. Unfortunately no experimental data have been found
that resemble the range in which the numerical model has been tested. Experimental data
outside of the tested range has been found and used to try to validate the numerical model
but large discrepancies between the experimental data and data from the numerical model
have been identified.
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(a) Temperature distribution of the PCS in the PTC at 1s.
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(b) Temperature distribution of the PCS in the PTC at 3s.
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(c) Temperature distribution of the PCS in the PTC at 5s.
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(d) Temperature distribution of the PCS in the PTC at 8s.
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(e) Temperature distribution of the PCS in the PTC at 10s. Steady state has been achieved at this
time.

Figure 3.25: Temperature distribution of a PCS in a PTC with Ryzx = 1 x10*m, R, = 400 x 108 m, $,=0.23,
Umean = 0.5M/S, Zpre = 5.0m/s and @,y = 0.70 over time.



Comparison to shell and tube model

The goal of this study is to develop a model for a PCS and make a meaningful comparison to a
system where the LHTES is incorporated in a S&T HEX. Fan has developed a numerical model
that predicts the transient behaviour of such a system. The numerical model that Fan has built
has been used together with the previously build PCS model to make a comparison between
a LHTES system with a S&T HEX and a PCS system. This chapter provides the purpose of the
comparison in Section 4.1, a brief description of the packed bed model as it has been designed
by Fan in Section 4.2, alterations that have been made to the S&T packed bed model to come
to a meaningful comparison in Section 4.3 and the case to make the comparison in Section 4.4.
Finally the performance of the S&T packed bed model has been outlined in Section 4.5 and the
conclusion of the comparison has been reported in Section 4.6. A more detailed description
of the packed bed model is found in the thesis provided by Fan [17].

4.1. Purpose

The purpose of comparing the PCS model as described in Chapter 3 and the S&T model is to
determine which type of system shows better heat storage and transportation performance
under similar conditions. The system that shows the best performance can be expanded upon
and more research regarding this system can be performed. To find out the best performing
system performs the numerical models of the two systems have been compared.

4.2. Description of shell & tube of packed bed model

The objective of the original S&T packed bed model was to predict the transient performance
of a S&T solid-liquid LHTES system which has been linked to a solar driven H,O/LiBr double-
effect absorption system for the cooling of office space and was utilized when excess solar
flux was present in the system. The absorption system that has been designed to cool office
space is not discussed because this part of the system is irrelevant for the comparison of the
LHTES systems.

DowTherm A has been applied as a HTF in this model as it is a widely used HTF for solar
applications. Hydroquinone has been favored for the S&T packed bed system as this material
undergoes a small degree of supercooling compared to other considered PCMs. It is an or-
ganic PCM and has a melting point of 172°C and a heat of fusion of 230kJ/kg to 258 kJ/kg.
To model the phase change region of the material the enthalpy formulation method has been
applied. Section 2.5 offers a more detailed description on this type of phase change modeling.
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4. Comparison to shell and tube model

The LHTES system of the S&T packed bed model is composed of S&Ts as depicted in
Figure 4.1a. The HTF flows through the pipe while the PCM is located in a sequential pipe that
envelops the pipe through which the HTF flows as illustrated in Figure 4.1b. A scaled down
overview of the concentric tubes that contain the HTF and the PCM is presented in Figure 4.1c.
The model that has been constructed by Fan is based on this scaled down system. One unit,
defined as a S&T packed bed with multiple tubes, contains approximately 383 kg of PCM.

(c) Two concentric tubes system

Figure 4.1: A simplified representation of the LHTES system of the packed bed model as designed by Fan [17].

The following assumptions have been applied to the model:

The PCM is homogeneous and isotropic. The properties are identical in all directions.
Both temperature variations of the tube and the PCM in the angular direction are ne-
glected.

The thermophysical properties of the PCM are constant with temperature, but not with
phase.

The thermophysical properties of the tube are constant with temperature.

The thermophysical properties of the HTF vary with temperature.

The effect of natural convection of the PCM in the liquid phase is neglected.

The system is well insulated, therefore it has no heat losses to the environment.

The governing equations of the model for the HTF and PCM have been given in Equa-
tion (4.1) and Equation (4.2) respectively. Vis the inner volume of the tube, A is the inner
surface of the tube, m is the mass flow of HTF through the tube and h is the convective heat
transfer coefficient as provided in Equation (4.3). The tube wall has been neglected in the
model for computational simplicity.

OTurr .
pHTFCpHTFVZ,HTEST = mcpyrr0Tyrr — hMAprc (Turr — Tprc) (4.1)

0H 0 0H 1 0H
—2M - — <aPCM aPZCM> + = <7"05PCM aPrCM> (4.2)

ot 0z
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B = ANu
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The model is a quasi steady model as the thermophysical properties of the PCM are not
a function of temperature and therefore only change when a phase change takes place. The
phase of the PCM and its corresponding thermophysical properties are determined by the
quantity of the enthalpy of the PCM. The PCM is in solid phase when the enthalpy satisfies
the condition specified in Equation (4.4). When the prerequisite stated in Equation (4.5) is
true then PCM is transitioning from a solid to a liquid phase or vice versa. When the condition
specified in Equation (4.6) is met the PCM is completely in a liquid phase.

(4.3)

HPCM < pSpCMCpSpCMTPCM (4'4)
pSPCMCpSPCM (Tm - AT) < HPCM < pSPCM (CpSpCM (Tm - AT) + Hf) (4'5)
HPCM > pSpCM (CpSpCM (Tm - AT) + Hf) (4'6)

An equidistant grid as described in Section 2.4.2 has been used in the model, dividing
the tube into j cylindrical control volumes and i axial control volumes. The size of the control
volumes has been chosen such that a control volume either contains only PCM or HTF but
never both.

The LHTES system is attached to the high pressure generator of the absorption cycle in
this model. The mass flow that goes into the high pressure generator is depending on the
amount of cooling that is required in the office space. A part of the or the total HTF mass flow
that flows through the PTC is rerouted to the LHTES system when excess solar flux is present,
based on the amount of excess heat.

4.3. Alterations made to shell & tube packed bed model

To be able to make a fair comparison between the two models, parameters in the S&T model
have been adjusted. The materials of the packed bed model have been changed to represent
the materials as used in the PCS model. The HTF has been changed to represent MarloTherm
SH and the PCM has been altered to display the properties of LiNO3. The S&T does not have
the same limitations as the PCS therefore encapsulation is not required and has been omitted
to allow for a larger energy density of the PCM. The thermophysical properties of the PCM
have been altered to be a function of temperature and the starting temperatures of the model
have been readjusted accordingly.

The size of the S&T packed bed model is reduced to the size of the PCS model. The num-
ber of units is reduced to one, as all units are expected to have the same performance, and
the outer diameter of the pipes through which the HTF flows has been reduced to equal the
outer diameter of the PTC in the numerical PCS model so that both systems receive the same
amount of heat flux. The dimensions of the shell have been chosen such that the mass of the
PCM is equal to the mass of the PCM present in PCS system. Any up scaling that has been
done later in the comparison is performed by coupling parallel systems unless stated otherwise.
Furthermore the grid size and the time step have been altered to be equal across both models.
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The S&T model is integrated into a system including an absorption cooling system, there-
fore an analysis has been made to find which part of the model can be kept intact. The
objective of the new system is to represent the melting of the PCM as in a S&T packed bed
and replace the absorption cooling system in the original model by a HEX connected to the
ORC. This has been done to ensure that the system used in the comparison is as close as
possible to the original system.

The original system integration consists of five operations called “switches” which permit
the system to operate in a certain way. The operation of switch 3, as pictured in Figure 4.2,
represents the operation that resembles the operation of the PCS system. When this switch
is operated excess solar energy available in the system is used to melt the PCM in the LHTES.
To ensure that all incoming solar energy is used for melting the PCM the mass flow to the
high pressure generator is set to equal 0kg/s. Instead a mass flow towards the HEX has
been implemented that is based on the required load of the ORC. Next to that the mass flow
through the collector has been determined according to the flow velocity as given in Equa-
tion (4.7). The mass flow is the driving factor in determining the PTC outlet temperature of
the HTF, which has been assumed to be uniform across the radial dimension, as provided in
Equation (4.8).

. _ 2
Mprc = PHTFUmeanTRprC (4.7)
QPTC
Torcoye = Terey, ¥ 57— (4.8)
MprcCPHTF
Auxiliary
Burner
PTC )) — P
£ 1 e
S S

Absorption Cooling

LHTES
System

Figure 4.2: The operation mode when “switch 3" is active. HTF is pumped through the solar collector and the
excess heat is pumped through the S&T packed PCM bed.

The method to derive in which phase the PCM is present, as given in Equation (4.4) to
Equation (4.6) has been adjusted to allow for temperature dependent thermophysical proper-
ties. Equation (4.5) has been altered to also represent the sensible heat required to account
for the supercooling per Equation (4.9) and therefore Equation (4.6) has been adjusted to
represent Equation (4.10) to account for the higher boundary at which the PCM is considered
to be liquid. Once the enthalpy and its corresponding phase in a control volume has been
determined a dummy value for the temperature is implemented. For this dummy value the
thermophysical properties are determined and using these properties a new value for the tem-
perature is iterated. This temperature is then checked for convergence. If convergence is not
accomplished these steps are repeated until convergence has been achieved.
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The PCM is melting if:

Ppcm (T — AT)cppem (T — AT) (T, — AT) < Hpem < Ppem (Tin) (€Ppem (Tin) T + Hf) (4.9)

The PCM is in liquid phase if:

Hpem = ppem (Tin) (€Ppem (Tin) T + Hy) (4.10)

The mass flow through the LHTES flows counter when the energy is depleted from the
LHTES to maximize the heat that the HTF can take up from the LHTES.

Lastly the thermal efficiencies and the mechanical efficiencies of the used equipment have
been omitted from both models to allow for faster computing. As these efficiencies are largely
dependent on the equipment these cancel out in the comparison, assuming that similar equip-
ment is used in both systems. An overview of the adjusted system of the S&T packed bed
model is presented in Figure 4.3, the main difference with the PCS system is the location of
the PCM. In the S&T packed bed system the PCM is only present in the storage vessel, while
the PCM is present in the PCS in entire system for the PCS system.

Packed bed

. ORr Sowli_lng
R I I
N I |
PTC | |
Shell & Tube | |
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N
ﬂ\JL___I

[l Location of PCM

Figure 4.3: Process flow diagram of the updated S&T packed bed system with the location of the PCM indicated
in red.

4.4. Test case for comparison

With the alterations made to the S&T model as described in Section 4.3 the comparison be-
tween the performances of the two models has been made. To make a comparison between
these two systems it has to be acknowledged that the strength of these two systems is dif-
ferent. The PCS model is a system that excels in heat transportation. It takes up the heat
produced by the incoming solar heat flux at the PTC and transports it in an efficient way to
the HEX where the heat is released.

The PCM in the S&T model excels for storage. A HTF collects the incoming solar flux and
transports it to the PCM packed bed where the heat is taken up by the PCM to be released
at a later time when heat is required to supplement the stored heat from the incoming solar
flux. The difference lies in the number of cycles that the PCM undergoes to melt and solidify
again. In the PCS model the PCM undergoes many cycles at a small AT while the PCM in the
S&T model experiences few cycles at a much larger AT.
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To be able to make a comparison between these two systems a case has to be imple-
mented in which the strong points of both systems is tested in a comparable set-up. For this
set-up the analysis of the transient behaviour throughout a day has been selected for which
the incoming solar irradiance varies on an hourly basis. This fluctuating input has an influence
on the energy output that a system can deliver. Using a test case like this results in a known
energy in- and output and the systems are designed to meet the heat demand of the ORC
knowing these parameters. This case allows for testing both the performance of storage and
transportation of heat.

Koninklijk Nederlands Meteorologisch Instituut (KNMI) only collects data regarding the
global solar radiation, while a PTC is used to focus the direct radiation onto the PCS. To
compensate for this the Photovoltaic Geographical Information System model! has been used
to determine the direct solar radiation, based on averaged data from April at de Bilt. The
direct solar radiation has been calculated on a 35° inclination plane and the hourly direct
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Figure 4.4: Hourly distribution of direct solar irradiance on a day in April as received by the PTC with an
inclination plane of 35°.

A daily load case has been used to assess the performance of both systems. Statistics
from Centraal Bureau voor de Statistiek (CBS) have been used to determine the base load of
the district of de Bilt, which is the location where the solar irradiance has been measured. A
household in de Bilt used on average 3320 kW h per year in 2015 according to CBS?. As the

Mttp://re.jrc.ec.europa. eu/pvg_tools/en/tools.html
’https://staatvanutrecht.databank.nl/
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hourly variation of electricity demand is unknown it has been assumed that it is spread evenly
across the day. This results in a base load of 0.379 kW per household. The system has been
modeled for a block of 25 households, resulting in a requirement of a total base load of 9.5 kW.

If the simulation starts at midnight an infinite amount of units is required as there is no
solar flux to meet the demand of the ORC. Therefore the simulation has been chosen arbitrarily
to start at 11.00. This allows the system to collect excess heat and store it for the time when
no incoming solar heat flux is present. This shifts the hourly solar irradiance curve as present
in Figure 4.5.
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Figure 4.5: Chronological hourly solar irradiance that is received by the PTC as used in the test case.

It has to be taken into account that the efficiency of a modern ORC is relatively low at 20%
[46]. Therefore the delivered heat to the ORC has to be a five fold of the specified demand,
leading to a demand of 47.4 kW.

4.5. Performance and sizing based on test case

The number of units, the combination of a PTC and HEX to the ORC, that is required for each
of the two systems has been determined based on this test case. The main difference in the
heat transfer between the PTC and the HEX is that the S&T packed bed system takes up the
heat flux with pure HTF, resulting in a higher outlet temperature in the PTC, while the PCS
model has a lower average temperature due to the presence of PCM particles in the HTF. Next
to that the HTF is pumped through the PCM bed which causes a non-uniform temperature
distribution between the HTF and the PCM, contrary to the PCS model which does have a
uniform temperature distribution between the HTF and the PCM. First the number of parallel
units required for the PCS model to meet the demands of the test case has been calculated.
Based on the sizing of the PCS model the total PCM mass in the S&T packed bed system and the
total number of required parallel units for the S&T packed bed system has been determined.
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4.5.1. PCS model

No sensitivity analysis has been performed on the performance of the HEX and no sizing has
been acted out due to time constraints. Therefore the sizing of the PTC has been applied to
the HEX as well. This ensures that all pipes have the same dimension. An overview of the
system with parallel units is provided in Figure 4.6. A unit consists of a combination of a PTC
and a HEX that is connected to the ORC. All units are connected to a storage vessel in which
PCS is stored when excess solar radiation is present in the system. All excess heat is put into
the storage to keep the inlet temperature of the PTC constant. The number of units is chosen
such that no shortage of energy is present at any time in the system.

Unit
PTC o o o
DT S
B@ ’\:’2 VN A\
| F— Storage
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. v
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Figure 4.6: Overview of the PCS system with three parallel units. A unit consists of a PTC and a HEX that is
connected to the ORC. All units are linked to the storage.

The outlet temperature of the HEX should not become lower than 251.5°C, equal to the
inlet temperature of the PTC. If the outlet temperature of the HEX drops below this temper-
ature auxiliary heat is required to heat up the PCS before it enters the PTC, which lowers
the efficiency of the system. To make sure that the outlet temperature does not drop below
251.5°C the wall temperature has been set to equal 251.5 °C. When no radiation is present no
PCS will be pumped to the PTC. If the outlet temperature of the HEX is higher than the inlet
temperature of the PTC this heat is also stored to not waste it.

The heat that is transferred in the HEX to the ORC has been calculated by determining the
change in total enthalpy between the inlet of the HEX and the outlet according to an enthalpy
balance. The enthalpy has been determined by calculating the volumetric enthalpy of both
the PCS as the PCM particles at the inlet and the outlet of the HEX. The calculation for the
internal heat in the HTF is straight forward; the volumetric enthalpy at the inlet and outlet
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have been calculated and have been subtracted to find the volumetric enthalpy change in the
system according to Equation (4.11). The calculation for the change in volumetric enthalpy of
the PCM particles is more complex. The change in volumetric enthalpy and heat of fusion for
every particle control volume with volume V,. has been determined. The heat of fusion change
in a particle is calculated by multiplying the possible volumetric heat of fusion with the melt
fraction as given in Equation (4.12a) and Equation (4.12b). Based on the volumetric fraction
of the control volumes the total change in enthalpy of a PCM particle has been determined as
in Equation (4.13).

To find the total heat transfer rate to the ORC, @, the change in enthalpy of the PCM particle
and the HTF have been added in proportion to their volumetric fraction and multiplied with
the volumetric flow rate in the HEX as specified in Equation (4.14).

AHHTFi = CPHTFiniTHTFmi — CDHTFyypi [HT Foyyi (4.11)

Hfini = prinl- (1 — xini) (4.12a) Hfoutl- = prouti (1 - Xouti) (412b)
Vi

AHpi = (CppiniTpini + Hfini - CppoutiTpouti + Hfouti) 7 (413)
p

0= Z (@pAH,, + (1 — ©,)AHyrs)usA; (4.14)

The heat transfer rate per hour per unit is provided in Table 4.1. During hours at which
the hourly solar irradiance is large the heat transfer rate is also large as more heat is available
in the system. As the time until steady state is small in comparison to the time at which the
system is in steady state (a few seconds compared to one hour) the effect of the time up
to steady state on the heat transfer rate has been neglected. The average energy that is
transferred to the ORC per unit is 0.798 W. The ratio of outgoing energy per incoming solar
flux is larger when the solar heat flux is large due to the contribution of the heat of fusion. For
a higher solar flux the temperature at which steady state is achieved is high enough to allow
for melting of the PCM particles, which results in an increase in volumetric energy density in
the PCS. The equivalent number of units of PCS flow that go to the storage, the change in
energy in the storage and the total energy that has been stored have also been provided.
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Table 4.1: Hourly heat transfer rate per unit from the HEX to the ORC and the change in energy in the LHTES in
the PCS system.

Time [h] ¢ [W] Number of Change in energy in Total energy in
equivalent units of storage [kWh] storage at the end of
flow directly to hour [kWh]
storage
11 2.630 73618 193.6 193.6
12 2.582 73287 189.2 382.8
13 2.404 71927 172.9 555.8
14 1.846 65959 121.7 677.5
15 0.728 0 19.0 696.8
16 0.086 0 -39.5 657.3
17 0.004 0 -47.0 610.3
18 0 0 -47.4 562.9
19 0 0 -47.4 515.5
20 0 0 -47.4 468.1
21 0 0 -47.4 420.7
22 0 0 -47.4 373.3
23 0 0 -47.4 325.9
24 0 0 -47.4 278.5
1 0 0 -47.4 231.1
2 0 0 -47.4 183.7
3 0 0 -47.4 136.3
4 0 0 -47.4 88.9
5 0 0 -47.4 41.5
6 0.064 0 -41.5 0
7 1.307 55368 72.4 72.4
8 2.203 70122 154.4 226.8
9 2.617 73533 192.5 419.3
10 2.680 73958 198.2 617.5
Average 0.798 24347

The dimensions of the PTC have also been used for the HEX. The temperature distribution
of the PCS in a HEX with Ryzx = 1 X 10~*m and zyzx = 5.0 m between 10.00 and 11.00 has
been provided in Figure 4.7. This is the time slot at which the incoming solar irradiance is
at its peak. For the peak incoming solar irradiance the heat that is taken up in the PTC and
transported to the HEX is dissipated to the ORC over a short axial distance, no excess heat
is present. Thus sizing is not beneficial for the thermal performance in this case, only for the
costs of the system. As no excess heat is present at the outlet of the HEX any storage that is
required has to come from an additional amount of units in the PCS system that are used to
collect heat and store it in a storage vessel.
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Figure 4.7: Temperature distribution of the PCS in the HEX with a wall temperature of 251.5°C between 10.00
and 11.00.

Based on the demand of the test case and the available heat transfer rate, dependent
on the available solar irradiance as presented in Table 4.1, the required number of parallel
units has been calculated. The number of units have to allow for storage during the hours
at which no solar irradiance is received by the PTC. A total number of 91643 units are re-
quired to cover the demand of the ORC, including the required storage to meet the energy
demand when no solar irradiance is present. The total heat present in the system is depicted
in Figure 5.1. The heat stored is built up when excess heat is present in the PTC up to the max-
imum amount of heat that has to be stored that equals 697 kW h. At 07.00 the energy taken
up in the PTC is supplemented by the energy that has been stored to fully deplete the storage.

The total mass of the PCM particles in the system has been calculated by calculating the
mass of the PCM present in the total number of units and the total mass of the PCM that is
required in the storage when the maximum amount of energy has been stored. Taking into
account the dimension of one unit, the volumetric particle concentration and the volumetric
PCM concentration of a particle it has been calculated that a total of 6.6 x 10~3 m3 of PCM par-
ticles is present in the 91 643 units at all time using Equation (4.16). The encapsulation of the
PCM contributes to the added mass of the particles and therefore has been counted in addition.

The mass of the PCM particles that is required for storage has been obtained by taking the
amount of the PCM particles that is sent to the storage per hour up until the PCM is withdrawn
from the storage to supplement the energy coming from the PTC. At 17.00 the maximum
amount of PCM is present in the storage, with a volume flow equivalent to the flow through
311431 units for one hour. The volume flow rate of a unit is multiplied with the number of
units and the time to find the maximum volume of the PCM particles present in the storage,
provided in Equation (4.17). This is equal to 4.05m?3 of PCM particles present in the storage at
the time when the maximum volume of PCM particles used for storage is achieved. The PCM
particles mass that is required for storage is much larger than the mass of the PCM particles
that are present in the flow in the system. The total volume of the PCM particles equals
4,06 m3. The total volume of the PCM particles has been added and multiplied with the solid
density of the particle, per Equation (4.15), to find the total mass of the PCM particles. The
solid density of the PCM particle is 1621 kg/m?3. In the discussed PCS system the total mass
of required PCM particles is 6575 kg.

mp = pps (VPPTC + VPHEX + VpLHTES) (4'15)
Vopre = Voupx = Nunit TR pxZ1Ex Pp (4.16)
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Vorsres = NLHTES i TRAEX Umeant Pp (4.17)
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Figure 4.8: Total energy available in the storage of the pcs system compared to the energy demand throughout
the day.

4.5.2. Shell and tube packed bed model

Using the dimensions as calculated for the PCS system and the PCM mass as calculated the
performance of the S&T packed bed model has been determined. The dimensions of the shell
have been indicated such that the mass of the PCM present in the system is equal to that of
the PCM mass present in the PCS system. At the same time, the dimensions of the PTC and
the inner pipes in the LHTES have been adjusted to match to the sizing of the PCS model.

The number of LHTES units has been set equal to 91 643 equal to the total number of
units of the PCS system. The mass of the PCM has been divided equally over these units. The
radius of the shell has been determined by calculating the total volume that is occupied by the
PCM and distributing this volume equally among the LHTES units and calculating the required
volume of a shell as per Equation (4.18). As no encapsulation is required for this system the
mass of the PCM particles can be used solely for PCM. With the aforementioned mass of the
PCM of 6575Kkg divided over 91 643 units the outer shell diameter is 2.9 x 10~%m.

mpcMm
_ PsNunit 2
Rsneu = \]—ZHEXT[ + Ryex (4.18)

To determine the performance of the S&T packed bed system the state of the PTC, LHTES
and the heat transfer to the ORC have to be analyzed over the time duration of the test case.

A process flow diagram of the process to determine the state in the S&T packed bed sys-
tem is pictured in Figure 4.9. The outlet temperature of the HEX has been considered to equal
the inlet temperature of the PTC at 251.5°C. The energy demand that is required to be trans-
ferred to the ORC is known, the inlet temperature of the ORC has been calculated accordingly.
Based on the required inlet temperature of the HEX, which is calculated from the known en-
ergy demand of the ORC and the outlet state of the HEX, and the outlet temperature of the
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PTC the mass flow that flows through a LHTES unit has been calculated. If the temperature
at the outlet of the PTC is larger than required then the mass flow that goes straight to the
HEX is based on the maximum mass flow that is required to fulfill the energy demand. The
remaining mass flow is led through the LHTES unit only if the outlet temperature of the PTC
is higher than the average temperature of the PCM in the shell.

If the outlet of the PTC does not contain enough heat to supply the demand created by
the ORC then the HTF mass flow that is redirected through the LHTES unit to take up heat
from the PCM is calculated based on the shortcoming of heat that has to be complemented by
the LHTES. This mass flow can not become larger than the maximum HTF flow in the PTC at
any time. If the energy in the storage has been depleted and no heat is added by the PTC the
mass flow through the HEX is cycled to ensure all possible heat is transferred to the ORC. In
Figure 4.10 the process flow diagram is provided including the parameters and the locations
at which these parameters are taken to make the decisions as proposed in Figure 4.9.
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Figure 4.9: Process flow diagram of the iterative process for the numerical model of the S&T packed bed
system to calculate the hourly state of the system.
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Figure 4.10: Process flow diagram of the updated S&T packed bed system including the parameters and their
location that are required for calculating the mass flows.

The major difference between the two systems is found in the temperature of the HTF in
the PTC. Whereas the majority of the heat that is received by the PTC in the PCS model is
stored in the PCM particles this is not possible for the S&T packed bed model, resulting in a
much higher outlet temperature at the PTC in this system. The steady-state outlet tempera-
ture of the PTC has been given in Table 4.2. This temperature is equal to the inlet temperature
of the LHTES if excess heat is present and equal to the inlet temperature of the ORC if the
energy demand can be met without supplementing heat from the storage. As expected a
larger solar flux results in a higher outlet temperature per Equation (4.8). During the night no
heat is received by the PTC and therefore the outlet temperature of the PTC is equal to the
inlet temperature of the PTC.

Table 4.2: Hourly outlet temperature of the PTC in the S&T packed bed system.

Time [h] Tprc,,, [°'C]1 Time [h] Tprc,,, [°C]

11 290.8 23 251.5
12 287.7 24 251.5
13 282.4 1 251.5
14 274.1 2 251.5
15 264.6 3 251.5
16 256.3 4 251.5
17 251.8 5 251.5
18 25.5 6 256.8
19 251.5 7 267.0
20 251.5 8 277.1
21 251.5 9 286.1
22 251.5 10 290.9

The mass that flows through a PTC unit is almost constant when solar radiation is re-
ceived by the PTC as the mean flow velocity and the PTC cross section area are fixed. The
main deviation in the mass flow through the PTC resides in the change in density of the HTF
that flows through the PTC. According to the process flow diagram that has been provided
in Figure 4.9 the mass flow that leaves the PTC is split up into two flows, one going to the
ORC to deliver the energy demand of the ORC and the remainder of the flow to the LHTES to
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heat up the PCM for storage. An overview of the value of these mass flows is given in Table 4.3.

From 11.00 to 17.00 the HTF is pumped through the LHTES as both excess heat is present
from the outlet of the PTC and the outlet temperature of the PTC is higher than the temper-
ature in the LHTES. Between 17.00 and 6.00 the LHTES is used to heat up the HTF flow to
the ORC. At 17.00 the HTF mass flow going through the LHTES is low relative to the other
hours as the HTF takes up most of the sensible heat present in the system, resulting in a
high outlet temperature. It is found that some time before 18.00 the LHTES is no longer able
to supply enough heat to the HTF to supply the ORC as the outlet temperature of the HTF
flowing through the LHTES system does can not become higher than the temperature in the
PCM. Once the sensible heat of the LHTES is removed the temperature of the PCM remains
almost constant, due to the fact that the specific heat is much larger in the phase change
temperature range.

Table 4.3: Hourly distribution of the HTF mass flow in the PTC, LHTES and PTC of the S&T packed bed model.
The mass flow through one unit has been provided.

Time [h] 7viprc [kg/s] tyupres [kg/s] mygx [kg/s] Time[h] prc [kg/s] myures [kg/s] tygx [kg/s]

11 1381 x10° 1.004x 10> 377 x10°° 23 0 1381 x 10> 1381x107°
12 1358 x 107> 948 x 107 410 x 10°° 24 0 1381x 107> 1381 x107°
13 1360 x 10> 877 x 107° 483 x 107 1 0 1381 x107> 1381x107°
14 1363x 10> 696 x 1076 6.67 x 10°° 2 0 1381x 10> 1381 x107°
15 1368 x 107> 2.07 x 1076 1.16 x 1073 3 0 1381x 10> 1381 x107°
16 1373x 107>  408x107® 1381 x107° 4 0 1381 x 10> 1381x107°
17 1378x 10> 1381x 10> 1381 x107° 5 0 1381x 10> 1381 x107°
18 0 1381x 107> 1381 x107° 6 1.381 x 103 0 1.381 x 10>
19 0 1381x 107> 1381 x107° 7 1378x 10> 401x10®  1380x 1075
20 0 1381x 10> 1381 x107° 8 1372x 10>  7.84x 1076 5.88 x 1076
21 0 1381x 10> 1381 x107° 9 1366 x 107> 937 x 1076 430 x 1076
22 0 1381 x 10> 1381x107° 10 1361x 10> 985x 107 3.76 x 1076

The average temperature of the PCM in the LHTES and the temperature of the HTF flowing
out of the PTC is provided in Figure 4.11. It is seen that in the first hour the PCM slowly heats
up due to being heated by the HTF. After some time the average temperature of the PCM
drops. This is due to the fact that the heat is more equally divided over the PCM, resulting
part of the sensible heat that was present at first to be converted to latent heat in the part
of the LHTES that has not received much heat yet. At 17.00 the outlet temperature of the
HTF in the PTC drops below the temperature of the LHTES and some heat is supplemented
to the ORC. From 18.00 to 5.00 there is no solar radiation and the entire flow of HTF is fed
through the LHTES to take up heat. The average temperature of the LHTES lowers slowly
from 254.5°C to 252.9°C as the latent heat is taken up. At 7.00 excess heat from the PTC
is again available to heat up the PCM in the LHTES. The average temperature in the LHTES
at the end of the day is much higher because not all latent heat has been removed from the
LHTES before additional heat is added at 7.00.
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Relation between the temperature of the HTF out of the PTC
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Figure 4.11: Temperature of the HTF coming out of the PTC and the PCM in the LHTES at the end of every
hour throughout the test case.
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Figure 4.12: Temperature distribution of the PCM in the LHTES at four time points. At 12.00, when the system
has run for one hour. At 15.00, when the heat storage in theLHTES is at a maximum. At 18.00, when the
sensible heat has been withdrawn from the LHTES and at 5.00 when the amount of heat stored in the LHTES is
at a minimum.
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The temperature distribution of the PCM in the LHTES at four different times has been
provided in Figure 4.12a up to Figure 4.12d. The highest temperature, 290.8°C equal to
the outlet temperature of the PTC, in the LHTES has been achieved during the first hour of
operation, as pictured in Figure 4.12a. More heat is stored in the LHTES resulting in the
temperature distribution depicted in Figure 4.12b. A lower temperature distribution is present
because latent heat is better utilized. PCM at the end of the pipe has not melted, it can be
stated that the PCM mass is oversized for the system.

Figure 4.12c shows the temperature distribution after the first hour at which heat is de-
pleted from the system. Most of the sensible heat has been removed. Figure 4.12d provides
the temperature distribution when the heat storage is at a minimum. It is noted that there is
still heat present in the LHTES that has not been transferred to the HTF.

The inlet temperature of the HEX as well as the amount of heat transferred to the ORC
has been given in Table 4.4. The heat transferred to the ORC has calculating the difference
between the in and outgoing heat as presented in Equation (4.19). During the first six hours
enough heat is delivered to the ORC. The first five hours the PTC heats up the HTF enough
and from 16.00 up till 17.00 the LHTES makes up the deficit from the outlet of the PTC. Once
the sensible heat is removed from the LHTES it can no longer heat up the HTF enough for
it to deliver enough heat to the ORC. Not until 7.00, when the PTC once again heats up the
HTF, can the energy demand of the ORC be met by the S&T packed bed model.

QORC = NunitMuex ((THEXin CPHEX;, (THEXin) - THEXouthHEXout(THEXout)) (4.19)
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Table 4.4: The hourly temperature at the inlet of the HEX and amount of heat that is transferred to the ORC. It
is indicated whether the HTF receives heat from the PTC or the LHTES.

Time [h] Tyrx [°C] Qorc [kW] HTF flow location

11 290.8 47.4 PTC
12 287.7 47.4 PTC
13 282.4 47.4 PTC
14 274.1 47.4 PTC
15 264.6 47.4 PTC
16 256.3 47.4 PTC & LHTES
17 251.8 12.8 LHTES
18 251.5 12.7 LHTES
19 251.5 12.7 LHTES
20 251.5 12.6 LHTES
21 251.5 12.5 LHTES
22 251.5 12.4 LHTES
23 251.5 12.3 LHTES
24 251.5 12.2 LHTES
1 251.5 12.0 LHTES
2 251.5 11.9 LHTES
3 251.5 11.7 LHTES
4 251.5 11.5 LHTES
5 251.5 11.4 LHTES
6 256.8 22.5 PTC
7 267.1 47.4 PTC
8 277.1 47.4 PTC
9 286.1 47.4 PTC
10 290.9 47.4 PTC

4.6. Conclusion

A comparison has been made between two systems that make use of PCM to store heat that is
collected from a PTC. Using a defined test case, for the duration of a day with hourly variable
energy input and a fixed energy demand, the transient performance of both systems has been
examined. To meet the requirements of the test case using the dimensions for optimal ther-
mal performance as established in Section 3.6 it has been found that a total of 91643 units
are required and a total of 6575kg PCM is required to deliver the heat to the ORC during the
entire day. These dimensions have been carried over for use in the S&T packed bed model to
allow for a fair comparison.

The storage is filled and depleted during the same hours of the day in both systems. The
storage potential of the LHTES in the S&T packed bed system is however not fully utilized.
The temperature in the LHTES storage can not reach a higher temperature than the HTF that
enters the LHTES. To extract heat from the LHTES the same holds, the outlet temperature of
the HTF can not become higher than the temperature of the PCM. From Table 4.2 it is seen
that at 10.00 the maximum PTC outlet temperature has been achieved. At 16.00 the PTC can
no longer deliver the energy as required by the ORC and the HTF is led through the LHTES
system to supplement the required energy. After 17.00 the energy demand of the ORC is no
longer met. At 8.00 the energy demand is met again and additional heat is present to be
stored in the LHTES.
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The major difference is present in the outlet temperature of the PTC of the PCS model
and the S&T packed bed model and the number of cycles that the PCM experiences in both
systems. Next to that there is a temperature difference between the HTF and the PCM in the
S&T packed bed system, whereas there is no temperature difference in the PCS system. A
comparison between the outlet temperatures of the PTC in both models has been given in
Table 4.5.

Table 4.5: Comparison of the outlet temperature of the PTC of the two tested models.

Time [n] S&T packed bed Ty, . [°C] PCS Tprc, , [°C]

11 290.8 254.0
12 287.7 253.9
13 282.4 253.7
14 274.1 253.0
15 264.6 252.4
16 256.3 251.8
17 251.8 251.5
18 251.5 251.5
19 251.5 251.5
20 251.5 251.5
21 251.5 251.5
22 251.5 251.5
23 251.5 251.5
24 251.5 251.5
1 251.5 251.5
2 251.5 251.5
3 251.5 251.5
4 251.5 251.5
5 251.5 251.5
6 256.8 251.8
7 267.1 252.8
8 277.1 253.2
9 286.1 253.9
10 290.9 254.0

Because the heat transferred to the ORC in the S&T packed bed model is only done via
sensible heat a larger temperature increment between the inlet and outlet of the HEX is re-
quired to meet the energy demand compared to the PCS model. However it has to be taken
into account that the configuration is based on the optimal sizing of the PCS model. Because
the heat that is present is not fully utilized, increasing the mass flow through the LHTES might
result in this heat to be withdrawn from the PCM to meet the energy demand of the ORC.
Furthermore the temperature of the HTF passing through the LHTES system can not attain a
higher temperature than the temperature of the PCM at the outlet of the system. As the S&T
packed bed system can only transfer sensible heat to the ORC the heat that is available in the
HEX is limited.

The PCM that is present in the PCS model in the pipes, required to bridge the distance be-
tween the components in the system, has not been taken into account. It has been assumed
that a unit consists only of the pipes in the PTC and the HEX but in reality there are a lot more
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pipes. The presence of these pipes contribute to the total amount of PCM that is present in
the system as the volumetric particle concentration has to be equal at all locations in the pipe.
Thus in reality the total mass of the PCM in the units is larger than has been stated. The in-
fluence on the total PCM mass when taking into account these pipes is discussed in Section 5.3.

With the configuration as proposed in Section 3.6 and the test case as given in Section 4.4
it is stated that the transient performance of the PCS model is better than the transient per-
formance of the S&T packed bed model. This is due to the fact that with the same PCM mass
and number of units present the PCS system can meet the energy demand for the test case
throughout the day, while the S&T packed bed system can not.

To optimize the use of the LHTES in the S&T packed bed system a different working fluid in
the ORC is required such that the operating temperature can be lowered. An operating tem-
perature range at which the melting temperature of the PCM is the upper limit would allow
for fully utilizing the heat stored in the LHTES. Increasing the mass flow through a unit when
heat is taken up from the LHTES might be another solution to fully utilize the heat stored in
the LHTES.



Upscaling of systems

The systems that have been compared in Chapter 4 may be optimal for thermal behaviour
but are not practical. The size of these systems is not cost effective as the required number
of units is large. Upscaling of these systems has been analyzed to make a comparison of
the practical systems. Section 5.1 presents the purpose of the scaling that is proposed in
Section 5.2. Section 5.3 provides the performance of the scaled systems and in Section 5.4
the thermal performance of the uspcaled systems is compared to the systems proposed in
Chapter 4. The conclusions are presented in Section 5.5.

5.1. Purpose
The design of the original system , made in Chapter 4, is not feasible in terms of cost. Therefore
a new analysis has been made for both systems for which the dimensions of the systems have
been scaled up to represent a more practical size. The behaviour of the systems alters with
sizing and therefore a second analysis has been made to investigate the performance of these
scaled up systems.

5.2. Scaling of dimensions

To create a system that has technically feasible and cost effective dimensions the system as
discussed in Chapter 4 has been scaled up. The scaling has been aimed to results in 100 units.
Thus the scaling of the system has to be done in such a way that the energy demand is met
using only 100 units instead of the 91643 units as determined in Section 4.5. Next to that
100 m of piping per unit is taken into account to find out what the effect of piping is on the
total required mass of PCM in the system.

The energy that has to be stored at the time when maximum storage is required is equal
to 691 kW h as has been calculated before and a total of 1138 kW h has to be delivered to the
ORC. The average power output of the system with 91643 units has been calculated to be
0.798 W. Scaling this number to represent 100 units results in an average power production
per unit of 767 W. This power production can be achieved by scaling the radius of the PTC to
increase the surface area of the PTC and with that the incoming heat flux. The most effective
way to obtain a larger surface area is to increase the radius of the PTC because the surface
area, and therefore the incoming solar radiation, scales linearly with the PTC radius. Two tests
have been performed, one in which the particle to pipe radius has been kept constant at 0.04
and one in which the particle radius was kept at 400 x 10~8 m. It was found that in the test
where the particle to pipe radius retained its original value the PCM particles did not show
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good thermal performance, the particles could not take up much heat from the HTF resulting
in a temperature difference between the HTF and the PCM particles. Therefore it has been
decided to keep the particle radius at 400 x 108 m as proposed in Section 4.6.

The radius of the PTC is expected to increase more than linearly with the change in the
number of units because a larger incoming solar radiation results in a higher steady-state
temperature because it allows for better latent heat storage as was found in the sensitivity
analysis. Next to that an increase in the radius results in a quadratic increase in the surface
area and consequently the incoming solar radiation. However, as the thermal behaviour of the
PTC is worse with a larger pipe radius, it is expected that an increase of PCM mass is required
to realize the same energy output. The radius of the PTC and the HEX has been increased
from 1 x 10~*m to 1 x 10-2m. The other parameters have been kept at their original values.

To come to the mass of the PCM the volume of the PCM in the system has been calculated.
The volume that is present in the units at all times has been determined by calculating the
volume of the PTC, HEX and the piping according to Equation (4.15), Equation (4.16) and
Equation (4.17). The intersection area has been calculated with the new tube radius and
equals 3.14 x 10~*m2. This area has been multiplied with the axial length to come to the
volume. The axial length of the PTC and the HEX have been kept at 5 m, while the piping has
been taken to account for 100 m per unit.

The dimensions of the S&T packed bed model have been based on the dimensions of the
PCS system to make a fair comparison. The radius of the pipes has been increased with the
same factor such that the same solar irradiance is received. According to the sensitivity anal-
ysis as performed by Fan the performance of the S&T packed bed model decreases with an
increase in pipe radius and PCM mass [17]. Therefore it is expected that the scaled up version
has worse thermal performance than the version discussed in chapter 4. The outer radius of
the shell containing the PCM is once again determined by Equation (4.18).

5.3. Performance of scaled systems

The change in enthalpy in both the PTC and the HEX has been evaluated using the method as
described in Section 4.5. With Equation (4.11) to Equation (4.14) the performance has been
assessed and tabulated in Table 5.1. During the time period when the solar radiation is high
the energy output of the system is high as well. When no solar radiation is available there is
no energy added in the PTC and the excess heat that has been stored is used to deliver the
energy demand to the ORC. The average energy that is transferred to the ORC is 509.9W. In
the original system the average energy transferred is 0.798 W.

The storage required to meet the energy demand of the ORC when no solar irradiance is
present has been addressed to obtain the total number of units. Based on the delivered en-
ergy to the ORC as found and given in Table 5.1 it has been found that 145 units are required
to meet the energy demand with this configuration. This is a slightly higher number than the
100 units that were aimed for.

The total mass of the PCM particles in the system has been calculated by finding the total
volume of the PCM present in the system, including the PTC, the HEX and the pipes, and
present in the storage. Multiplying this total volume with the solid density of the particle as
indicated in Equation (4.15) to Equation (4.17) results in the total PCM mass in the system.
Taking into account that the volumetric particle concentration is equal to 0.23, the volume of
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the PCM particles in the 145 units is equal to 0.105m3. The total volume of the PCM particles
in the pipes equals 1.05m?3.

In Table 5.1 the equivalent volume flow to the storage has been given, as well as the total
energy that is stored. At 16.00 the maximum amount of energy stored has been achieved at
699.9 kW h. The maximum volume of storage is required, equal to the equivalent hourly flow
of 461 units. This has been multiplied with the cross section area, mean flow velocity and
seconds per hour to come to a total PCM particle volume of 60.0 m3. The total volume that the
PCM particles occupy in the system is 61.1 m3. This is multiplied with the solid particle density
of 1621kg/m?3 to find the total mass of the PCM particles in the scaled up system to equal
99061 kg. The PCM mass increases 151 times with respect to the original configuration, while
the pipe radius increases by a factor 1001. The distribution of the PCM volume in both the
original and the scaled up PCS system is found in Figure 5.2. It is seen that the PCM volume
in the pipes is negligible compared to the PCM volume present in the storage in both cases.

Table 5.1: Hourly heat transfer rate per unit from the HEX to the ORC for the scaled up PCS system. Also the
amount of energy in storage and the change in energy in the storage on an hourly basis are given.

Time [n] Q [W] Number of Change in energy in Total energy in
equivalent units of storage [kWh] storage at the end of
flow directly to hour [kWh]
storage

11 2180 124 268.7 268.7

12 1966 121 235.7 506.4

13 1072 101 107.0 614.4

14 842.2 89 73.9 689.1

15 401.3 27 10.4 699.9

16 53.6 0 -39.7 660.3

17 1.2 0 -47.2 613.1

18 0 0 -47.4 565.7

19 0 0 -47.4 518.3

20 0 0 -47.4 470.9

21 0 0 -47.4 423.5

22 0 0 -47.4 376.1

23 0 0 -47.4 328.7

24 0 0 -47.4 281.3

1 0 0 -47.4 233.9

2 0 0 -47.4 186.5

3 0 0 -47.4 139.1

4 0 0 -47.4 91.7

5 0 0 -47.4 44.3

6 63.6 0 -38.2 6.1

7 522.8 54 27.9 34.5

8 950.4 95 89.5 124.9

9 1959 121 234.7 361.6

10 2225 124 273.0 636.8

Average 509.9 35.2
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Figure 5.1: Total energy available in storage of the scaled up PCS system compared to the energy demand
throughout the day.

PCM volume distribution in the original and scaled up PCS system
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Figure 5.2: Comparison between the distribution of PCM volume in the scaled up and original PCS system. The
majority of the PCM mass is found in the storage vessel.

The S&T packed bed model has been sized according to the configuration that has been
specified in Section 5.2. The outer diameter of the shell that contains the PCM is 0.288 m.
Compared to the outer diameter of the pipe, which has a diameter of 0.02m, it is very large.
The outlet temperature of the PTC has been calculated on an hourly basis and is presented
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in Table 5.2. It is seen that the outlet temperature is significantly lower for the scaled up
version of the system compared to the original system. The reason for this is that the cross
section area of the pipe has a larger increase than the surface area when the radius of the
pipe increases. Because the pipe radius of the PTC is larger than the pipe radius in the original
system the mass flow flowing through the PTC increases from 1.381 x 107> kg/s to 0.138 kg/s.
Because the surface area is larger the received solar radiation increases from 1.3 x 10~3 kW
to 0.133kW for one pipe in the PTC. The mass flow increases with a larger factor than the
received solar radiation, resulting in a lower outlet temperature at the PTC.

Table 5.2: Hourly outlet temperature of the PTC in the scaled up S&T packed bed system.

Time [h] Tpr¢,,, ['C]1 Time[h] Tprc,,, [°C]

11 251.9 23 251.5
12 251.9 24 251.5
13 251.8 1 251.5
14 251.7 2 251.5
15 251.6 3 251.5
16 251.5 4 251.5
17 251.5 5 251.5
18 251.5 6 251.6
19 251.5 7 251.7
20 251.5 8 251.8
21 251.5 9 251.8
22 251.5 10 251.9

Due to the lower outlet temperature of the PTC not enough heat is present to heat up the
PCM in the LHTES system. Even at the peak heat influx the temperature increase generated
in the PTC is not enough to deliver the energy demand to the ORC as calculated with Equa-
tion (4.19). At 10.00, when the outlet temperature of the PTC is at a maximum, the heat that
is transferred to the ORC is 26.7 kW, 56% of the total energy demand of the ORC.

5.4. Comparison of thermal performance

An increase in time until steady state is coherent with an increase in pipe radius. With a larger
pipe radius more solar radiation is added to the system which results in a higher steady-state
temperature. A unit with the dimensions as outlined in Section 3.8 takes 10s to reach steady
state but a scaled up version can take up to 320s to reach it, equal to 9% of an hour. During
this time the temperature of the PCS is not constant. However the increment of the temper-
ature during the first few seconds is large compared to the rest of the time required to reach
steady state. Hence the assumption that the performance of the model is only in steady state
is still considered to be valid.

The total PCM particle mass in the system increases from 6575 kg to 99 061 kg in the scaled
up system, an increase of 1500%. This increase is mostly due to the fact that the PCM is hardly
utilized in the scaled up system. The temperature distribution at peak heat influx is provided
in Figure 5.3. Here it is seen that the PCM particles at the wall obtain a high temperature
but the PCM particles at the center of the pipe receive almost no heat. PCM particles that are
present at the center of the pipe do not contribute to the storage of heat but are required to
be present in the PCS to ensure an uniform distribution of particles. Therefore the PCM mass
is required to be much larger in the scaled up system to meet the same energy demand.
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Figure 5.3: Temperature distribution of the PCS in the scaled up version of the PTC at steady state.

Because the particle radius is kept at 400 x 10~8 m the particles can transfer heat good and
have a uniform temperature distribution. Therefore temperature distribution of the particles
in the PTC is identical to the temperature distribution of the HTF. The same is true for the PCM
particles in the HEX. The temperature distribution in the HEX is provided in Figure 5.4. The
temperature at the outlet of the HEX does not fully equal the inlet temperature of the PTC. The
difference between the heat added in the PTC and the heat removed in the PTC is provided
in Table 5.3. It is found that for small solar irradiance input the heat in the HEX is transferred
completely to the ORC, but for solar radiation above 350 W losses become apparent. Only
a slight difference between in and outgoing energy is noted, a maximum of 153.5W is not
utilized due to the non-optimal design of the HEX. It is not considered beneficial to redesign
the HEX for this small difference. Because the temperature of the HTF in the PTC is higher
in the scaled up PCS system than the original PCS system it is expected that losses due to
radiation increase.

Temperature distribution of PCS at steady-state in the HEX of the scaled up system
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Figure 5.4: Temperature distribution of the PCS in the scaled up version of the HEX at steady state.
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Table 5.3: Hourly heat transfer rate per unit from the PTC to the HEX and theHEX to ORC for the scaled up PCS
system. A discrepancy indicates that heat transfer in the HEX is not optimal.

Time [h] Qerc W1 Quex [W]
11 2192 2180
12 1977 1966
13 1078 1072
14 846.3 842.2
15 404.3 401.3
16 53.7 53.6
17 1.2 1.2
18 0 0
19 0 0
20 0 0
21 0 0
22 0 0
23 0 0
24 0 0

1 0 0

2 0 0

3 0 0

4 0 0

5 0 0

6 63.6 63.6
7 525.0 522.8
8 954.7 950.4
9 1964 1959
10 2330 2225
Average 516.2 509.9

Total difference 153.5

A problem may arise in the storage vessel of the PCS. As is seen from Figure 5.3 the PCM
particles have a huge variation in temperature. When these are mixed in the storage vessel a
uniform temperature is obtained over time, PCM particles that were present at the wall of the
PTC will transfer heat to the PCM particles that were present at the center of the PTC. This
reduces the useful heat in the system because the overall temperature becomes lower.

A comparison has been made for the S&T packed bed model as well. Due to a larger
increase in volumetric flow rate than surface area in the PTC the outlet temperature of the
PTC is lower. The maximum outlet temperature that has been achieved is 251.9 °C during peak
heat influx. This outlet temperature is equal to the the temperature obtained at 17.00 in the
original S&T packed bed system. A different configuration for the S&T packed bed system is
required for it to be a suitable system for the test case.

5.5. Conclusion

A scaled up version of the PCS model and the S&T packed bed model has been created to
determine the performance of these systems at workable levels. It has been found that a pipe
radius of 1 x 1072 m results in a requirement of 145 units to meet the energy demand of the
ORC for the test case. The mass of the PCM that is required to have an even distribution in the
system is equal to 99061 kg. This is a large increase from the 6575 kg of PCM that is required
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for the original system. This increase of PCM mass is explained with help of the temperature
distribution in the system of the scaled up system. The PCM particles at the center of the PTC
do not receive any heat and therefore do not contribute to the thermal performance of the
system but have to be included to obtain a uniform particle distribution in the PCS.

A scaled up version of the S&T packed bed model has also been tested. At no point it
is able to take up enough heat to deliver to the ORC. This is due to the increase in volume
flow rate in the PTC which results in a lower output temperature. Not enough sensible heat is
present in the HTF that enters the HEX to meet the energy demand of the ORC.



Conclusions

A study concerning a phase change material slurry to transport and store heat for a medium
operating temperature range has been conducted. This operating temperature range has been
specified to lie between 200°C and 300°C. A numerical model has been designed to model
the transient behaviour of such a system and has been sized for an optimal performance.
This model has then been compared to a numerical model of a S&T packed bed model to
investigate and compare the transient behaviour of such systems.

PCMs have been studied to determine a suitable material for the process under investi-
gation. It has been found that inorganic materials are most suitable for this process due to
the fact that their melting temperature lies in the operating range. Next to that they display
a larger heat storage capacity per volume and better thermal conductivity than other studied
materials. LiNO; has been found to match the proposed requirements for the process and
has been selected based on its large heat of fusion. MarloTherm SH has been picked as a
HTF for this process for having a good thermal conductivity and specific heat capacity and
has been proven in previous studies to be compatible with multiple encapsulation materials.
Microencapsulation has been added to the PCM particles to provide better thermal conductiv-
ity and increase their stability. ENG has been found to be the most suitable candidate and
has been used as encapsulation material successfully before. This encapsulation increases the
thermal conductivity but also increases the Stefan humber of the particles with an increase in
volumetric concentration, resulting in a lower capability to store heat.

Supercooling is a phenomenon that causes the PCM to solidify at a lower temperature
than the actual crystallization temperature and is present in inorganic PCMs. This has been
incorporated in the numerical model by applying a phase change temperature range instead
of a sharp melting temperature. From the numerical model it has been found that the size
of this phase change temperature range does not influence the performance of the system.
However, for sharp melting temperature ranges and systems with a small operating temper-
ature range supercooling is a problem and should be averted by adding a nucleation agent to
the phase change material.

To include the effect of heat transfer due to convection, the principle of effective conduc-
tivity has been applied. This effective conductivity is a function of the homogeneous thermal
conductivity of the PCS, the volumetric particle concentration and the particle Peclet number.
When these parameters increase the effective conductivity increases with them. A larger vol-
umetric particle concentration causes an increase in the effective thermal conductivity as the
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additional effect of convection through the particle bed is beneficial. A better performance of
the PCS system has been found when the effective thermal conductivity was included.

Parameters that have an influence on the performance of the PCS model have been ana-
lyzed and varied to come to the optimal sizing. A good performance has been stated to include
a large ratio of latent heat over sensible heat in the outlet of the PTC. The influence of the
particle size, particle to pipe radius, volumetric particle concentration, volumetric PCM concen-
tration, mean flow velocity, axial length, as well as numerical parameters, on the performance
of the PTC have been examined. It was found that an increase in volumetric particle con-
centration and volumetric PCM concentration have a positive influence on the performance,
whereas a decrease in the particle radius as well as the mean flow velocity lead to an increase
in performance. The particle to pipe radius ratio and the axial length of the PTC have an
optimum that depends on the value of the other parameters. Based on the sensitivity analysis
the sizing for optimal performance has been decided upon.

The transient behaviour of the PCS model has been compared to the behaviour of a S&T
packed bed model. To be able to compare these two models a test case has been constructed
which has the duration of one day with a variable hourly solar flux input and a fixed energy
demand based on the load of 25 households. For the optimal performance of the PCS system a
total of 91 643 units is required with a total PCM particle mass of 6575 kg. When these dimen-
sions have been applied to the S&T packed bed model it was found that it can not deliver the
required energy demand. The main reason for this is that only sensible heat is used to transfer
heat to the ORC in the S&T packed bed model. When heat from the storage withdrawn the
temperature of the HTF does not become higher than the melting temperature of the PCM.
Therefore the amount of heat available to be transferred to the ORC is limited. Next to that
the HTF and PCM have the same temperature whereas there exists a mismatch between these
temperatures in the S&T packed bed model which results in not using the stored heat in an
optimal way.

A scaled up version has been tested at more practical dimensions. It has been found that
the performance does not have a linear relationship to the heat influx. When the surface area
of a unit is increased due to a larger pipe radius the volumetric enthalpy increases because a
higher wall temperature is present in the PTC. When the number of units is decreased from
91 643 to 145 the PCM mass increases from 6575 kg to 99061 kg. The PCM particles present
in the center of the pipe do not contribute to the heat storage due to limited heat penetration
into the pipe. For a scaled up system less equipment is required, but more PCM mass.

The scaled up version was also compared, using the same method, to a scaled up version
of the S&T packed bed model. It was found that the S&T packed bed model could not even
deliver the energy demand during peak heat influx, due to a lower outlet temperature in the
PTC.



Recommendations

Based on the obtained results from the research that has been performed recommendations
for further research are proposed.

The numerical method present in the PCS model is not numerically stable for large veloci-
ties and/or small particles. Particle radii below 400 x 10~8 m and a mean flow velocity larger
than 10m/s could not be simulated without making adaptations to the model. The introduc-
tion of nanoparticles has made this range interesting for several applications. Therefore the
PCS model could be expanded to allow for simulation in this range.

An even particle distribution has been assumed in the numerical model. This is highly
unlikely in reality and therefore it could be interesting to implement different types of distri-
butions and the interparticle forces that are implemented with these distributions and what
effects it has on the heat transfer in the PCS.

Regarding the system that has been designed a more thorough design of the HEX could
be made to optimize the heat transfer to the ORC. As the number of cycles that the PCM
particles experience is large, the stability of PCM particles as proposed in this thesis has to be
researched. More research is required on the stresses that the PCM particles can withstand,
as well as the lifetime up till fatigue failure. A cost and life cycle analysis of such a system
should be included. Also the encapsulation method for the PCM particles could be tested ex-
perimentally.

Different test cases may be implemented to find other uses for the the compared systems.
The performance of the systems might be better for cases that have not been considered in
this study. A configuration for the scaled up S&T packed bed model may be looked for that is
able to supply the energy demand of the ORC.

Last the viability of this PCS model could be tested. Although PCM particles have been
produced with the selected materials, these have not been implemented into a suspension.
Next to that it would be beneficial for the heat transfer ability of the PCS to allow for the
PCM particles to be suspended without requiring encapsulation for stability. Therefore it is
interesting to find out how the selected PCM behaves in the selected HTF.
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Data Tables

Table A.1: Thermodynamic properties of Marlotherm SH as a function of temperature [50].

Appendix

T[°C1 p [kg/m®] cp [k]/kg'Cl A [W/m'C] v[mm?/s]
0 1058 1.48 0.133 321
20 1044 1.55 0.131 47
40 1030 1.62 0.128 16.5
60 1016 1.7 0.125 8.1
80 1001 1.77 0.123 4.7
100 987 1.85 0.12 3.1
120 973 1.92 0.117 2.3
140 958 1.99 0.115 1.8
160 944 2.07 0.112 1.4
180 930 2.15 0.11 1.2
200 915 2.22 0.107 0.95
220 901 2.29 0.104 0.77
240 887 2.37 0.102 0.65
260 873 2.44 0.099 0.57
280 858 2.52 0.096 0.5
300 844 2.59 0.094 0.45
320 830 2.67 0.091 0.4
340 815 2.74 0.088 0.36
360 801 2.82 0.086 0.32
CPhefy[J/kg°Cl = 3.73T + 1475
Phtfp [kg/m3] = —0.715T + 1058
Anefre[W/meC] = =132 x 107*T +0.133
Hnefp, [Pas] = —0.018 x 1073T + 5.36 x 1073 for T = 60°C
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Table A.2: Thermodynamic properties of LiNO, as a function of temperature [28, 62].

T[°C1 plkg/m®] plmPas] cplkj/kg°Cl AIW/m°C] yl[em™]

20 2380 0.51

61.85 1.33

126.85 1.45

176.85 1.59

206.85 1.63

231.85 1.69

241.85 1.78

251.85 1.3502

253.85 2120 1.3682

256.85 2.04 0.6104

266.85 5.222 2.04 0.6125

276.85 1767 4.835 2.04 0.6146

286.85 1762 4.479 2.03 0.6167

296.85 1757 4.152 2.06 0.6188 113.6

306.85 1751 3.856 2.05 0.6209 113

316.85 1745 3.589 2.06 0.6230 112.5

326.85 1740 3.352 2.08 0.6251 111.9

336.85 1735 3.146 2.06 0.6272 111.4

346.85 1729 2.969 2.07 0.6293 110.8

356.85 1724 2.822 2.11 0.6314 110.3

366.85 1718 2.705 2.1 0.6335 109.7

376.85 1713 2.619 2.09 0.6355 109.2

386.85 1707 0.6376 108.6

396.85 1702 0.6397 108.1

406.85 1696 0.6418 107.5

416.85 1691 0.6439 107

426.85 0.6460 106.4

436.85 0.6481 105.9

446.85 0.6502 105.3

456.85 0.6523 104.8

466.85 104.2

476.85 103.7

486.85 103.1

496.85 102

506.85 102
2.39T + 1165 if T <T, — AT

Cppcmﬁt[]/kgoc] =4134T — 3203

0.0023T? — 0.922T + 2117

—1.145T + 2403

if Ty =T > T,, — AT

if T <T,, —AT
Ppcm i [kg/m3] =< —83.38T + 22958 if T, >T > T,, — AT
—0.5424T + 1917

if T >T,

if T>Tpy,

(A5)

(A.6)
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0.0036T + 0.4375 if T < T, — AT
Apemye [W/m®C] = { —0.3795T + 97.00 if Ty =T > Ty, — AT (A7)
2.092 x 107%T + 0.5567 if T > T,

Hpem [mPas] = —0.0282T +15.13 if T > T, (A.8)

Table A.3: Thermodynamic properties of ENG as function of temperature [60].

T  cplkj/kg'Cl plkg/m®]1 ar[°C']

0
10
20 831 3.00E-06
30 0.73
40
50 0.78
60
70 0.84
80
90
100
110 0.91
120
130 0.96
140
150 1.01

Cpcapsuleﬂ.t[]/kgc’C] = —0.0014T + 2.52 (A.9)

3 Po
pcapsule[kg/m ] = (A].O)

-~ (A-a(l-1)?
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Table A.4: Heat capacity of ENG as function of density [60].
ps [kg/m®] Apar [W/mC] Aperp [W/mC]
30 2.1
40 3.2 3
50 3.3 5
60 3.5
70 4
80 4.5
90 4.8
100 5.7
110 5.9 15
120 6
150 6.1
170 7.3
190 8 23
220 8.4
250 48
290 8.5
350 8.4 54
420 8.3
450 8.3
480 98
540 122
600 8.2
650 8.5
679 197
700 7
754 247
800 6.5
831 337
850 6.4
900 6
1000 5.3
1100 5.5
1180 5.3
1250 5.3
Aparp [W/m°C] = 1.0 x 1073p + 5.6 (A.11)
)lperpm [W/m°C] =0.37p —39.7 (A.12)
AcapsuaelW fme ] = 22z Zoervs (A.13)

2
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Table A.5: Thermodynamic properties of water as a function of temperature.

T[°C1 plkg/m®] wlmPas] cplkj/kg°C]l 2[W/mC]

20 999 10015 0.602 4.182
40 993.05 6513 0.63 4.179
60 983.28 4630 0.653 4.185
80 971.82 3510 0.669 4.197
100 958.77 2790 0.68 4.216

CDwaters; [J/kg°C] = 1.667T + 4090
pwaterﬁt[kg/m3] = —0.751T + 1026
Awaterﬁt [W/m°C] = 3.32 X 1074T + 0.627

Hwaters [Pas] = —3.33 x 1071072 + 1.49 x 10772
—227%x107°T + 14 x 1073

(A.14)
(A.15)
(A.16)

(A.17)






Appendix

Extended discretization

An extended example of the influence of the BCs and an extended version of the TDMA for

the PCS and PCM particle has been provided in this Appendix.
Governing equation of the PCS:

o™ (i, j) — 0" (i) 6" (,)) —0"(,j - 1)

) n+le; 1) —

N + (1 -7% A7 + S ))
11 <F <9n+1(i + 1’]-) — 9n+1(i,j) 9n+1(i,j) _ 9n+1(i _ 1’]') >>
nin\ " An An

BC of no heat transfer at center pipe:

9n+1(i,j) — 9n+1(i _ 1’]-) B

An B
When implemented into the governing equation it becomes:
0™ (i,)) — 0™(i,J) 20" -0 - 1)
AFo =) AZ

11 <r <9"+1(i +1,))— 9n+1(i,j)>>
—\n

0

+ Sn+1(i,j) —

n An An
BC of constant heat flux at the wall:

"I+ 1,)) - 6", ) 1
An T
When implemented into the governing equation it becomes:

O™, j) — 6™(i,j o™i, j) —0m(i,j—1
(JA)FO (J)+(1_n2) @) AZ(J )+S"+1(i,j)=

11 < ( 9”+1(i,j)—9n+1(i—1,j)>> 1
n An An An
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(B.2)

(B.3)

(B.4)

(B.5)
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Governing equation of the PCM particle:

e (k) (8, (k)" — 6, (K)™) =

AFop (| Opti(k +1) — 07t (k) O3+ (k) — 03t (k — 1) (B.6)
Ar* Ar* B Ar*

BC of no heat transfer at center particle:

Op*1(k) — 65 (k — 1)

Are =0 (B.7)
When implemented into the governing equation it becomes:
AFo 021 (k + 1) — 6241 (k)
L n+1l _ ny — p p p

™ (B (™ — 8, (™) = (A( A )) (8.8)
BC of heat transfer at the wall of the particle:
9n+1(k + 1) _ 9n+1(k)

— AL P = Nu, (85" (k) — 6) (B.9)

Ar*
When implemented into the governing equation it becomes:

™" (k) (8, (k)" — 6, (K)™) =

AFo On*1(k) — 671 (k — 1) .

(B.10)
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