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## Abstract

Navigation systems in an Autonomous Vehicles (AV) can be divided into two parts: a path planning block which takes in the environmental data and rules to design a collision-free obstacle and a vehicle control and tracking block which generates actuator inputs for the AV to follow the reference path generated by the path planning block. Each task is fulfilled by a different algorithm with its own performance indices. These algorithms are not usually designed to get the best overall vehicle performance but the best performance of their respective blocks. A planned path that the vehicle cannot follow can therefore be generated and can lead to high tracking error and in some cases collision with obstacles. This can be solved by integrating path planning and vehicle control blocks with the dynamics of the AV.

The goal of this graduation project is therefore to develop an integrated planning and vehicle control algorithm for an Autonomous Vehicles (AV). This is done by integrating a novelArtificial Potential Fields (APF) with Model Predictive Control (MPC) to solve both path planning and vehicle control using a single optimization problem. The addition of the AV and the Obstacle Vehicle (OV) dynamics to the optimization problem as prediction models along with recursive computation can determine accurate inputs to be given to the AV.

Unlike traditional APF-based path planning where the minimum potential path is generated as the result of a gradient descent method applied on the available map data and obstacle information, the APF is added as a cost to the objective function of the MPC based optimization problem to find the minimum potential path. By using a receding horizon approach for solving the final optimization problem, the potential field can be updated at each time step to avoid moving obstacles. The dynamics of the vehicle added to the optimization problem include both lateral and longitudinal dynamics and are linearized at each time step at the current state of the AV.

This however generates a path which does not travel in the centre of the lane and makes risky manoeuvres. Therefore, an Mixed-Integer Model Predictive Control (MIMPC) algorithm with logical constraints is used to generate an optimal lane to travel in. This optimal lane is used to generate a road potential which can guide the vehicle to the centre of the optimal lane. The MIMPC and the APF-MPC algorithms are run successively to generate a collision-free path.

The logical constraints, also called MLD constraints are converted into a set of linear inequalities with the introduction of logical variables. These logical variables are used to represent
individual logical constraints based on the states of the system and on a combination of logical and state constraints. A novel-APF inspired by the Yukawa Potential [1] is designed to represent each obstacle. A convex representation of this non-convex obstacle potential is formulated to simplify the optimization problem. The convex representation of the obstacle APF is obtained by approximating it using a region-based APF where the region is defined by the position of the AV around the obstacle. This is further simplified by approximation using a quadratic Taylor-series expansion.
The simulation was performed on MATLAB on a two-lane road with multiple obstacles. The thesis report ends with a discussion on future work to be taken to further enhance the performance of the controller and to make it road-ready.
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## Preface

The idea for this graduation dissertation comes from my interest in studying and developing an ideal transportation system. The ideal transportation system integrates and controls multiple sub-systems with high level of accuracy to obtain the optimal result at all fronts by taking into account the uncontrollable and uncertain aspects. The lack of synchronisation between these individual sub-systems can therefore create a cascading effect which can lead the breakdown of the entire system.
Road Vehicles are one such important sub-system which form an important building block for the ideal transportation network as it deals with most inland transportation of products and people. The advent of autonomous counterparts to traditional road vehicles has helped develop algorithms to integrate them seamlessly into the transportation system while increasing efficiency.

An autonomous road vehicle is in itself divided into multiple functional blocks, each of which perform a certain important aspect to move the vehicle to its goal. These functional blocks are usually run by individual algorithms working independently. However, these blocks have to run in synchronisation with each other to obtain the best performance. The idea of this graduation dissertation was therefore to develop an algorithm to integrate the functional blocks of the autonomous road vehicle to improve performance.
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## Introduction

The design of the Autonomous Vehicles (AV) technology has been in a state of constant improvement since the first half of the $20^{\text {th }}$ century when the idea of cars driving themselves on "smart" roads gained widespread public exposure at the General Motors Futurama exhibit in the New York World's Fair in 1939. Though multiple tests for the development of AV were performed in the next half century, the next landmark event in AV history appeared in the form of the EUREKA Prometheus Project funded by European Commission [16] in the 1980s which lead to the development of "VaMoRs", the first fully autonomous vehicle to drive on a road at high speed with the help of computer vision to identify obstacles and road signs. Further interest was created with the introduction of autonomous driving competitions like the Defense Advanced Research Projects Agency (DARPA) Urban Challenge and the DARPA Grand Cooperation Driving Challenge in the early 2000s [17, 18]. These challenges and the increasing interest in both academic and industrial circles in the development of $A V$ lead to the Society of Automotive Engineers (SAE) to introduce the J3016 "Levels of Driving Automation" standard in 2014, which defines six distinct levels of driver automation [19] as shown in Figure 1-1.
With significant technological advancements as well as with the increase in speed and volume of transport, AV have evolved to solve a number of problems. Those problems are : (1) an increasing number of road accidents, (2) an increase in traffic volume leading to long congestion and waiting time, and (3) better energy efficiency to reduce global climate impact. The introduction of AV to mainstream transport can reduce these problems. AV are expected to have a significant impact on the overall transport system as they remove the chance of mistakes by the human element, can optimize their decisions over driving goals and can communicate with other vehicles and infrastructure to reduce traffic congestion. Figure 1-2 which shows the strong influence of human factors on road-based accidents in Germany. The removal of the human factor from driving can therefore reduce the number of accidents. With the widespread implementation of $A V$ and its relative infrastructure to reach large scale by 2030 [20] and its economic impact of about 0.2 to 1.9 trillion per year [21], it is necessary to develop algorithms which can achieve safe and efficient methods to avoid obstacles.

The use of AV reduces the risk of collision due to human error, but adds to the complexity of


Figure 1-1: Levels of Driving Automation [2],[3]


Figure 1-2: Percentage of Accidents caused by various factors [4]
the system, both in software and hardware. The functional architecture of an Autonomous Vehicles (AV) can be divided into perception, path planning, vehicle control and system
supervision based on a high level of abstraction [5].

## 1-1 Functional Architecture

Figure 1-3 shows the functional blocks as well as their inputs and outputs. The inputs to the AV consist of sensor data as well as static maps, world rules, user input etc., and the outputs are the actuator inputs which decide the movement of the AV. The role of each of the functional blocks is discussed further.


Figure 1-3: Functional Architecture of an Autonomous Vehicles (AV) [5]

The perception block collects environmental data obtained by the sensors and uses this data to perform localization. A basic description of different sensor types and the common sensors used in AV are described in Figure 1-4. Readers interested in understanding more about the different sensors are encouraged to see [3]. This sensor data coming from the heterogeneous array of sensors is fused together with the aim of making a unified map of the surroundings in which the AV can perform its function with high efficiency while maintaining a high degree of safety.

The path planning block is central in the architecture of any AV as its goal is to generate a safe and comfortable path while avoiding the different obstacles present in the environment. The idea of path planning was first presented in [22] and consequently a large number of algorithms to achieve path planning have been researched and developed for vehicle navigation over the last few decades. Path planning algorithms can be classified as global or local path planning algorithms. Global path planning algorithms uses static map data to plan a high-level path determining which roads, highways, tunnels, etc, to take to reach the destination to the goal. Local path planning algorithms use the global path generated as a stencil to follow while taking into account collision avoidance with other dynamic obstacles on the road.


Figure 1-4: Basic description of the most used sensors used in most sensor fusion algorithm [3],[6],[7],[8],[9]

The motion and vehicle control block is used to track the output from the path planning block with maximum accuracy. It is the interface between the path planning block and the actual dynamics of the vehicle, and generates the control signals to the actuators to run the AV in the designed manner. It is therefore important for the block to incorporate the dynamics of the vehicle to avoid collisions. The authors in [23] provide a deep insight to the different algorithms used for path tracking.

The system supervisor block is used as a control centre to help communication between the different blocks, to store required data, world rules, driving rules, user input, and other external interactions. It is also responsible to handle functional safety mechanisms like fault detection to activate safety critical systems when required.

## 1-2 Motivation and Challenges

The path planning block and the motion and vehicle control block are functional blocks to allow for safe and collision-free travel and together form the navigation block. Most AV use A* [24], Dijkstra [25], Rapidly-exploring Random Trees (RRT) [26] or APF [27] for path planning due to their simplicity of implementation as well as their requirement of low computation power [28]. However, many of these path planning algorithms take only the kinematics of
the AV into account while designing the path. This is done to simplify the path planning algorithm and therefore reduce computation time. However, this makes the designed path sub-optimal. For example, RRT is a sampling based path-planning algorithm that finds the path with the least distance while avoiding collisions and was introduced by LaValle et al. However, RRT does not take into account the kinematics of the AV and neither is it optimal. RRT* [29] extends RRT such that it is asymptotically optimal as the number of samples goes to infinity.

There can therefore be a mismatch between the path planned by the path planning block and the path which can be tracked by the motion and vehicle control block and in turn the AV. This is true if the dynamics of the HV as well as the OV are not captured well by the path planning algorithm and can lead to large deviations from the planned path and collisions with obstacles. One method to solve this problem and to generate a safe and collision-free path is by integrating the path planning block and the vehicle motion and control block.

The motivation of this thesis is therefore to design an integrated path planning and vehicle control algorithm that can avoid obstacles while meeting control requirements.

## 1-3 Relevant Work

MPC has been widely used as both a local path planning as well as a path-tracking controller in both academia and industry due to its ability to handle multiple-input multiple-output, non-linear systems along wiuth system and environmental constraints. MPC consists of a prediction model of the system and an optimization algorithm. The prediction model of the system helps predict and evaluate the future trajectory generated by the input sequences. The optimization problem runs to optimize over the input sequences recursively to incorporate the future predictions of the system trajectories to make sure that the system is collision-free given a feasible initial state and long enough prediction horizon [30] [31]. The first value of the optimal input sequence is then applied to the system and MPC is run again with the new initial state. This is known as a receding horizon approach. There are multiple different ways to integrate the path planning block and the vehicle motion and control block using MPC.

Paths from a global path planner can be re-planned by an MPC optimization problem to overcome the lack of inclusion of dynamics of the vehicle in the path planning algorithm. The authors in [32] use the A* algorithm as the global path planner and then use MPC as a local path planner to avoid obstacles. The MPC algorithm takes into account the system and obstacle dynamics as well as constraints of both the system and the surroundings.

MPC can be used together with parametric curves to represent the travelled path to integrate path planning and vehicle control where the parametric curves are a function of the MPC decision variable. The authors in [33] design the reference trajectory as a function of the optimal decision variable generated by the MPC optimal control problem to capture both path planning and trajectory tracking in a single MPC problem. To avoid dynamic obstacles, the AV first checks if it can avoid collision by braking using a safe distance measure which is dependent on the distance between the vehicles, the relative velocity, and maximum deceleration. If braking cannot avoid a collision, a lane change manoeuvre is adopted. The authors in [34] developed a b-spline-based MPC algorithm to integrate path planning and tracking algorithm for autonomous underwater vehicles. Boundary and continuity constraints on the
recursively planned and parameterized b-spline path along with an error-based prediction model between the actual system and a reference system are used to define the MPC optimal control problem.
A large number of algorithms have been developed for MPC to work with Artificial Potential Fields (APF) to unify local planning and control with obstacle avoidance in AV. An APF designates an attractive or repulsive nature to the goal and obstacles respectively by means of a potential. Figure 1-5a shows an example of repulsive potential whereas Figure 1-5b depicts an example of attractive potential. A gradient descent method is generally applied to the


Figure 1-5: Different types of Artificial Potential Fields (APF)
total potential of the surrounding area of the AV to find the minimum potential path to reach the goal while avoiding obstacles. The authors of [35] use a linear state-space model linearized at the current state of the AV with small angle approximations as the model for the nominal MPC. It uses a road potential to keep the vehicle within the boundaries of the road along with an obstacle potential for collision avoidance to find the minimum potential path. The artificial potential field thus defined at the given time step is added as a cost to the objective function of the MPC problem along with a stage cost to combine local path planning and collision avoidance.

Of the above-discussed strategies to combine path planning and tracking control, the APFMPC strategy is the most interesting due to the ability to combine local path planning with collision avoidance. The use of only MPC to generate an optimal path requires a large number of constraints as well as a large horizon to avoid obstacles [36]. This can be solved by the addition of an APF to the MPC optimization problem. While APF provides a continuous risk assessment of surrounding obstacles and works well to avoid obstacles, the MPC helps recursively find the optimal path in the presence of dynamic obstacles and adds the AV dynamics and required constraints of the system and its surroundings. Path planning using APF also has very low computation time [37]. Artificial Potential Fields are easy to generate if the information about the surroundings and the obstacles are available. They also provide a way to define different criteria or modes of operation depending on the shape of the APF.

However, the output of the APF-MPC strategy will not stick to the centre of the lane unless a lateral position reference is given due to the shape of a general road potential used which acts as a penalty function at the road boundaries. The selection of this lateral position reference is generally based on assumptions and is not optimal in nature. This can be solved by finding the optimal lane. As the lane number is an integer, Mixed-Integer Model Predictive Control (MIMPC) is an ideal method to find the optimal lane as it can recursively find the
optimal lane at every time step given constraints. Du et. al. [38] uses a hybrid/mixed integer MPC by combining integer valued lane variables with continuous state variables to help lane change manoeuvres. A simplified motion model to reduce computation time. The discrete and continuous variables are combined into logical variables and are used to design logical constraints which are further written as linear inequalities [39].

## 1-4 Thesis Outline

The previous sections discuss the history of the Autonomous Vehicles (AV) and its functional components, the motivation behind the thesis and the relevant work which has happened in the field to finally propose the basic path of the thesis. This section finalizes and outlines the different tasks to be performed to achieve this goal and the assumptions which are used.

The contributions of the thesis are the design of two algorithm to generate an unified navigation block and their comparison. The steps taken while designing each of these algorithms are:

## - APF-MPC algorithm

- Design of a quadratic road potential
- Design an obstacle potential to keep the problem convex as well as to maintain a given distance between the obstacle and the AV.
- Design of the APF-MPC problem by using the above-designed road and obstacle potentials
- MIMPC+APF-MPC algorithm
- Design a MIMPC optimal control problem to act as a higher level, strategic decision-making model which decides when lane change and overtake manoeuvres are desirable and feasible.
- Design a road potential which pushes the vehicle to the centre of that particular lane.
- Design an obstacle potential to keep the problem convex as well as to keep the vehicle at the correct distance from it.
- Design a APF-MPC problem by using the above-designed road and obstacle potentials
- Comparison between the paths taken by the APF-MPC vs MIMPC+APF-MPC algorithms

The body of the organized as follows; The fundamentals of autonomous driving that were employed in this study are discussed in detail in Chapter 2. Chapter 3 discussed the design of the APF potentials for the APF-MPC and MIMPC+APF-MPC algorithms. The design of the APF-MPC and MIMPC+APF-MPC algorithms are covered in Chapter 4. Chapter 5 shows the results of each of the algorithms and also the comparison between the APF-MPC
with MIMPC+APF-MPC algorithms. The conclusions of the graduation work as well as recommendations for future research are given in Chapter 6.

This thesis also contain a number of appendices at the rear that give information that is too lengthy to be presented as a part of the main body. It includes explanation of certain theory and algorithms as well as large matrices used in this thesis. The thesis is concluded with the bibliography and glossary, which includes a list of abbreviations.

## Chapter

## Autonomous Driving: Basics

A thorough explanation to build on the basic ideas introduced in Chapter 1 is provided in this chapter. Section 2-1 discusses the basic idea of path planning. Section 2-2 discusses the concept of safe driving and the design of the safe distance measure, and the logic behind the lane change manoeuvres. The chapter ends with assumptions made by the thesis in Section $2-3$ in addition to those made in Section 1-4.

## 2-1 Path Planning

The goal of an AV is to navigate from the present position to a goal position while avoiding obstacles. Having obtained the map of the environment and after having localized the OV using sensor fusion, decisions are made on how navigation is achieved. The design of a path so as to achieve collision-free motion in a given environment is defined as path planning. Given below are the steps required for a basic path planning problem [40]

- Define the workspace, $\mathcal{W} \subseteq \mathbb{R}^{n}$.
- A region occupied by the obstacles, $\mathcal{O} \subset \mathcal{W}$ is identified using sensors. $\mathcal{O}$ can be static or dynamic.
- The systems is designed as a rigid body $\mathcal{A} \subset \mathcal{W}$ or a collection of $m$ links: $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots$, $\mathcal{A}_{m} \in \mathcal{W}$.
- The configuration space $\mathcal{C} \subseteq \mathcal{W}$ defines all the locations in $\mathcal{W}$ that the robot can reach. We divide the configuration space based on $\mathcal{O}$ as a region occupied by the obstacles, $C_{\text {obs }}=\mathcal{C} \cap \mathcal{O}$ and a region which the vehicle can safely traverse without collision, $C_{\text {free }}=\mathcal{C} \backslash C_{\text {obs }}$.
- An initial configuration, $q_{\mathrm{i}} \in C_{\text {free }}$ and goal configuration $q_{\mathrm{g}} \in C_{\text {free }}$ is also defined.

The goal is to compute a (continuous) path, $\tau:[0,1] \rightarrow C_{\text {free }}$, such that $\tau(0)=q_{\mathrm{i}}$ and $\tau(1)=q_{\mathrm{g}}$.
Mobile robot navigation can be mainly classified into local planning and global planning [41]. While global planning deals with moving the robot towards a fixed goal, local planning works with the dynamic conditions in the environment to adhere to certain constraints like collision avoidance. Figure 2-1 shows the different classifications of path planning based on algorithm type.


Figure 2-1: Different Classifications of Path Planning Algorithms [10]
The explanation of all the algorithms shown in Figure 2-1 is outside the scope of this thesis; see [10] [28].

## 2-2 Safe Driving

The path generated by the path planning block has the following requirements [42]: (1) The path designed must be done so by keeping the dynamics of the AV in mind so that there is low tracking error, (2) The path designed should be collision-free, (3) The path should be designed by keeping in mind the comfort of the passenger. The most important of the above-mentioned requirements for a AV is to maintain the safety of its passengers/goods and to find a path that is collision-free.

However, the idea of safety is not a quantifiable entity but a social construct based on a number of factors such as vehicle capability, driving situations, driving conditions, and many more. The authors of [43] have tried to quantify driving safety based on the idea of severe traffic conflicts. A severe traffic conflict is defined as a traffic situation where a collision is imminent between a set of road users unless no change is made in their present speed and
direction. Having identified a number of scenarios of severe traffic conflict, the authors also define a number of safety metrics. These metrics can be divided into two different parts; (1) maintaining a safe distance from the vehicle in front in case lane change is not possible and collision is imminent by braking, (2) Changing its lane to avoid an imminent collision. Figure 2-2 shows the basic flowchart for different vehicle manoeuvres [44].


Figure 2-2: Flowchart of different lane change manoeuvres
This thesis used the calculation of the safe distance measure as an identifier to define different vehicle manoeuvres i.e., to decide between lane change or braking manoeuvres. The theory behind the calculation of the safe distance is discussed next.

## 2-2-1 Safe Distance

There exists a large amount of research on the identification of a safe distance for the following vehicle to maintain from a leading vehicle as a large proportion of accidents occur due to short following distances: $13 \%$ in Europe [45] and almost $30 \%$ in USA [46]. The design of a safe distance measure derived from the different safety metrics defined in the introduction of Section 2-2 can be used to decide between different manoeuvres to avoid collisions. The safe distance measure should encompass the following properties: (1) the safe distance should be larger than the difference in distance travelled by the following and leading vehicle in case of braking by the leading vehicle and (2) the time taken to detect the deceleration of the leading vehicle should be taken into account. This thesis defines the safe distance measure between the $j^{\text {th }} \mathrm{OV}$ and the HV as [33]

$$
\begin{equation*}
d_{j, \text { safe }}=\underbrace{\frac{v_{x, \mathrm{HV}}^{2}}{2 a_{\text {max }, \mathrm{HV}}}}_{\text {(A) }}-\underbrace{\frac{\left(v_{x, \mathrm{OV}}^{j}\right)^{2}}{2 a_{x_{\text {min }, \mathrm{OV} ~}^{j}}}}_{\mathrm{B}}+\underbrace{v_{x, \mathrm{HV} t_{1}}}_{\mathrm{C}}+\underbrace{d_{0}}_{\text {(D) }} \tag{2-1}
\end{equation*}
$$

where $v_{x, \mathrm{HV}}$ is the longitudinal velocity of the $\mathrm{HV}, v_{x, \mathrm{OV}}^{j}$ is the longitudinal velocity of the $j^{\text {th }}$ OV, $a_{x_{\min }}$ is the maximum deceleration of the HV, $a_{x_{\text {min }} \text {, OV }}{ }^{j}$ is the maximum deceleration of the $j^{\text {th }} \mathrm{OV}$, $t_{1}$ is the detection time and $d_{0}$ is the minimum distance to be maintained between the HV and an OV. (A) shows the distance travelled by the HV with maximum deceleration and current longitudinal velocity of the HV, (B) shows the distance travelled by the OV with maximum deceleration and current longitudinal velocity of the $j^{\text {th }} \mathrm{OV}$, (C) represents the distance travelled by the HV during the time it takes to detect that the OV is decelerating and (D) is the minimum distance to be maintained between vehicles. This safe distance is then used as a measure to initiate lane changes and to generate reference HV velocity (braking). Table 2-1 shows the constants used in for calculating the safe distance measure where $\ell$ is

| Description | Value | Symbol |
| :--- | :--- | :--- |
| Detection time | 0 | $t_{1}$ |
| Minimum HV-OV distance | $2 \ell$ | $d_{0}$ |

Table 2-1: Scalar values of constants used to calculate $d_{j, \text { safe }}$
the length of the vehicle. Let us define a maximum safe distance $d_{\text {safe }_{\text {max }}}$ as the safe distance when the HV is travelling at its maximum longitudinal velocity $v_{\text {max, } \mathrm{HV}}$ and the obstacle is at a standstill.

As the thesis concentrates on local path planning, considering all the OV data when performing the navigation task can increase computation time. The thesis, therefore, only considers vehicles that are within the Region Of Interest (ROI), i.e., the region centred around the HV and extending $d_{\text {ROI }}=2 d_{\text {safe }_{\text {max }}}$ in front of and behind the current longitudinal position of the HV. Figure 2-3 shows the ROI where the black vehicle represents the HV and red vehicles


Figure 2-3: Region Of Interest (ROI) of the HV
represents the OV and the blue box represents the ROI. All the OV data within the blue region will be used for the navigation task and the excess data will be discarded.

## 2-2-2 Lane Change Maneuvers

Lane change manoeuvres are a fundamental behaviour of all vehicles and form the basis of traffic behaviour. AV lane-change manoeuvres are complicated tasks that have to take into account obstacles and environmental facts and require a high-fidelity model of the vehicle to perform. The requirement to change both longitudinal and lateral velocity makes lane change challenging. Lane change manoeuvres can also cause discomfort due to changes in lateral acceleration. The lateral acceleration should be within the range of $0.03-0.98 \mathrm{~m} / \mathrm{s}^{2}$ for it to be comfortable [47]. Figure 2-4 shows how lane change decisions can be used to avoid collisions in different scenarios where vehicles in shades of black represent the HV and

(a) Collision Avoidance using Braking

(b) Collision Avoidance using Lane Change

Figure 2-4: Collision Avoidance in different scenarios
vehicles in shades of red represent the OV with the vehicle colour getting lighter as time moves forward. In Figure 2-4a the vehicle starts braking due to a slow-moving OV in front of the HV and the presence of an OV in the adjacent lane preventing lane change whereas in Figure 2-4b vehicle changes lane to avoid a slow-moving OV in front of the HV. The authors of [48] devised a lane change model based on the safe spacing between vehicles to avoid collisions. This minimum safe spacing can be replaced by the safe distance measure formulated in 2-2-1. However, there are other factors that need to be taken into account along with the safety distance measure to decide if a lane change is safe. Therefore, this thesis uses a binary lane-change safety flag which depicts if the lane change is safe. Table 2-2 defines the different flags used to calculate the safety of a lane change.

Let $\mathrm{OV}_{\mathrm{SL}, f}, \mathrm{OV}_{\mathrm{AL}, f}$ and $\mathrm{OV}_{\mathrm{AL}, r}$ represent the vehicles in front of the HV in the same lane,

| Flag | Explanation |
| :--- | :--- |
| flag $_{\mathrm{LC}}$ | true if it is safe to change lane, false otherwise |
| flag $_{\delta}$ | true if there is an obstacle in front, in the same <br> lane of the HV, false otherwise |
| flag $_{\epsilon_{1}}$ | true if there is an obstacle in the adjacent lane <br> and in front of the HV, false otherwise |
| flag $_{\epsilon_{2}}$ | true if there is an obstacle in the adjacent lane <br> behind the HV, false otherwise |

Table 2-2: Definition of flags used to calculate the safety of lane change.
the vehicle in front of the HV in the adjacent lane and the vehicle behind the HV in the adjacent lane respectively. If multiple such vehicles exist within the ROI, the OV with the minimum longitudinal distance is chosen in each case. Let $d_{\mathrm{safe}_{i, j}}, X_{\mathrm{OV}_{i, j}}$ and $v_{x, \mathrm{OV}_{i, j}}$ be the safe distance, the longitudinal position and the longitudinal velocity calculated for an obstacle $\mathrm{OV}_{i, j}$ where $i \in\{\mathrm{SL}, \mathrm{AL}\}$ represents if the OV is in the same lane or the adjacent lane of the HV respectively and $j \in\{\mathrm{f}, \mathrm{r}\}$ represents if the OV is in front of or behind the HV respectively. Equation (2-2) lists the multiple logical expressions used to calculate the possibility of a lane change.

$$
\begin{align*}
& v_{x, \mathrm{OV}}^{\mathrm{SL}, f}, v_{x, \mathrm{HV}} \leq 0  \tag{2-2a}\\
& X_{\mathrm{OV}_{\mathrm{SL}, f}}-X_{\mathrm{HV}} \leq d_{\mathrm{safesL}, f}+d_{0}  \tag{2-2b}\\
& v_{x, \mathrm{OV}_{\mathrm{AL}, f}}-v_{x, \mathrm{OV}_{\mathrm{SL}, f}} \geq 0  \tag{2-2c}\\
& X_{\mathrm{OV}_{\mathrm{SL}, f}}-X_{\mathrm{OV}_{\mathrm{AL}, f}} \leq d_{\mathrm{safest}^{\mathrm{SL}, f}}-d_{\mathrm{safe}_{\mathrm{AL}, f}}  \tag{2-2d}\\
& X_{\mathrm{HV}}-X_{\mathrm{OV}_{\mathrm{AL}, r}} \geq d_{\mathrm{safe}_{\mathrm{AL}, r}}+d_{0} \tag{2-2e}
\end{align*}
$$

Table 2-3 explains the different expressions in (2-2). However the values of $d_{\mathrm{safe}_{i, j}}, X_{\mathrm{OV}_{i, j}}$ and $v_{x, \mathrm{OV}_{i, j}}$ are undefined when there exists no OV in the $i, j \in\{\{\mathrm{SL}, \mathrm{AL}\},\{\mathrm{f}, \mathrm{r}\}\}$.
The algorithm to check if a lane change is possible is given by Algorithm 1. The steps of Algorithm 1 is given as follows:

- Line 2 checks if there exists an OV in front of the HV on the same lane. If the condition is true then
- Line 3 checks if the velocity of the $\mathrm{OV}_{\mathrm{SL}, f}$ less than that of the HV. If the condition is true then check if there are OV in the adjacent lane
* if there are no vehicles in the adjacent lane (Line 4)
- safe lane change is possible.
* if $\mathrm{OV}_{\mathrm{AL}, f}$ exists but not $\mathrm{OV}_{\mathrm{AL}, r}$ (Line 6) then
- Line 7 checks if the relative longitudinal distance between $\mathrm{OV}_{\mathrm{SL}, f}$ and HV is less than the safe distance of $\mathrm{OV}_{\mathrm{SL}, f}$ plus constant. This is to make sure that the distance available behind the OV in front of the HV in the adjacent lane is greater so as to not cause a collision.


## Equation Explanation

(2-2a) true if the relative velocity of $\mathrm{OV}_{\mathrm{SL}, f}$ and HV is greater than zero, false otherwise
(2-2b) true if the relative longitudinal distance between $\mathrm{OV}_{\mathrm{SL}, f}$ and HV is less than the safe distance of $\mathrm{OV}_{\mathrm{SL}, f}$ plus constant, false otherwise
$(2-2 \mathrm{c}) \quad$ true if the relative velocity of $\mathrm{OV}_{\mathrm{AL}, f}$ and $\mathrm{OV}_{\mathrm{SL}, f}$ is greater than zero, false otherwise
$(2-2 \mathrm{~d}) \quad$ true if the relative longitudinal distance between $\mathrm{OV}_{\mathrm{SL}, f}$ and $\mathrm{OV}_{\mathrm{AL}, f}$ is less than the difference in their safe distances, false otherwise
(2-2e) true if the relative longitudinal distance between HV and $\mathrm{OV}_{\mathrm{AL}, r}$ is greater than the safe distance of $\mathrm{OV}_{\mathrm{AL}, r}$, false otherwise

Table 2-3: Logical Expressions used in calculation of flag ${ }_{L C}$

```
Algorithm 1: Algorithm to calculate flag \({ }_{\text {LC }}\)
Data: HV data, OV data, safe distance measure, \(\operatorname{fla}_{\delta}\), \(\operatorname{lag}_{\epsilon_{1}}\), \(\operatorname{flag}_{\epsilon_{2}}\)
Result: flag \(_{\text {LC }}\)
begin
    if flag \(_{\delta}=\) true then
        if \((2-2 a)=\) true then
            if flag \(_{\epsilon_{1}}=\) false \& flag \(_{\epsilon_{2}}=\) false then
            Set: flag \(_{L C} \leftarrow\) true
            else if flag \(_{\epsilon_{1}}=\) true \& flag \(_{\epsilon_{2}}=\) false then
                if \((2-2 b)=\) true \& \((2-2 \mathrm{c})=\) true \& \((2-2 \mathrm{~d})=\) true then
                            Set: flag \(_{L C} \leftarrow\) true
            else if flag \(_{\epsilon_{1}}=\) false \& flag \(_{\epsilon_{2}}=\) true then
                    if \((2-2 \mathrm{e})=\) true then
                    Set: \(\mathrm{flag}_{L C} \leftarrow\) true
            else if flag \(_{\epsilon_{1}}=\) true \& flag \(_{\epsilon_{2}}=\) true then
            if \((2-2 b)=\) true \(\&(2-2 c)=\) true \& \((2-2 d)=\) true \(\&(2-2 e)=\) true then
                Set: flag \(_{L C} \leftarrow\) true
            else
                    Set: flag \(_{L C} \leftarrow\) false
        else
            Set: flag \(_{L C} \leftarrow\) false
    else
        Set: \(\mathrm{flag}_{L C} \leftarrow\) false
```

- Line 7 checks if the relative velocity of $\mathrm{OV}_{\mathrm{SL}, f}$ and $\mathrm{OV}_{\mathrm{SL}, f}$ is greater than zero. This is to ensure that the vehicle does not change lanes multiple times.
- Line 7 checks if the relative longitudinal distance between $\mathrm{OV}_{\mathrm{SL}, f}$ and
$\mathrm{OV}_{\mathrm{AL}, f}$ is less than the difference in their safe distances. This is to make sure that the distance available behind the OV in front of the HV in the adjacent lane is greater so as to not cause a collision.
if the above conditions are true, lane change is allowed.
* if $\mathrm{OV}_{\mathrm{AL}, r}$ exists but not $\mathrm{OV}_{\mathrm{AL}, f}$, (Line 9) then
- Line 10 checks if the relative longitudinal distance between HV and OV $\mathrm{OL}_{\mathrm{AL}}$. is greater than the safe distance of $\mathrm{OV}_{\mathrm{AL}, r}$. This is to prevent rear-end collisions in case the HV has to suddenly apply brakes after a lane change.
if the above condition is true, lane change is allowed.
* if both $\mathrm{OV}_{\mathrm{AL}, f}$ and $\mathrm{OV}_{\mathrm{AL}, r}$ exist (Line 12), then
- Line 13 checks if the relative longitudinal distance between $\mathrm{OV}_{\mathrm{SL}, f}$ and HV is less than the safe distance of $\mathrm{OV}_{\mathrm{SL}, f}$ plus constant. This is to make sure that the distance available behind the OV in front of the HV in the adjacent lane is greater so as to not cause a collision.
- Line 13 checks if the relative velocity of $\mathrm{OV}_{\mathrm{SL}, f}$ and $\mathrm{OV}_{\mathrm{SL}, f}$ is greater than zero. This is to ensure that the vehicle does not change lanes multiple times.
- Line 13 checks if the relative longitudinal distance between $\mathrm{OV}_{\mathrm{SL}, f}$ and $\mathrm{OV}_{\mathrm{AL}, f}$ is less than the difference in their safe distances. This is to make sure that the distance available behind the OV in front of the HV in the adjacent lane is greater so as to not cause a collision.
- Line 13 checks if the relative longitudinal distance between HV and $\mathrm{OV}_{\mathrm{AL}, r}$ is greater than the safe distance of $\mathrm{OV}_{\mathrm{AL}, r}$. This is to prevent rear-end collisions in case the HV has to suddenly apply brakes after a lane change.
if the above conditions are true, lane change is allowed.
* if all the above conditions are not true then the lane change is not safe (Line 16).
- if not true then the lane change is not safe (Line 18).
- if not true, the lane change is not safe (Line 20).

The algorithm is designed such that the expressions defined in (2-2) are not checked is a flags representing the presence or absence of $\mathrm{OV}_{\mathrm{SL}, f}, \mathrm{OV}_{\mathrm{AL}, f}$ and $\mathrm{OV}_{\mathrm{AL}, r}$ are false, there are no errors.

## 2-3 Coordinate Systems

The thesis uses two different coordinate frames as seen by the black and blue coordinates systems shown in Figure 2-5. The interpretation of the two distinctly coloured cars is as follows: (1) the black car represents the state of the HV at the start of the control algorithm and (2) the blue car represents the current state of the HV. In addition, two distinct coordinate frames are visible. The black coordinate frame, with the lateral position on the right lane boundary with longitudinal position coinciding with the CoG of the black car and has its x -axis aligned with the longitudinal road direction, represents the global road coordinate


Figure 2-5: Different coordinate frames used.
frame. The blue coordinate frame represents the local HV coordinate frame at the current time and is fixed to the centre of gravity of the blue vehicle. The $x$ and $y$ axes of the local HV coordinate frame are aligned with the direction of the current longitudinal and lateral directions of the HV. The measurements of the longitudinal and lateral position are done in the global road coordinate frame and other states are measured with respect to the local HV coordinate frame.

## 2-4 Assumptions

Having understood the concept of safe driving and defining measures for collision avoidance and lane changing, we now discuss some simplifying assumptions made during the design of the APF-MPC and the MIMPC+APF-MPC algorithms. The relaxation of these assumptions are considered as future research direction.

- The road is an infinitely long two-lane road with no curvature.
- All vehicles move from left to right on the road.
- A vehicle cannot have negative velocity.
- The size and shape of the OV are the same as that of the HV.
- OV data available to us is deterministic in nature and available at each control loop.
- OV travel at the centre of the lane at a constant speed.
- OV data available only include OV within the ROI.


## Chapter 3

## Artificial Potential Fields

The APF method works by modelling the AV as a charged particle that moves under an electric field toward an attracting target. Obstacles are represented by particles of opposite charge that repel the AV. The concept was first introduced by Khatib et. al. [27] and has been used widely in robotics for path planning. The APF method assumes that complete information about the surrounding area is available before the start of the algorithm. The basic idea of the APF method begins with the definition of the attractive and repulsive potential, each representing the goal and the obstacles respectively. This chapter is divided into three chapters. Section 3-1 explains the basic idea of an APF method for path planning. Section 3-2 and 3-3 show the formulation of the potentials used further in this thesis.

## 3-1 Basics: APF

Given $n$ obstacles, let $\mathcal{X}=\left[\begin{array}{ll}X & Y\end{array}\right]^{T}, \mathcal{X}_{g}=\left[X_{g} Y_{g}\right]^{T}$ and $\mathcal{X}_{o_{j}}=\left[X_{o_{j}} Y_{o_{j}}\right]^{T}$ where $j=1,2,3 \ldots n$ be any point under review in the environment, the goal position and the location of the $j^{\text {th }}$ obstacle respectively in the 2-D plane. The basic attractive potential $U_{\text {att }}$ and the repulsive potential for the $j^{\text {th }}$ obstacle $U_{\text {rep }}^{j}$ are defined [27] as

$$
\begin{gather*}
U_{\mathrm{att}}(\mathcal{X})=\frac{1}{2} k_{\mathrm{att}}\left\|\mathcal{X}-\mathcal{X}_{g}\right\|^{2}  \tag{3-1}\\
U_{\mathrm{rep}}^{j}(\mathcal{X})=\left\{\begin{array}{cc}
\frac{1}{2} k_{\mathrm{rep}}\left(\frac{1}{\rho(\mathcal{X})}-\frac{1}{\rho_{o}^{j}}\right)^{2} & \text { if } \rho(\mathcal{X}) \leqq \rho_{o}^{j} \\
0 & \text { if } \rho(\mathcal{X})>\rho_{o}^{j}
\end{array}\right. \tag{3-2}
\end{gather*}
$$

where $\rho_{o}^{j}$ is the limit distance of the potential field influence defining the maximum distance from its centre within which the obstacle has an influence and $\rho(\mathcal{X})$ is the distance to the obstacle from $\mathcal{X}$. Having defined the attractive and the repulsive fields, the total artificial
potential field $U_{\text {apf }}$ is given by

$$
\begin{align*}
U_{\mathrm{apf}}(\mathcal{X}) & =U_{\mathrm{att}}(\mathcal{X})+\sum_{j=1}^{n} U_{\text {rep }}^{j}(\mathcal{X})  \tag{3-3}\\
& =U_{\mathrm{att}}(\mathcal{X})+U_{\mathrm{rep}}(\mathcal{X})
\end{align*}
$$

The environment is therefore assigned a potential value at each point. A gradient descent method is used to find the path through the obstacles. The final path is defined using the attractive force $F_{\text {att }}(\mathcal{X})$ of the goal and the repulsive force for the $j^{\text {th }}$ obstacle, $F_{\text {rep }_{j}}(\mathcal{X})$ is given by

$$
\begin{gather*}
F_{\text {att }}(\mathcal{X})=-\nabla U_{\text {att }}(\mathcal{X})  \tag{3-4}\\
=-k_{\text {att }}\left(\mathcal{X}-\mathcal{X}_{g}\right) \\
F_{\text {rep }_{j}}(\mathcal{X})=-\nabla U_{\text {rep }}^{j}(\mathcal{X}) \\
=\left\{\begin{array}{cc}
k_{\text {rep }}\left(\frac{1}{\rho(\mathcal{X})}-\frac{1}{\rho_{o}^{j}}\right) \frac{1}{\rho(\mathcal{X})^{2}} \frac{\partial \rho}{\partial \mathcal{X}} & \text { if } \rho(\mathcal{X}) \leq \rho_{o}^{j} \\
0 & \text { if } \rho(\mathcal{X})>\rho_{o}^{j}
\end{array}\right. \tag{3-5}
\end{gather*}
$$

$$
\text { where } \frac{\partial \rho}{\partial \mathcal{X}}=\left[\begin{array}{ll}
\frac{\partial \rho}{\partial X} & \frac{\partial \rho}{\partial Y}
\end{array}\right]^{T} .
$$

The total force applied at $\mathcal{X}$ is given by

$$
\begin{align*}
F(\mathcal{X}) & =-\nabla U_{\mathrm{apf}}(\mathcal{X}) \\
& =-\nabla U_{\mathrm{att}}(\mathcal{X})-\sum_{j=1}^{n} \nabla U_{\text {rep }}(\mathcal{X})  \tag{3-6}\\
& =F_{\text {att }}(\mathcal{X})+F_{\text {rep }}(\mathcal{X}) .
\end{align*}
$$

The APF method is widely used as opposed to other strategies because it can consider the issues of collision avoidance and direction estimation at the same time while having a small computational burden. However, traditional APF method suffers from a number of problems [49]:

- Lack of net artificial force at certain locations due to opposing forces from the obstacles and the goal respectively may trap the vehicle in a local minimum.
- goal not being able to be reachable with obstacles nearby due to the repulsive potential of the obstacles greater than that of the attractive potential of the goal.

A number of ideas have been proposed to solve the disadvantages of the APF method. Different repulsive and attractive potential functions have been defined as repulsive potential fields with spherical symmetry like a Gaussian shape do not create local minima [50]. Yang et al. [51] also propose a potential field dependent on the Euclidean distance between the goal and the vehicle to overcome the problem of the goal not being reachable. This thesis uses two different repulsive potentials called the obstacle potential field and the road potential field. Each of these potentials is used to denote a specific kind of obstacle that the HV should avoid.

## 3-2 Obstacle Potential Field

The obstacle potential represents the task of avoiding other vehicles on the road. Superquadric functions are used to denote every OV on the road as they mimic the shape of the obstacle in the region around it while having spherical symmetry in the region away from it [50, 52]. The Yukawa potential is one such superquadric potential and represents an obstacle as an exponential function of the euclidean distance between the HV and OV. Yukawa potential acts like a penalty function that goes from zero in the region away from the obstacle to infinity at the boundary and within the body of the obstacle. The mathematical expression for the Yukawa potential of the $j^{\text {th }}$ obstacle is given by

$$
\begin{equation*}
U_{\text {yuk }}^{j}\left(\mathcal{X}, B^{j}\right)=A_{\text {yuk }} \frac{e^{-b_{\text {yuk }} \operatorname{dist}\left(\mathcal{X}, B^{j}\right)}}{\operatorname{dist}\left(\mathcal{X}, B^{j}\right)} \tag{3-7}
\end{equation*}
$$

where $\operatorname{dist}(\mathcal{X}, \zeta)$ is a function representing the euclidian distance between the coordinates of $\mathcal{X}=\left[\begin{array}{ll}X & Y\end{array}\right]^{T}$ with the closest point in the coordinate set $\zeta, \mathcal{X}$ is any point on the global coordinate frame, $B^{j}$ is the set of points representing the $j^{\text {th }}$ obstacle, $j=1,2, \ldots, N_{\text {OV }}$ with $N_{\text {Ov }}$ representing the number of OV within the ROI and $A_{\text {yuk }}$ and $b_{\text {yuk }}$ are constants and are given in Table 3-1.

| Description | Value | Symbol |
| :--- | :--- | :--- |
| Scaling constant of the Yukawa potential | 100 | $A_{\text {yuk }}$ |
| Constant to control the slope of the Yukawa potential | 0.001 | $b_{\text {yuk }}$ |

Table 3-1: Scalar values of constants used to calculate $U_{\text {yuk }}$

The euclidean distance function between the coordinates of $\mathcal{X}$ with the closest point in the coordinate set $\zeta$ is defined as

$$
\begin{align*}
\operatorname{dist}(\mathcal{X}, \zeta) & =\min _{b \in \zeta}\|\mathcal{X}-b\|  \tag{3-8}\\
\operatorname{dist}\left(\mathcal{X}, B^{j}\right) & =\min _{b \in B^{j}}\|\mathcal{X}-b\| \tag{3-9}
\end{align*}
$$

Figure 3-1 shows a Yukawa potential. However, the design of the Yukawa potential has the following problems: (1) The vehicle detects the change in potential due to the obstacle only after it reaches close to the vehicle making it dangerous in case of sudden braking by the obstacle, (2) As the shape of the potential follows the shape of the obstacle, the HV does not get any help to make smooth lane change manoeuvres and maintain a safe distance from the obstacle.

A new obstacle potential is therefore proposed to combat these problems exhibited by the Yukawa potential. First, the negative exponential part of the Yukawa potential is replaced by an inverse logarithm so as to extend the range of influence of the potential. Figure 3-2 shows the comparison between the 2-D versions of the Yukawa potential and the newly designed potential for clarity.

The second improvement is the addition of a wedge-shaped block behind the obstacle for maintaining a safe distance and aid smooth lane changes [1] as seen in Figure 3-3 where blue


Figure 3-1: Yukawa Potential


Figure 3-2: Comparison of the curvature of between the 2-D version of the Yukawa potential (in red) and defined obstacle potential (blue)
represents the actual obstacle, grey represents the wedge-shaped block added to maintain a safe distance and to aid lane change. The height of the wedge-shaped block is given by the safe distance measure defined in Section 2-2-1. The mathematical formulation of the new obstacle APF for the $j^{\text {th }}$ obstacle is therefore given by

$$
\begin{equation*}
U_{\mathrm{obs}}^{j}\left(\mathcal{X}, B^{j}\right)=-\frac{A_{\mathrm{obs}} \ln \left(b_{\mathrm{obs}} \operatorname{dist}\left(\mathcal{X}, B^{j}\right)\right)}{\operatorname{dist}\left(\mathcal{X}, B^{j}\right)} \tag{3-10}
\end{equation*}
$$

where $A_{\text {obs }}$ and $b_{\text {obs }}$ is a positive constant given in Table $3-2$ and $B^{j}$ is is extended to include wedge-shaped block and is dependent on the safe distance of the $j^{\text {th }}$ OV.

The orthogonal view of the new obstacle potential is shown in Figure 3-4. This newly designed potential will be referred to as the obstacle APF further in this thesis. It can however be seen


Figure 3-3: Representation of the different parts of the obstacle

| Description | Value | Symbol |
| :--- | :--- | :--- |
| Scaling constant of the Obstacle APF | 1 | $A_{\text {obs }}$ |
| Constant to control the slope of the Obstacle APF | 0.01 | $b_{\text {obs }}$ |

Table 3-2: Scalar values of constants used to calculate $U_{\text {obs }}$


Figure 3-4: 3-D orthogonal representation of the obstacle APF
that the obstacle potential is non-convex in nature and therefore increases the complexity of the control strategy. To reduce computation time and simplify the control strategy, a convex approximation of the obstacle APF is proposed. The idea is to divide the region around the obstacle into regions and define a convex approximation of the obstacle APF in any given region. First, the area around the obstacle is divided into ten different regions as seen in Figure $3-5$ where $v_{i}$ where $i=1,2, \ldots, 5$ are the vertices of the $j^{\text {th }}$ obstacle and $L_{e}(\mathcal{X}):=A_{e} X+B_{e} Y+C_{e}$ where $e=1,2, \ldots, 10$ are lines which divide the area around the $j^{\text {th }}$ obstacle into regions $R_{e}$. The upcoming subsections give some basic theory required for the convexification of the obstacle APF.


Figure 3-5: Division of the obstacle's surroundings into multiple regions

## 3-2-1 Location of a point with respect to a line

This subsection defines how to find the location of a point with respect to a line. This is used to find the region $R_{\mathrm{HV}}$ around a given OV the HV lies in. Given a line $L(\mathcal{X})=A X+B Y+C$ and $\mathcal{X}_{p}=\left[\begin{array}{ll}X_{p} & Y_{p}\end{array}\right]^{T}$ be a point. The idea is to check if the point is above/ in front or below/ behind a given line. Table 3-3 shows the multiple combinations of the line and point and the expression to be used to check the location of the point with respect to the line. For example,

| Orientation of the Line | Expression Used |
| :---: | :---: |
|  | $A X_{p}+B Y_{p}+C \geq 0$ |
|  | $A X_{p}+B Y_{p}+C \leq 0$ |
| $\mathcal{x}_{p}^{\bullet}$ | $A X_{p}+B Y_{p}+C \geq 0$ |
| $\sim_{\mathcal{X}_{p} \bullet}^{L}$ | $A X_{p}+B Y_{p}+C \leq 0$ |
| $\mathcal{X}_{p}$ 。 | $Y_{L}-Y_{p} \leq 0$ |
| ${\overline{\mathcal{X}} \bar{p} \text { - }}^{L}$ | $Y_{L}-Y_{p} \geq 0$ |
| $\left.\right\|_{L} \bullet \mathcal{X}_{p}$ | $X_{L}-X_{p} \leq 0$ |
| $\left.\mathcal{X}_{p} \bullet\right\|_{L}$ | $X_{L}-X_{p} \geq 0$ |

Table 3-3: Expression to be used to check the relative location of $\mathcal{X}_{p}$ with $L(\mathcal{X})$
it can be checked if a point is above a given line by replacing the coordinates of the point in the line and checking if it is greater than zero and vice versa.

## 3-2-2 Distance of a Point from a Line Segment

This subsection formulates the minimum distance of a point from a given line segment. Let endpoints of the line segment $L S$ are $\mathcal{X}_{L S_{1}}=\left[X_{L S_{1}} Y_{L S_{1}}\right]^{T}$ and $\mathcal{X}_{L S_{2}}=\left[X_{L S_{2}} Y_{L S_{2}}\right]^{T}$ and $\mathcal{X}_{p}=\left[X_{p} Y_{p}\right]^{T}$ be the point from which we have to find the distance. The basic idea of this formulation comes from the idea of projection of the line segment joining one of the vertices of the $L S$ with $\mathcal{X}_{p}$ onto $L S$ (using the dot product) and normalizing it. Readers can refer to [ 53,54$]$ for more information and the derivation of the equations.
Let $t$ be a variable defined as

$$
\begin{equation*}
t=\frac{\left(X_{p}-X_{L S_{1}}\right)\left(X_{L S_{2}}-X_{L S_{1}}\right)+\left(Y_{p}-Y_{L S_{1}}\right)\left(Y_{L S_{2}}-Y_{L S_{1}}\right)}{\left(X_{L S_{2}}-X_{L S_{1}}\right)^{2}+\left(Y_{L S_{2}}-Y_{L S_{1}}\right)^{2}} . \tag{3-11}
\end{equation*}
$$

Table 3-4 shows the meaning of different values of $t$. The minimum distance between $X_{p}$ and
Orientation of the Line

Table 3-4: Meaning of different value of $t$
$L S$ is given by
$d_{p-l s}\left(\mathcal{X}_{p}, L S\right)=\left\{\begin{array}{cc}\sqrt{\left(X_{p}-X_{L S_{1}}\right)^{2}+\left(Y_{p}-y Y_{L S_{1}}\right)^{2}} & \text { if } t<0 \\ \sqrt{\left(X_{p}-\left(X_{L S_{1}}+t\left(X_{L S_{2}}-X_{L S_{1}}\right)\right)\right)^{2}+\left(Y_{p}-\left(Y_{L S_{1}}+t\left(Y_{L S_{2}}-Y_{L S_{1}}\right)\right)\right)^{2}} \\ \text { if } 0 \leq t \leq 1 \\ \sqrt{\left(X_{p}-X_{L S_{2}}\right)^{2}+\left(Y_{p}-Y_{L S_{2}}\right)^{2}} & \text { if } t>1\end{array}\right.$

## 3-2-3 Convex Approximation of the Obstacle APF

This section discusses the method of formulating the convex approximation of the obstacle APF. The basic idea is to first find the region in which the HV lies using the theory explained in Section 3-2-1 and define a region-specific obstacle APF using the theory in Section 3-2-2.

Region Calculation: Let $v_{1}, v_{2}, v_{3}, v_{4}$ and $v_{5}$ be the vertices of the $j^{\text {th }}$ obstacle respectively as shown in Figure 3-6. Table 3-5 shows the logical constraints used to find the region of a given


Figure 3-6: Boundaries of the OV
OV that the HV lies in. These expressions are dependent on $\mathcal{X}_{\mathrm{HV}}=\left[X_{\mathrm{HV}} Y_{\mathrm{HV}}\right]^{T}$ representing the coordinates of the CoG of the HV and $\mathcal{X}_{v_{i}}=\left[X_{v_{i}} Y_{v_{i}}\right]^{T}$ represent the coordinates of the vertices of the $j^{\text {th }} \mathrm{OV}$. Let us define $R_{\mathrm{HV}}$ as the region around the $j^{\text {th }} \mathrm{OV}$ that the HV lies

| Region | Logical Expression |
| :--- | :--- |
| $R_{1}$ | $X_{\mathrm{HV}}-X_{v_{1}}>0 \wedge Y_{\mathrm{HV}}-Y_{v_{1}} \leq 0 \wedge Y_{\mathrm{HV}}-Y_{v_{5}}>0$ |
| $R_{2}$ | $X_{\mathrm{HV}}-X_{v_{1}} \geq 0 \wedge Y_{\mathrm{HV}}-Y_{v_{1}}>0$ |
| $R_{3}$ | $X_{\mathrm{HV}}-X_{v_{1}}<0 \wedge Y_{\mathrm{HV}}-Y_{v_{1}}>0 \wedge X_{\mathrm{HV}}-X_{v_{2}} \geq 0$ |
| $R_{4}$ | $X_{\mathrm{HV}}-X_{v_{2}}<0 \wedge A_{7} X_{\mathrm{HV}}+B_{7} Y_{\mathrm{HV}}+C_{7} \geq 0$ |
| $R_{5}$ | $A_{3} X_{\mathrm{HV}}+B_{3} Y_{\mathrm{HV}}+C_{3}>0 \wedge A_{7} X_{\mathrm{HV}}+B_{7} Y_{\mathrm{HV}}+C_{7}<0 \wedge A_{8} X_{\mathrm{HV}}+$ |
|  | $B_{8} Y_{\mathrm{HV}}+C_{8} \geq 0$ |
| $R_{6}$ | $A_{8} X_{\mathrm{HV}}+B_{8} Y_{\mathrm{HV}}+C_{8}<0 \wedge A_{9} X_{\mathrm{HV}}+B_{9} Y_{\mathrm{HV}}+C_{9} \geq 0$ |
| $R_{7}$ | $A_{4} X_{\mathrm{HV}}+B_{4} Y_{\mathrm{HV}}+C_{4}<0 \wedge A_{9} X_{\mathrm{HV}}+B_{9} Y_{\mathrm{HV}}+C_{9}<0 \wedge A_{10} X_{\mathrm{HV}}+$ |
|  | $B_{10} Y_{\mathrm{HV}}+C_{10} \geq 0$ |
| $R_{8}$ | $X_{\mathrm{HV}}-X_{v_{4}} \leq 0 \wedge A_{10} X_{\mathrm{HV}}+B_{10} Y_{\mathrm{HV}}+C_{10}<0$ |
| $R_{9}$ | $X_{\mathrm{HV}}-X_{v_{1}} \leq 0 \wedge X_{\mathrm{HV}}-x_{v_{4}}>0 \wedge Y_{\mathrm{HV}}-Y_{v_{5}}<0$ |
| $R_{10}$ | $X_{\mathrm{HV}}-X_{v_{1}}>0 \wedge Y_{\mathrm{HV}}-Y_{v_{1}} \leq 0$ |

Table 3-5: Logical expressions to check the region around an OV the HV lies in.
in.
Euclidian Distance Calculation: Let $L S_{1}, L S_{2}, L S_{3}, L S_{4}$ and $L S_{5}$ be the line segments between $v_{5}$ and $v_{1}, v_{1}$ and $v_{2}, v_{2}$ and $v_{3}, v_{3}$ and $v_{4}$ and $v_{4}$ and $v_{5}$ respectively as shown in Figure 3-6 representing the boundaries of the $j^{\text {th }}$ OV.

The minimum distance of the CoG of the HV from the $j^{\text {th }} \mathrm{OV}$ in a given region is equal to the distance between the CoG of the HV and the boundary of the $j^{\text {th }} \mathrm{OV}$ in the respective region. Therefore, the distance function dist $\left(\mathcal{X}, B^{j}\right)$ used in (3-10) is replaced with the distance function $d_{p-l s}\left(\mathcal{X}_{p}, L S_{l}\right)$ formulated in (3-12) in the region $R_{H V}$ to generate a convex obstacle APF for each region where $L S_{l}$ is the line segment representing the boundary of the
$j^{\text {th }}$ obstacle bordering $R_{\mathrm{HV}}$ with $l=1,2, \ldots, 5$. The convex obstacle APF for the $j^{\text {th }}$ obstacle for then becomes

$$
\begin{equation*}
U_{\mathrm{obs} \mathrm{conv}}^{j, l}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)=-\frac{A_{\mathrm{obs}} \ln \left(b_{\mathrm{obs}} d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)\right)}{d_{p-l_{s}}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)} \tag{3-13}
\end{equation*}
$$

Table 3-6 shows the line segment representing the nearest boundary of the $j^{\text {th }}$ OV for each region around the OV. If the HV is in regions $R_{1}, R_{3}, R_{5}, R_{7}$ and $R_{9}$, the closest distance

| Region | Closest Line Segment |
| :---: | :---: |
| Region 1 and Region 2 | $L S_{1}$ |
| Region 3 and Region 4 | $L S_{2}$ |
| Region 5 and Region 6 | $L S_{3}$ |
| Region 7 and Region 8 | $L S_{4}$ |
| Region 9 and Region 10 | $L S_{5}$ |

Table 3-6: Line Segment used to calculate $d_{p-l s}\left(\mathcal{X}_{p}, L S_{l}\right)$ based on region
will be the minimum distance between $X_{\mathrm{HV}}$ and the closest point on the corresponding line segment whereas if the HV is in regions $R_{2}, R_{4}, R_{6}, R_{8}$ and $R_{10}$, the closest distance will be the minimum distance between the CoG of the HV and the closest endpoint of the corresponding line segment. Figure 3-7 show the physical representation of $d_{p-l s}\left(\mathcal{X}_{p}, L S_{l}\right)$ when the HV is in $R_{1}$ and $R_{2}$ respectively.

(a)

(b)

Figure 3-7: Distance between the CoG of the HV and the closest point on the OV for (a) $R_{1}$ and (b) $R_{2}$

The algorithm that describes the process used to calculate the convex approximation of the $\mathrm{j}^{\text {th }}$ obstacle APF, $U_{\mathrm{obsconv}}^{j, l}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)$ is given by Algorithm 2.

```
Algorithm 2: Algorithm to calculate the convex approximation of the obstacle APF
Data: \(\mathcal{X}_{\mathrm{HV}}, A_{\mathrm{obs}}, b_{\mathrm{obs}}, A_{e}, B_{e}, C_{e}, \mathcal{X}_{v_{i}}, \mathcal{X}_{1, L S_{l}}, \mathcal{X}_{2, L S_{l}}\)
Result: \(U_{\text {obs }{ }_{\text {conv }}}^{j, l}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)\)
begin
    \(R_{\mathrm{HV}}=\) CalculateHVRegion \(\left(\mathcal{X}_{H V}, A_{e}, B_{e}, C_{e}, \mathcal{X}_{v_{i}}\right)\)
    switch region do
        case \(R_{H V}==R_{1}\) do
            \(d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{1}\right)=\) CalculateDist (region, \(\mathcal{X}_{H V}, \mathcal{X}_{1, L S_{1}}, \mathcal{X}_{2, L S_{1}}\) ) break
            case \(R_{H V}==R_{2}\) do
                \(d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{1}\right)=\) CalculateDist (region, \(\mathcal{X}_{H V}, \mathcal{X}_{1, L S_{1}}, \mathcal{X}_{2, L S_{1}}\) ) break
                \(\vdots\)
        case \(R_{H V}==R_{10}\) do
            \(d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{5}\right)=\) CalculateDist (region, \(\mathcal{X}_{H V}, \mathcal{X}_{1, L S_{5}}, \mathcal{X}_{2, L S_{5}}\) ) break
    \(U_{\mathrm{obs} \mathrm{conv}}^{j, l}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)=-\frac{A_{\text {obs }} \ln \left(b_{\text {obs }} d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)\right)}{d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)}\)
```

where $\mathcal{X}_{v_{i}}$ are the coordinates of the vertices of the $j^{\text {th }} \mathrm{OV}, \mathcal{X}_{1, L S_{l}}$ and $\mathcal{X}_{2, L S_{l}}$ are the coordinates of the endpoints of line segment $L S_{l}, R_{\mathrm{HV}}=R_{1}, R_{2}, \ldots, R_{10}$ is the current region in which the HV lies in, CalculateHVRegion is a function used to calculate the current region around the OV in which $\mathcal{X}_{\mathrm{HV}}$ lies and CalculateK is a function to generate the correct value of $d_{p-l s}\left(\mathcal{X}_{p}, L S_{l}\right)$ to be used in $(3-13)$ to generate the obstacle APF based on the current region. The algorithms for these function definitions are given in Appendix B. The algorithm works as follows:

- Calculate the region around the OV which the HV lies in using the CalculateHVRegion function. The input to the CalculateHVRegion function is the position of the CoG of the HV, the heading angle of the HV, the vertices of the obstacle APF and the data about the lines dividing the area around the OV into regions. The algorithm of the CalculateHVRegion function is described by Algorithm 5.
- A switch case is used to calculate the correct value of $d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)$ using the CalculateDist function described by Algorithm 6. The closest boundary of the OV is selected based on Table 3-6. The input to the CalculateDist function is the position of the CoG of the HV, the heading angle of the HV, the vertices of the obstacle APF and the data about the lines dividing the area around the OV into regions.
- The obtained value of $d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)$ is used to obtain the convex approximation of the $\mathrm{j}^{\text {th }}$ obstacle potential, $U_{\mathrm{obs} \text { conv }}^{j, l}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)$ by replacing $\operatorname{dist}(\mathcal{X}, \zeta)$ used in (3-10) with $d_{p-l s}\left(\mathcal{X}_{p}, L S_{l}\right)$.

Figure 3-8 shows the contours of the obstacle APF before and after approximation. It can be seen that the contours follow each other well.

The obtained convex approximation of the obstacle APF can be further simplified with the help of a quadratic approximation of the obstacle APF obtained as the output of Algorithm 2. Let us define a function $q u a d(U)$ used to calculate the quadratic Taylor-series approximation of any potential $U$. Appendix A shows the definition of $q u a d(U)$. The quadratic Taylor-series


Figure 3-8: Contour of the obstacle APF for (a) the obstacle APF, (b) the convex approximation of the obstacle APF for all the regions
approximation of the convex approximation of the $j^{\text {th }}$ obstacle APF can therefore represented as

$$
\operatorname{quad}\left(U_{\mathrm{obs} \mathrm{conv}}^{j, l}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)\right)
$$

The total obstacle APF is defined as the sum of the quadratic Taylor-series approximation of the convex approximation of all obstacle APF and is represented as

$$
\begin{equation*}
U_{o}\left(\mathcal{X}_{\mathrm{HV}}\right)=\sum_{j=1}^{N_{\mathrm{OV}}} q u a d\left(U_{\mathrm{obsconv}}^{j, l}\left(\mathcal{X}_{\mathrm{HV}}, L S_{l}\right)\right) \tag{3-14}
\end{equation*}
$$

## 3-3 Road Potential Field

The road potential field is used to keep the HV away from the edges of the road to ensure safe driving within the road boundaries. The road APF therefore has two important requirements: (1) to keep the HV from leaving the road boundaries and (2) to prevent the HV to drive very close to the road boundary. Road potentials are an integral part of any APF based collision avoidance algorithms. This thesis uses simple definitions of road potential to reduce the complexity of the control strategy. The two different formulations of the road potential used in the thesis are defined in the following subsections.

## 3-3-1 Road APF for APF-MPC algorithm

The road APF for the APF-MPC algorithm is a basic road potential which fulfils the two requirements of the road potential. The road potential is given by a combination of penalty functions at each of the road boundaries. The mathematical expression for the road potential field is expressed as [1]

$$
\begin{equation*}
U_{r}(\mathcal{X})=\frac{1}{2} \eta \sum_{i}\left(\frac{1}{Y-Y_{i}^{\mathrm{road}}}\right)^{2} \tag{3-15}
\end{equation*}
$$



Figure 3-9
Figure 3-10: Orthogonal View of the Road Potential $U_{r}(\mathcal{X})$


Figure 3-11: Side View of Quadratic Road Potential $U_{r}(\mathcal{X})$
where $Y_{i}^{\text {road }}$ is the lateral position of the road boundaries in global road coordinates, $i \in\{1,2\}$ and $\eta$ is a scaling factor. Table $3-7$ shows the values of constants used in (3-16). Figure 3-10 shows the 3-D orthogonal view of the road potential.

This road potential however does not keep the vehicle in the lane centre as the potential is

| Description | Value | Symbol |
| :--- | :--- | :--- |
| Scaling constant of the Road APF for APF-MPC algorithm | 1 | $\eta$ |
| Right lane boundary | 0 | $Y_{1}$ |
| Left lane boundary | 6 | $Y_{2}$ |

Table 3-7: Scalar values of constants used to calculate $U_{r}\left(\mathcal{X}_{\mathrm{HV}}\right)$
not zero away from the edges of the road as seen in Figure 3-11. The road potential slopes such that there is a minimum at the centre of the road. This road potential is approximated to a quadratic potential around the CoG of the HV by a Taylor series approximation defined in Appendix A to simplify the MPC optimal control problem. The quadratic road potential for the APF-MPC algorithm is therefore given by

$$
\begin{equation*}
U_{r_{\text {quad }}}(\mathcal{X})=\operatorname{quad}\left(U_{r}(\mathcal{X})\right) \tag{3-16}
\end{equation*}
$$

## 3-3-2 Road APF for MIMPC+APF-MPC algorithm

The road APF for the MIMPC+APF-MPC algorithm is a road potential that generates a convex potential which is skewed towards the centre of a given lane. The road potential is a combination of two basic potentials; (1) a road potential which goes to infinity on the edges of the road and is almost flat elsewhere (3-16) and (2) a LINear EXponential (LINEX) loss function [55] to skew it towards the centre of the given lane. The combined mathematical expression is given by

$$
\begin{equation*}
U_{L_{*}, r}(\mathcal{X})=\underbrace{b_{r, *}\left(e^{a_{r, *}\left(Y-Y_{\text {lane }}\right)}-a_{r, *}\left(Y-Y_{\text {lane }}\right)-1\right)}_{\text {LINEX Loss Function }}+\underbrace{\frac{1}{2} \eta \sum_{i}\left(\frac{1}{Y-Y_{i}^{\text {road }}}\right)^{2}}_{\text {Penalty Function }} \tag{3-17}
\end{equation*}
$$

where $a_{r, *}$ and $b_{r, *}$ are constants used to tune the shape of the road potential where $* \in\{0,1\}$

| Lane | Description | Value | Symbol |
| :---: | :---: | :---: | :---: |
| Lane 0 | Rate of Change of Skew for the LINEX loss function | -2 | $a_{r, *}$ |
|  | Scaling Factor for the LINEX loss function | $1 \times 10^{5}$ | $b_{r, *}$ |
|  | Centre of the lane | 1.5 | $Y_{\text {lane }}$ |
| Lane 1 | Rate of Change of Skew for the LINEX loss function | 2 | $a_{r, *}$ |
|  | Scaling Factor for the LINEX loss function | $1 \times 10^{5}$ | $b_{r, *}$ |
|  | Centre of the lane | 4.5 | $y_{\text {lane }}$ |

Table 3-8: Scalar values of constants used to calculate $U_{L_{*}, r}\left(\mathcal{X}_{\mathrm{HV}}\right)$
defines if the road potential is for Lane 0 or Lane $1, Y_{\text {lane }}$ is the lateral position of the given
lane centre, $Y_{i}^{\text {road }}$ is the lateral position of the road boundaries in global road coordinates, $i \in\{1,2\}$ and $\eta$ is a scaling factor. Table 3-8 shows the values of the different constants used in (3-17) for both lanes.

Figure 3-12a and Figure 3-12b show the orthogonal view of the skewed road potential when the selected lane is Lane 0 or Lane 1 respectively. This road potential is approximated to a


Figure 3-12: Orthogonal View of Quadratic Road Potential (a) $U_{L_{0}, r}\left(\mathcal{X}_{\mathrm{HV}}\right)$, (b) $U_{L_{1}, r}\left(\mathcal{X}_{\mathrm{HV}}\right)$
quadratic potential around the CoG of the HV by a Taylor series approximation defined in Appendix A to simplify the MPC optimal control problem. The quadratic road potential for the MIMPC+APF-MPC algorithm is therefore given by

$$
\begin{equation*}
U_{L_{*}, r_{q u a d}}(\mathcal{X})=\operatorname{quad}\left(U_{L_{*}, r}(\mathcal{X})\right) \tag{3-18}
\end{equation*}
$$

## Chapter 4

## Vehicle Control System (VCS)

The race to provide increasingly better systems for driver support has led to competition between automotive manufacturers. This is true even for autonomous vehicles with manufacturers competing with increasingly better features. However, it is to be kept in mind that each of these subsystems has to be integrated into a single module to coordinate with each other to provide high performance of the AV.

Vehicle Control System performs the task of integrating the different goals of the subsystems into a single task and effectively finding a set of actuator inputs to help fulfil these goals. These tasks include but are not limited to energy efficiency, passenger comfort, reference tracking etc. These tasks can be pre-programmed like the bounds for acceleration or jerk which can lead to discomfort of the passengers or can be generated onboard like the path to track generated by the path planner for the vehicle controller to follow. An AV can however only give a certain number of control inputs to track these goals. These inputs for an autonomous ground vehicle are the throttle and the steering angle. VCS also have to deal with both longitudinal and lateral control.

MPC is an optimization-based control strategy which has been widely used in the design on VCS due to its incorporation of the model and constraints of the system and its surroundings, support for multi-input multi-output and the wide range of problems it can solve [56][57]. This chapter is divided as follows; Section 4-1 discusses the formulation of MPC for standard MPC and MIMPC. Section 4-2 introduces the system models used in the APF-MPC and MIMPC + APF-MPC control strategies respectively. Section 4-3 and Section 4-4 expand upon the formulation of the different vehicle models in each strategy and formulates the APF-MPC and MIMPC+APF-MPC control strategies respectively.

## 4-1 Model Predictive Control (MPC)

Model Predictive Control (MPC) is a control strategy in which the control input to be applied to the system is attained by solving a finite horizon optimal control problem online by using
the current state of the system as its initial state. The design of MPC is divided into two parts: (1) the system model defined based on the mathematical model of the system to be controlled and (2) the optimization problem used to attain the desired control input. Figure 41 shows the basic block diagram of MPC control strategy and its interaction with the system under consideration. The system model predicts the system's response to a set of control


Figure 4-1: Block diagram of Model Predictive Control (MPC)[11]
inputs. The set of control inputs represents the control inputs given to the actual system over a finite number of steps. The number of steps represents the prediction horizon of the MPC problem. The optimization defines the cost function and the constraints as a function of the above-mentioned set of control inputs. The cost function obtains the state closest to the reference state by optimizing over the set of control inputs.

Having been first introduced almost half a century ago as Model Predictive Heuristic Control by Richalet, J et.al. [58], MPC has spread its presence over most industries due to ease of implementation, its ability to accurately handle nonlinear dynamics and to cope with hard constraints on controls and states.

If the principles behind the system to be modelled are known, the prediction model is derived using differential equations for the continuous time systems and difference equations for discrete-time systems. Some systems which are a function of both continuous and discretetime variables are written as hybrid systems. The authors in [59] discuss the different hybrid systems used with MPC. If the system is a black box and only the input/output data is available, then the model of the system is developed using system identification. Multiple system models which can be identified from input-output data are shown in [60]. MPC can be classified into standard MPC and MIMPC depending on the presence of integer variables in the system model, cost or constraints. The next two subsections discuss the basic theory of standard MPC and MIMPC respectively.

Let $k=1,2, \ldots N_{p}$ represent the prediction steps of the MPC optimal control problem, $q=1,2, \ldots \infty$ represent the number of loops outside the MPC optimal control problem and
the generalized notation $h_{q+k \mid q}$ indicate the value of the variable $h$ at loop number $q$ and prediction step $k$ based on the value of $h$ from loop zero to $q$. This notation is followed throughout the thesis. The prediction horizon of the MPC problem is denoted by $N_{p}$.

## 4-1-1 Standard MPC Formulation

In this section, we consider the case when all variables associated with the optimal control problem are real-valued. The general form of a discrete-time prediction model with initial state $\mathbf{x}_{q \mid q}$ is given by

$$
\begin{equation*}
\mathbf{x}_{q+k \mid q}=f\left(\mathbf{x}_{q+k-1 \mid q}, \mathbf{u}_{q+k-1 \mid q}\right) \tag{4-1}
\end{equation*}
$$

where $\mathbf{x}_{q+k-1 \mid q} \in \mathbb{R}^{n}$ is the state vector, $\mathbf{u}_{q+k-1 \mid q} \in \mathbb{R}^{m}$ is the input vector, $f\left(\mathbf{x}_{q+k-1 \mid q}, \mathbf{u}_{q+k-1 \mid q}\right)$ is the state equation and $x_{q+k \mid q}$ represents the successor state. The $k$ steps forward solution of (4-1) is denoted as $\mathbf{x}_{q+k-1 \mid q}=\phi\left(q+k-1 ; \mathbf{x}_{q \mid q}, \boldsymbol{u}_{q+k-1}\right)$ where $\boldsymbol{u}_{q+k-1}=\left\{\mathbf{u}_{q+0 \mid q}, \mathbf{u}_{q+1 \mid q}\right.$, $\left.\ldots, \mathbf{u}_{q+k-1 \mid q}\right\}$ is the set of inputs which lead the system from $\mathbf{x}_{q \mid q}$ to $\mathbf{x}_{q+k}$. The case when $(4-1)$ is a linear time-invariant system is given by

$$
\begin{equation*}
\mathbf{x}_{q+k \mid q}=A \mathbf{x}_{q+k-1 \mid q}+B \mathbf{u}_{q+k-1 \mid q} \tag{4-2}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times n}$ is the state transition matrix and $B \in \mathbb{R}^{n \times m}$ is the input matrix
The optimization problem consisting of the objective function, the system dynamics, the system constraints and the terminal constraints is given by

$$
\mathbb{P}_{N_{p}}\left(\mathbf{x}_{q \mid q}\right):=\left\{\begin{array}{cc}
\min _{q+N_{p}-1} & V_{N_{p}}\left(\mathbf{x}_{q \mid q}, \boldsymbol{u}_{q+N_{p}-1}\right)  \tag{4-3}\\
\text { s.t. } & \mathbf{x}_{q+k \mid q}=A \mathbf{x}_{q+k-1 \mid q}+B \mathbf{u}_{q+k-1 \mid q} \\
& \mathbf{x}_{q+k \mid q} \in \mathbb{X}_{q+k} \\
& \mathbf{u}_{q+k-1 \mid q} \in \mathbb{U}_{q+k-1} \\
& \mathbf{x}_{q+N_{p}+1 \mid q} \in \mathbb{X}_{f}
\end{array}\right.
$$

where $\mathbb{X}_{q+k} \subseteq \mathbb{R}^{n}$ is the state constraint, $\mathbb{U}_{q+k-1} \subseteq \mathbb{R}^{m}$ is the input constraint, $\mathbf{x}_{q+N_{p}+1 \mid q}$ is state of the system after $N_{p}$ prediction steps, $\mathbb{X}_{f} \subseteq \mathbb{R}^{n}$ is the terminal constraint and $V_{N_{p}}\left(\mathbf{x}_{q \mid q}, \boldsymbol{u}_{q+N_{p}-1 \mid q}\right)$ is the objective function given by

$$
\begin{equation*}
V_{N_{p}}\left(\mathbf{x}_{q \mid q}, \boldsymbol{u}_{q+N_{p}-1}\right)=\sum_{k=1}^{N_{p}}\{\underbrace{V_{s}\left(\mathbf{x}_{q+k-1 \mid q}, \mathbf{u}_{q+k-1 \mid q}\right)}_{\text {stage cost }}\}+\underbrace{V_{\mathrm{f}}\left(\mathbf{x}_{q+N_{p}+1}\right)}_{\text {terminal cost }} . \tag{4-4}
\end{equation*}
$$

where $\mathbb{X}_{q+k}$ is convex, closed set $\forall q, k, \mathbb{U}_{q+k-1}$ is a convex and compact set at $\forall q, k$ and each of them contains the origin. The objective function encodes performance and safety requirements that have to be optimized under the given constraints. Equation (4-4) shows how the objective cost function of an MPC problem is divided. $V_{s}$ is the stage cost is the cost associated with the input-state pair at each prediction step and $V_{f}$ is the terminal cost which is the cost associated with the state after the final prediction step of the MPC optimal control problem. The system constraints include state, input, output and state-input constraints.

As the constrained optimization problem leads to a non-linear control law, proving closedloop stability is done using the Lyapunov theory. The objective function can be used as the Lyapunov function if a terminal equality constraint $\mathbb{X}_{f}=0$ is added to the stage cost [61]. This idea has then been extended with the addition of a terminal constraint set containing the origin, $\mathbf{x}_{q+N_{p}+1 \mid q} \in \mathbb{X}_{f} \subset \mathbb{X}_{q+k}$ and the addition of terminal cost to the stage cost. The sufficient conditions for proving closed-loop stability and recursive feasibility of a constrained MPC problem when terminal cost or constraints are added to the objective function [62] are: (1) the terminal constraint set is a subset of the state constraint set and is closed, (2) A locally stabilizing controller is employed within the terminal set (3) the terminal constraint set is positively invariant for the locally stabilizing controller employed and (4) the terminal cost function is a local Lyapunov function in the terminal constraint set.

## 4-1-2 Mixed Integer MPC Formulation

MIMPC is an extension of the standard MPC algorithm when the problem contains discrete variables along with continuous variables. A specific form of the MIMPC system model which integrates continuous and logical variables called MLD systems was discussed in [39] and is given by [59]

$$
\begin{array}{r}
\mathbf{x}_{q+k \mid q}=A_{1} \mathbf{x}_{q+k-1 \mid q}+B_{1} \mathbf{u}_{q+k-1 \mid q}+B_{2} \Delta_{q+k-1 \mid q}+B_{3} \mathbf{z}_{q+k-1 \mid q}  \tag{4-5}\\
\quad E_{2} \Delta_{q+k-1 \mid q}+E_{3} \mathbf{z}_{q+k-1 \mid q} \leq E_{4} \mathbf{x}_{q+k-1 \mid q}+E_{1} \mathbf{u}_{q+k-1 \mid q}+E_{5}
\end{array}
$$

where $\mathbf{x}=\left[\mathbf{x}_{c} \mathbf{x}_{d}\right]^{\mathrm{T}} \in \mathbb{R}^{n_{c}} \times \mathbb{B}^{n_{d}}$ is the system state, $\mathbf{u}=\left[\mathbf{u}_{c} \mathbf{u}_{d}\right]^{\mathrm{T}} \in \mathbb{R}^{m_{c}} \times \mathbb{B}^{m_{d}}$ is the system input, $\Delta \in \mathbb{B}^{r_{d}}$ is the set of logical variables and $\mathbf{z} \in \mathbb{B}^{r_{c}}$ is the set of compound variables which represent the product between the logical variables and the system states and inputs. $\mathbf{x}_{c}$ and $\mathbf{u}_{c}$ represent the continuous state and input variables and $\mathbf{x}_{d}$ and $\mathbf{u}_{d}$ represent the integer/discrete state and input variable. The matrices $A_{1} \in \mathbb{R}^{\left(n_{c}+n_{d}\right) \times\left(n_{c}+n_{d}\right)}$, $B_{1} \in \mathbb{R}^{\left(n_{c}+n_{d}\right) \times\left(m_{c}+m_{d}\right)}, C_{1} \in \mathbb{R}^{\left(p_{c}+p_{d}\right) \times\left(n_{c}+n_{d}\right)}, D_{1} \in \mathbb{R}^{\left(p_{c}+p_{d}\right) \times\left(m_{c}+m_{d}\right)}, B_{2} \in \mathbb{R}^{\left(n_{c}+n_{d}\right) \times\left(r_{d}\right)}$ and $D_{2} \in \mathbb{R}^{\left(p_{c}+p_{d}\right) \times\left(r_{d}\right)}, B_{3} \in \mathbb{R}^{\left(n_{c}+n_{d}\right) \times\left(r_{c}\right)}$,and $D_{3} \in \mathbb{R}^{\left(p_{c}+p_{d}\right) \times\left(r_{c}\right)}$ are real constant matrices respectively and $E_{5}$ is a scalar vector.
The solution of (4-5) is represented as

$$
\begin{align*}
\mathbf{x}_{q+k-1 \mid q} & =\phi\left(q+k-1 ; \mathbf{x}_{q \mid q}, \boldsymbol{u}_{q+k-1}, \boldsymbol{\Delta}_{q+k-1}, \boldsymbol{z}_{q+k-1}\right) \\
& =A_{1}^{(q+k-1)} \mathbf{x}_{q \mid q}+\mathcal{C}_{q+k-1}^{\boldsymbol{u}} \boldsymbol{u}_{q+k-1}+\mathcal{C}_{q+k-1}^{\boldsymbol{\Delta}} \boldsymbol{\Delta}_{q+k-1}+\mathcal{C}_{q+k-1}^{\boldsymbol{z}} \boldsymbol{z}_{q+k-1} \tag{4-6}
\end{align*}
$$

where $\boldsymbol{u}_{q+k-1}=\left\{\mathbf{u}_{q+0 \mid q}, \mathbf{u}_{q+1 \mid q}, \ldots, \mathbf{u}_{q+k-1 \mid q}\right\}, \boldsymbol{\Delta}_{q+k-1}=\left\{\Delta_{q+0 \mid q}, \Delta_{q+1 \mid q}, \ldots, \Delta_{q+k-1 \mid q}\right\}$ and $\boldsymbol{z}_{q+k-1}=\left\{\mathbf{z}_{q+0 \mid q}, \mathbf{z}_{q+1 \mid q}, \ldots, \mathbf{z}_{q+k-1 \mid q}\right\}$ are the set of inputs, logical variables and compound variables which lead the system from $\mathbf{x}_{0}$ to $\mathbf{x}_{q+k}$ and

$$
\begin{align*}
\mathcal{C}_{q+k-1}^{u} & :=\left[\begin{array}{llll}
B_{1} & A_{1} B_{1} & \cdots & A_{1}^{q+k-1} B_{1}
\end{array}\right] \\
\mathcal{C}_{q+k-1}^{\Delta} & :=\left[\begin{array}{llll}
B_{2} & A B_{2} & \cdots & A^{q+k-1} B_{2}
\end{array}\right]  \tag{4-7}\\
\mathcal{C}_{q+k-1}^{z} & :=\left[\begin{array}{llll}
B_{3} & A B_{3} & \cdots & A^{q+k-1} B_{3}
\end{array}\right]
\end{align*}
$$

The optimization problem for MIMPC consisting of the linear or quadratic objective function, linear system dynamics and linear system constraints is given by

$$
\mathbb{P}_{N_{p}}\left(\mathbf{x}_{q \mid q}\right)=:\left\{\begin{array}{rc}
\min _{u_{q+N_{p}-1}, \Delta_{q+N_{p}-1}, \boldsymbol{z}_{q+N_{p}-1}} & V_{N_{p}}\left(\mathbf{x}_{q \mid q}, \boldsymbol{u}_{q+N_{p}-1}, \boldsymbol{\Delta}_{q+N_{p}-1}, \boldsymbol{z}_{q+N_{p}-1}\right)  \tag{4-8}\\
\text { s.t. } & \mathbf{x}_{q+k \mid q}=A_{1} \mathbf{x}_{q+k-1 \mid q}+B_{1} \mathbf{u}_{q+k-1 \mid q}+B_{2} \Delta_{q+k-1 \mid q} \\
& +B_{3} \mathbf{z}_{q+k-1 \mid q}, \\
& E_{2} \Delta_{q+k-1 \mid q}+E_{3} \mathbf{z}_{q+k-1 \mid q} \leq E_{4} \mathbf{x}_{q+k-1 \mid q} \\
& +E_{1} \mathbf{u}_{q+k-1 \mid q}+E_{5},
\end{array}\right.
$$

where $V_{N_{p}}\left(\mathbf{x}_{q \mid q}, \boldsymbol{u}_{q+N_{p}-1}, \boldsymbol{\Delta}_{q+N_{p}-1}, \boldsymbol{z}_{q+N_{p}-1}\right)$ is the objective function given by

$$
\begin{equation*}
V_{N_{p}}\left(\mathbf{x}_{q \mid q}, \boldsymbol{u}_{q+N_{p}-1}, \boldsymbol{\Delta}_{q+N_{p}-1}, \boldsymbol{z}_{q+N_{p}-1}\right)=\sum_{k=1}^{N_{p}} V_{s}\left(\mathbf{x}_{q+k-1 \mid q}, \mathbf{u}_{q+k-1 \mid q}, \Delta_{q+k-1 \mid q}, \mathbf{z}_{q+k-1 \mid q}\right) \tag{4-9}
\end{equation*}
$$

## 4-2 Vehicle Model

The design of a vehicle model used in MPC should be done carefully as it plays a major role in the formulation of the control law. The vehicle model in an MPC based control strategy is used to predict the future states of the system given a set of control inputs over the prediction horizon. The mathematical model of a vehicle may consist of vehicle kinematics and/or vehicle dynamics. There are multiple representations of both the vehicle kinematics and dynamics, each with different levels of complexity [63].
Multiple vehicle models are used in this thesis with each to be used for different parts of the control algorithm. Section 4-3-1 describes the mathematical model as the combination of the kinematic vehicle model [64] and the non-linear bicycle model [65], linearized at the current state as the HV and is used in the APF-MPC algorithm. A simplified continuous dynamics which follows the Forward-Euler for vehicle velocity is used to denote the HV in the MIMPC algorithm along with a binary vehicle lane variable as seen in Section 4-4-1. The motion of the obstacles is represented by a Constant Velocity (CV) model is discussed in Section 4-3-2.

## 4-3 APF-MPC Control Strategy

The design of the APF-MPC control strategy brings together the advantages of the APF such as obstacle avoidance and that of MPC and integrates path planning and vehicle control as explained in Section 1-3.

The APF-MPC algorithm uses standard MPC methods as discussed in Section 4-1-1. The formulation of the algorithm is divided into; (1) the formulation of the system model of the HV, (2) the design of the tracking model of the OV, (3) the selection of the time period and the prediction horizon, (4) the formulation of the state and input constraints, (5) the design of the reference trajectories, and (6) the formulation of the cost/ objective function of the APF-MPC algorithm.

## 4-3-1 HV Model (APF-MPC)

The vehicle model for the APF-MPC algorithm uses both the kinematic vehicle model representing the motion of the HV in the global road coordinate frame $[64,66]$ and the non-linear bicycle model representing the interaction between the longitudinal and lateral dynamics of a vehicle [65]. The bicycle model also called a single-track model is a commonly used vehicle dynamics model due to its balance between the representation of actual system dynamics and model complexity. It is called a bicycle model/single track as the left and right wheels (seen in grey) are assumed to behave equally and therefore combined to be represented as a two-wheel model (seen in black) as seen in Figure 4-2. where $\ell_{f}$ and $\ell_{r}$ is the distance between


Figure 4-2: 4-wheel model (grey) vs bicycle model (black)
the CoG and the front and rear wheel axles respectively, wheelbase $\ell=\ell_{f}+\ell_{r}$ and the track $\mathbf{t}$ are vehicle dimensions of the vehicle chassis, and $\mathbf{l}$ and $\mathbf{w}$ are the length and width of the vehicle.

The states of the vehicle model are the longitudinal and lateral position of the HV with respect to the global road coordinate $X_{\mathrm{HV}}, Y_{\mathrm{HV}} \in \mathcal{Y}_{x}:=\left[0, Y_{\max }\right]$ respectively, the lateral and longitudinal velocity of the $\mathrm{HV} v_{x, \mathrm{HV}} \in \mathcal{V}_{x}:=\left[0, v_{x, \max }\right], v_{y, \mathrm{HV}} \in \mathcal{V}_{y}:=\left[-v_{y, \text { max }}, v_{y, \text { max }}\right]$, the yaw angle $\theta_{\mathrm{HV}} \in \mathcal{T}:=\left[-\theta_{\max }, \theta_{\max }\right]$ and the rate of change of yaw angle $\dot{\theta}_{\mathrm{HV}} \in \mathcal{R}:=$ [ $-r_{\max }, r_{\max }$ ]. The control inputs to the system are defined as the vehicle longitudinal acceleration $a_{x, \mathrm{HV}} \in \mathcal{A}_{x}:=\left[-a_{x, \max }, a_{x, \text { max }}\right]$ and the steering wheel angle $\delta_{\mathrm{HV}} \in \mathcal{D}:=\left[-\delta_{\max }, \delta_{\max }\right]$. Figure 4-3 shows the free-body diagram of the bicycle model
where $F_{l_{f}}$ and $F_{l_{r}}$ are the longitudinal tire forces on the front and the rear wheel, $F_{c_{f}}$ and $F_{c_{r}}$ are the lateral tire forces on the front and the rear wheel, $v_{f}$ and $v_{r}$ are the velocities at the front and the rear wheel respectively, $\alpha_{f}$ and $\alpha_{r}$ are the slip angles at the front and the rear wheel respectively, $m$ is the mass of the vehicle and $F=m a_{x, \mathrm{HV}}$ is the external longitudinal force applied to the CoG due the acceleration input.

The kinematics of the vehicle is represented as the combination of a translation and rotation


Figure 4-3: Free body diagram of the bicycle model of the HV
of the local HV coordinates to the stationary global road coordinate and are given by [66]

$$
\begin{align*}
\dot{X}_{\mathrm{HV}} & =v_{x, \mathrm{HV}} \cos \left(\theta_{\mathrm{HV}}\right)-v_{y, \mathrm{HV}} \sin \left(\theta_{\mathrm{HV}}\right) \\
\dot{Y}_{\mathrm{HV}} & =v_{x, \mathrm{HV}} \sin \left(\theta_{\mathrm{HV}}\right)+v_{y, \mathrm{HV}} \cos \left(\theta_{\mathrm{HV}}\right) \tag{4-10}
\end{align*}
$$

The equations denoting the mathematical model of the non-linear bicycle model representing the HV dynamics are derived from the free body diagram shown in Figure $4-3$ using Newton's laws of motion and are given by $[67,68]$

$$
\begin{align*}
\dot{v}_{x, \mathrm{HV}} & =\dot{\theta}_{\mathrm{HV}} v_{y, \mathrm{HV}}+\frac{2 F_{x_{f}}}{m}+\frac{2 F_{x_{r}}}{m}+a_{x, \mathrm{HV}} \\
\dot{v}_{y, \mathrm{HV}} & =-\dot{\theta}_{\mathrm{HV}} v_{x, \mathrm{HV}}+\frac{2 F_{y_{f}}}{m}+\frac{2 F_{y_{r}}}{m}  \tag{4-11}\\
\ddot{\theta}_{\mathrm{HV}} & =\frac{\ell_{f} F_{y_{f}}}{I_{z}}-\frac{\ell_{r} F_{y_{r}}}{I_{z}}
\end{align*}
$$

where $I_{z}$ is the inertia of the vehicle over the axis passing through the CoG of the HV perpendicular to the X-Y plane, and the forces $F_{x_{f}}, F_{x_{r}}, F_{y_{f}}, F_{y_{r}}$ represent the forces applied on the CoG of the HV due to the longitudinal and lateral tire forces and are given by

$$
\begin{align*}
F_{x_{*}} & =F_{l_{*}} \cos \left(\delta_{*, \mathrm{HV}}\right)-F_{c_{*}} \sin \left(\delta_{*, \mathrm{HV}}\right) \\
F_{y_{*}} & =F_{l_{*}} \sin \left(\delta_{*, \mathrm{HV}}\right)+F_{c_{*}} \cos \left(\delta_{*, \mathrm{HV}}\right) \tag{4-12}
\end{align*}
$$

where $* \in[f, r]$. As the thesis assumes that only the front wheels of the vehicle are controllable using the steering angle, $\delta_{r, \mathrm{HV}}=0$ and $\delta_{f, \mathrm{HV}}=\delta_{\mathrm{HV}}$. The longitudinal tire force $F_{l_{*}}$ and lateral tire force $F_{c_{*}}$ can be generally represented as

$$
\begin{align*}
& F_{l_{*}}=f_{l}\left(\alpha_{*}, \mu, s, F_{z}\right) \\
& F_{c_{*}}=f_{c}\left(\alpha_{*}, \mu, s, F_{z}\right) \tag{4-13}
\end{align*}
$$

where $\mu$ is the friction coefficient of the road, $s$ is the slip ratio describing the ratio of the difference between the wheel velocity (the longitudinal velocity of the vehicle based on the angular velocity of the wheel) and the measured longitudinal velocity with the latter and $F_{z}$ is the vertical load of the HV. This thesis assumes that the wheels do not slip on the road and therefore the longitudinal tire forces of the vehicle are assumed to be zero. The lateral tire forces are given by

$$
\begin{align*}
F_{c_{f}} & =-C_{f} \alpha_{f}  \tag{4-14}\\
F_{c_{r}} & =-C_{r} \alpha_{r}
\end{align*}
$$

where $C_{f}$ and $C_{r}$ are the stiffness parameters of the front and rear wheels. Under small angle assumptions, the tire slip angles can be denoted as

$$
\begin{align*}
\alpha_{f} & =\delta_{\mathrm{HV}}-\frac{v_{y_{\mathrm{HV}}}+l_{f} \dot{\theta}_{\mathrm{HV}}}{v_{x_{\mathrm{HV}}}} \\
\alpha_{r} & =\frac{v_{y_{\mathrm{HV}}}-l_{r} \dot{\theta}_{\mathrm{HV}}}{v_{x_{\mathrm{HV}}}} \tag{4-15}
\end{align*}
$$

By substituting (4-12)-(4-15) in (4-11) the non-linear bicycle model with linear tire response is given by

$$
\begin{align*}
\dot{v}_{x, \mathrm{HV}} & =\dot{\theta}_{\mathrm{HV}} v_{y, \mathrm{HV}}+\left(\frac{2 C_{f}}{m}\right)\left(\delta_{\mathrm{HV}}-\frac{v_{y, \mathrm{HV}}+\ell_{f} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \sin \delta_{\mathrm{HV}}+a_{x, \mathrm{HV}} \\
\dot{v}_{y, \mathrm{HV}} & =-\dot{\theta}_{\mathrm{HV}} v_{x, \mathrm{HV}}-\left(\frac{2 C_{f}}{m}\right)\left(\delta_{\mathrm{HV}}-\frac{v_{y, \mathrm{HV}}+\ell_{f} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \cos \delta_{\mathrm{HV}}-\left(\frac{2 C_{r}}{m}\right)\left(\frac{v_{y, \mathrm{HV}}-\ell_{r} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \\
\ddot{\theta}_{\mathrm{HV}} & =-\left(\frac{\ell_{f} C_{f}}{I_{z}}\right)\left(\delta_{\mathrm{HV}}-\frac{v_{y, \mathrm{HV}}+\ell_{f} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \cos \delta_{\mathrm{HV}}+\left(\frac{\ell_{r} C_{r}}{I_{z}}\right)\left(\frac{v_{y, \mathrm{HV}}-\ell_{r} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \tag{4-16}
\end{align*}
$$

The final state equation of the HV with states $\mathbf{x}_{\mathrm{HV}}=\left[v_{x, \mathrm{HV}} X_{\mathrm{HV}} Y_{\mathrm{HV}} v_{y, \mathrm{HV}} \dot{\theta}_{\mathrm{HV}} \theta_{\mathrm{HV}}\right]^{\mathrm{T}}$ and inputs $\mathbf{u}_{\mathrm{HV}}=\left[a_{x, \mathrm{HV}} \delta_{\mathrm{HV}}\right]^{\mathrm{T}}$ is given by
$\dot{\mathbf{x}}_{\mathrm{HV}}=\left[\begin{array}{c}\dot{v}_{x, \mathrm{HV}} \\ \dot{X}_{\mathrm{HV}} \\ \dot{Y}_{\mathrm{HV}} \\ \dot{v}_{y, \mathrm{HV}} \\ \ddot{\theta}_{\mathrm{HV}} \\ \dot{\theta}_{\mathrm{HV}}\end{array}\right]=\left[\begin{array}{c}\dot{\theta}_{\mathrm{HV}} v_{y, \mathrm{HV}}+\left(\frac{2 C_{f}}{m}\right)\left(\delta_{\mathrm{HV}}-\frac{v_{y, \mathrm{HV}}+\ell_{f} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \sin \delta_{\mathrm{HV}}+a_{x, \mathrm{HV}} \\ v_{x, \mathrm{HV}} \cos \left(\theta_{\mathrm{HV}}\right)-v_{y, \mathrm{HV}} \sin \left(\theta_{\mathrm{HV}}\right) \\ v_{x, \mathrm{HV}} \sin \left(\theta_{\mathrm{HV}}\right)+v_{y, \mathrm{HV}} \cos \left(\theta_{\mathrm{HV}}\right) \\ -\dot{\theta}_{\mathrm{HV}} v_{x, \mathrm{HV}}-\left(\frac{2 C_{f}}{m}\right)\left(\delta_{\mathrm{HV}}-\frac{v_{y, \mathrm{HV}}+\ell_{f} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \cos \delta_{\mathrm{HV}}-\left(\frac{2 C_{r}}{m}\right)\left(\frac{v_{y, \mathrm{HV}}-\ell_{r} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \\ -\left(\frac{\ell_{f} C_{f}}{I_{z}}\right)\left(\delta_{\mathrm{HV}}-\frac{v_{y, \mathrm{HV}}+\ell_{f} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \cos \delta_{\mathrm{HV}}+\left(\frac{\ell_{r} C_{r}}{I_{z}}\right)\left(\frac{v_{y, \mathrm{HV}}-\ell_{r} \dot{\theta}_{\mathrm{HV}}}{v_{x, \mathrm{HV}}}\right) \\ \theta_{\mathrm{HV}}\end{array}\right]$

The continuous time output equation is defined as

$$
\mathbf{y}_{\mathrm{HV}}=\left[\begin{array}{c}
v_{x, \mathrm{HV}}  \tag{4-18}\\
v_{y, \mathrm{HV}} \\
\dot{\theta}_{\mathrm{HV}} \\
\theta_{\mathrm{HV}}
\end{array}\right]=\underbrace{\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]}_{C_{c}} \mathbf{x}_{\mathrm{HV}}
$$

| Description | Value | Symbol |
| :--- | :--- | :--- |
| Distance between the CoG of the HVand the front axle | 1.7 | $\ell_{f}$ |
| Distance between the CoG of the HV and the rear axle | 1.7 | $\ell_{r}$ |
| Wheelbase of the HV | 3.4 | $\ell^{\prime}$ |
| Track of the HV | 1.2 | $\mathbf{t}$ |
| Length of the HV | 4.5 | $\mathbf{l}$ |
| Width of the HV | 1.8 | $\mathbf{w}$ |
| Stiffness coefficient of the front wheel of the HV | 98389 | $C_{f}$ |
| Stiffness coefficient of the rear wheel of the HV | 198142 | $C_{r}$ |
| Mass of the HV | 1900 | $m$ |
| Inertial coefficient of the HV | 2865.61 | $I_{z}$ |

Table 4-1: Value of different constants of the HV model (APF-MPC)[12, 13, 14]

Let the current state of the system in loop $q$ be given by $\mathbf{x}(q)=\mathbf{x}_{q \mid q}$ and the current input to the system in loop $q$ be $\mathbf{u}(q)=\mathbf{u}_{q \mid q}$. The linearized model of the HV at the current state and input is written as

$$
\begin{align*}
& \dot{\mathbf{x}}_{\mathrm{HV}}=A_{\mathrm{HV}} \mathbf{x}_{\mathrm{HV}}+B \mathbf{u}_{\mathrm{HV}}  \tag{4-19}\\
& \mathbf{y}_{\mathrm{HV}}=C_{\mathrm{HV}} \mathbf{x}_{\mathrm{HV}}
\end{align*}
$$

The expansions of $A_{\mathrm{HV}}, A_{\mathrm{HV}}$ and $A_{\mathrm{HV}}$ are given in Appendix C.
As the implementation of the APF-MPC controller needs a discrete-time controller, the model obtained above is discretized. As the input to the system model between two steps of an MPC algorithm is piecewise constant, an ZOH method is used to discretize the model [69]. The selection of a sampling time $T$ is discussed in Section 4-3-3. Therefore, the discrete-time state-space model of the HV obtained at each loop is given by

$$
\begin{align*}
& \mathbf{y}_{\mathrm{HV}_{q+k \mid q}}=C_{d, \mathrm{HV}} \mathbf{x}_{\mathrm{HV}}^{q+k \mid q}{ } \tag{4-20}
\end{align*}
$$

where the discrete-time matrices are calculated as

$$
\begin{align*}
& A_{d, \mathrm{HV}}=e^{A_{\mathrm{HV}} T} \\
& B_{d, \mathrm{HV}}=B_{\mathrm{HV}} \int_{0}^{T} e^{A_{\mathrm{HV}} T} d T  \tag{4-21}\\
& \quad C_{d, \mathrm{HV}}=C_{\mathrm{HV}}
\end{align*}
$$

Let us define the vehicle state and input at $q=0$ as

$$
\begin{align*}
\mathbf{x}_{\mathrm{HV}_{\text {base }}} & =\left[\begin{array}{llllll}
v_{x, \mathrm{HV}_{\text {base }}} & X_{\mathrm{HV}_{\text {base }}} & Y_{\mathrm{HV}_{\text {base }}} & v_{y, \mathrm{HV}_{\text {base }}} & \dot{\theta}_{\mathrm{HV}_{\text {base }}} & \theta_{\mathrm{HV}_{\text {base }}}
\end{array}\right]^{T}  \tag{4-22}\\
\mathbf{u}_{\mathrm{HV}_{\text {base }}} & =\left[\begin{array}{ll}
a_{x, \mathrm{HV}_{\text {base }}} & \delta_{\mathrm{HV}_{\text {base }}}
\end{array}\right]^{T}
\end{align*}
$$

and the maximum total velocity $v_{\text {tot, max }}$ of the HV. Let the coordinates of the CoG of the HV in loop $q$ and prediction step $k$ be represented as $\mathcal{X}_{\mathrm{HV}_{q+k \mid q}}=\left[X_{\mathrm{HV}_{q+k \mid q}} Y_{\mathrm{HV}_{q+k \mid q}}\right]^{T}$

## 4-3-2 OV Model

Prediction models are important because they allow for the accurate calculation of the optimal value of the system input given constraints and the objective function. Though the inclusion of these models helps predict the system's future trajectories, there is a need to predict the trajectories of the OV around the HV to generate vehicle inputs that can avoid collisions. The prediction model used to track the evolution of the OV is called as a motion model. A Constant Velocity (CV) motion model is used in this thesis due to its simplicity. The CV motion model is a linear motion model which assumes that the system acceleration is zero. The state transition equation of the CV model is given by

$$
\mathbf{x}_{\mathrm{OV}_{q+k \mid q}}=\underbrace{\left[\begin{array}{cccc}
1 & T & 0 & 0  \tag{4-23}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & T \\
0 & 0 & 0 & 1
\end{array}\right]}_{C_{\mathrm{OV}}} \mathbf{x}_{\mathrm{OV}_{q+k-1 \mid q}}
$$

where $\mathbf{x}_{\mathrm{OV}}=\left[X_{\mathrm{OV}} v_{x, \mathrm{OV}} Y_{\mathrm{OV}} v_{y, \mathrm{OV}}\right]^{\mathrm{T}}$ are the states of all the OV and $T$ is the sampling time of the MPC control algorithm. $X_{\mathrm{OV}}$ and $Y_{\mathrm{OV}}$ are the longitudinal and lateral position and $v_{y, \mathrm{OV}}$ and $v_{y, \mathrm{OV}}$ are the longitudinal and lateral velocities of the OV.

$$
\mathbf{x}_{\mathrm{OV}_{q+k-1 \mid q}}=\left[\begin{array}{c}
X_{\mathrm{OV}_{q+k-1 \mid q}}  \tag{4-24}\\
v_{x,} \mathrm{OV}_{q+k-1 \mid q} \\
Y_{\mathrm{OV}_{q+k-1 \mid q}} \\
v_{y, \mathrm{OV}_{q+k-1 \mid q}}
\end{array}\right]
$$

## 4-3-3 Sampling Period and Horizon Length

The selection of the sampling period and horizon length while designing a generalized MPC optimal control problem should be chosen based on the control task it performs. The selection of these two parameters should obtain good control performance while keeping the computation cost low. Long horizons and small sampling time can help achieve the best performance [70] but this can lead to a very heavy computational load. The selection of the sampling time must also take into account practical considerations such as the frequency of data obtained from the perception block as well the speed of the bus used. While RADAR systems work in the frequency range of $24-79 \mathrm{~Hz}$ [71], cameras and LiDAR systems operate at a higher frequency. The frequency of obtaining data after being processed by the perception block is, therefore, slower than 24 Hz . The sampling period is therefore limited by these factors. A sampling time of 0.1 s or a sampling period of 10 Hz is therefore selected.
The selection of the horizon length is a complicated task that varies based on traffic scenarios. The horizon length can be equated to the amount of time a driver takes to respond to an obstacle and to react to it. The authors in [72] studied the response time of participants driving in a simulator in a cut-in scenario. An average response time of 1.05 s with a standard deviation of 0.43 s was seen. A similar study by [73] analyzes the response time of drivers in real-time traffic for a braking scenario. The response time of the participants was between $0.433-1 \mathrm{~s}$. Therefore a horizon length of 1 s is chosen with a sampling time of 0.1 s with 10 prediction steps.

| Description | Value | Symbol |
| :--- | :--- | :--- |
| Sampling time | 0.1 | $T$ |
| Prediction horizon | 10 | $N_{p}$ |

Table 4-2: Constants of the APF-MPC control strategy

## 4-3-4 Constraints

The constraints in the APF-MPC optimization problem are designed to take into account the limits of the vehicle actuators, the comfort of the human passengers, the limits in terms of road boundaries and rules of traffic and are integrated into the optimization problem to generate a safe and comfortable path for the HV to follow. The constraints are

- The constraint on the longitudinal velocity of the HV is given by the

$$
\begin{equation*}
v_{x_{\min }} \leq v_{x, \mathrm{HV}_{q+k \mid q}} \leq v_{x_{\max }} \tag{4-25}
\end{equation*}
$$

where the minimum value of the longitudinal velocity of the $\mathrm{HV} v_{x_{\text {min }}}$ is zero as the vehicle cannot move in the reverse direction as assumed in Section 1-4 and $v_{x_{\text {max }}}$ is the maximum longitudinal velocity of the HV and is calculated as [74]

$$
\begin{equation*}
v_{x_{\max }}=v_{\mathrm{tot}, \max } \cos \beta_{\max } \tag{4-26}
\end{equation*}
$$

where $\beta_{\max }$ is the maximum vehicle sideslip angle.

- The constraint on the lateral position of the HV is given by

$$
\begin{equation*}
y_{\min } \leq Y_{\mathrm{HV}}^{q+k \mid q}{ } \leq y_{\max } \tag{4-27}
\end{equation*}
$$

where $y_{\max }$ and $y_{\text {min }}$ are the lateral position of the road boundaries.

- The constraint on the lateral velocity of the HV is given by the

$$
\begin{equation*}
v_{y_{\text {min }}} \leq v_{y, \mathrm{HV}_{q+k \mid q}} \leq v_{y_{\max }} \tag{4-28}
\end{equation*}
$$

where is $v_{y_{\text {max }}}$ is the maximum lateral velocity of the HV and $v_{y_{\text {min }}}$ is the minimum value of the lateral velocity of the HV is equal to $-v_{y_{\max }}$. The maximum lateral velocity is given by [74]

$$
\begin{equation*}
v_{y_{\text {max }}}=v_{\text {tot }, \text { max }} \sin \beta_{\text {max }} \tag{4-29}
\end{equation*}
$$

- The constraint of the rate of change of heading angle of the HV is given by

$$
\begin{equation*}
\dot{\theta}_{\min } \leq \dot{\theta}_{\mathrm{HV}_{q+k \mid q}} \leq \dot{\theta}_{\max } \tag{4-30}
\end{equation*}
$$

where is $\dot{\theta}_{\text {max }}$ is the maximum yaw rate of the HV and $\dot{\theta}_{\text {min }}$ is the minimum yaw rate of the HV is equal to $-\dot{\theta}_{\text {max }}$. The maximum yaw rate is a function of the friction coefficient of the road $\mu$ and the longitudinal velocity of the host vehicle and is given by

$$
\begin{equation*}
\dot{\theta}_{\max }=\frac{\mu g}{v_{x, \mathrm{HV}_{q+k \mid q}}} \tag{4-31}
\end{equation*}
$$

where $g$ is the acceleration due to gravity.

- The constraint on the HV heading angle is given by

$$
\begin{equation*}
\theta_{\min } \leq \theta_{\mathrm{HV}_{q+k \mid q}} \leq \theta_{\max } \tag{4-32}
\end{equation*}
$$

where is $\theta_{\text {max }}$ is the maximum yaw rate of the HV and $\theta_{\text {min }}$ is the minimum yaw rate of the HV is equal to $-\theta_{\text {max }}$.

- The constraint on the longitudinal acceleration of the HV is given by the

$$
\begin{equation*}
a_{x_{\min }} \leq a_{x, \mathrm{HV}_{q+k-1 \mid q}} \leq a_{x_{\max }} \tag{4-33}
\end{equation*}
$$

where $a_{x_{\text {max }}}$ is the maximum acceleration and $a_{x_{\min }}$ is the maximum deceleration of the HV. The maximum acceleration of the car is a function of the friction coefficient of the road. Assuming a wet road for better traction, the maximum acceleration/ deceleration of the car is given by

$$
\begin{equation*}
a_{x_{\max }}=-a_{x_{\min }}=\mu g \tag{4-34}
\end{equation*}
$$

- The constraint on the steering angle of the HV is given by

$$
\begin{equation*}
\delta_{\min } \leq \delta_{\mathrm{HV}_{q+k-1 \mid q}} \leq \delta_{\max } \tag{4-35}
\end{equation*}
$$

where is $\delta_{\max }$ is the maximum yaw rate of the HV and $\delta_{\min }$ is the minimum yaw rate of the HV is equal to $-\delta_{\max }$. The maximum steering wheel angle is given by [74]

$$
\begin{equation*}
\delta_{\max }=\frac{\ell \mu g}{v_{x, \mathrm{HV}_{q+k \mid q}}} \tag{4-36}
\end{equation*}
$$

These constraints are grouped together for loop $q$ and prediction step $k$ and the group of linear constraints are of the form

$$
A_{\mathrm{ineq}, \mathrm{APF}-\mathrm{MPC}_{q+k}}^{\left[\begin{array}{c}
\mathbf{x}_{\mathrm{HV}}^{q+k \mid q}  \tag{4-37}\\
\mathbf{u}_{\mathrm{HV}}^{q+k-1 \mid q}
\end{array}\right.} \underbrace{}_{\psi_{\mathrm{APF}-\mathrm{MPC}_{q+k \mid q}}} \leq b_{\mathrm{ineq}^{2}, \mathrm{APF}-\mathrm{MPC}_{q+k}}
$$

and the extension of $\psi_{{\mathrm{APF}-\mathrm{MPC}_{q+k \mid q}}}$ over the prediction horizon be defined as

$$
\Psi_{\mathrm{APF}-\mathrm{MPC}_{q+N_{p} \mid q}}=\left[\begin{array}{llll}
\psi_{\mathrm{APF}-\mathrm{MPC}_{q+1 \mid q}} & \psi_{{\mathrm{APF}-\mathrm{MPC}_{q+2 \mid q}}} \ldots & \psi_{\mathrm{APF}-\mathrm{MPC}_{q+N_{p} \mid q}} \tag{4-38}
\end{array}\right]
$$

| Description | Value | Symbol |
| :--- | :--- | :--- |
| Maximum total velocity | 41.667 | $v_{\text {tot,max }}$ |
| Maximum vehicle sideslip angle | $\frac{3}{180} \pi$ | $\beta_{\max }$ |
| Friction coefficient | 0.4 | $\mu$ |
| Acceleration due to gravity | 9.86 | $g$ |
| Maximum yaw rate | $\frac{5}{180} \pi$ | $\theta_{\max }$ |

Table 4-3: Constants to calculate the constraints of the APF-MPC control strategy

## 4-3-5 Reference Trajectories

The calculation of reference values for output $\mathbf{y}_{\mathrm{HV}}$ and input $\mathbf{u}_{\mathrm{HV}}$ is discussed below where the outputs and inputs are as defined in (4-20).

The output reference at loop $q$ and prediction step $k \mathbf{y}_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}}$ consisting of reference values for all the output variables as defined in (4-18)is given by

$$
\mathbf{y}_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}}=\left[\begin{array}{c}
v_{x, \mathrm{HV}, \mathrm{ref}_{q+k \mid q}}  \tag{4-39}\\
v_{y, \mathrm{HV}, \mathrm{ref}_{q+k \mid q}} \\
\dot{\theta}_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}} \\
\theta_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}}
\end{array}\right]
$$

where $v_{x, \mathrm{HV}, \text { ref }_{q+k \mid q}}$ is the longitudinal velocity reference, $v_{y, \mathrm{HV}, \mathrm{ref}_{q+k \mid q}}$ is the lateral velocity reference, $\dot{\theta}_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}}$ is the reference for rate of change of the heading angle and $\theta_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}}$ is the reference for heading angle at loop $q$ and prediction step $k$.
The design of the longitudinal velocity reference $v_{x, \mathrm{HV}, \text { ref }_{q+k \mid q}}$ depends on the five aspects; (1) longitudinal position $X_{\mathrm{OV}_{\mathrm{SL}, f_{q+k \mid k}}}$, longitudinal velocity $v_{x, \mathrm{OV}}^{\mathrm{SL}, f_{q+k \mid k}}$, safe distance measure
$d_{\text {safe }_{\text {SL }, f_{q+k \mid k}}}$ of $\mathrm{OV}_{\mathrm{SL}, f},(2)$ the maximum safe distance $d_{\text {safe }_{\text {max }}}$ as defined in Section 2-2-1, (3) flags $\mathrm{flag}_{\delta_{q+k \mid k}}$ and $\mathrm{flag}_{\mathrm{LC}_{q+k \mid k}}$ as defined in Section 2-2-2, (4) longitudinal position $X_{\mathrm{HV}_{q+k \mid k}}$ and longitudinal velocity $v_{x, \mathrm{HV}_{q+k \mid k}}$ the HV and (5) longitudinal vehicle velocity at $q=0$ $v_{x, \mathrm{HV}_{\text {base }}}$ as defined in (4-22).
Let the equations in (4-40) represent the logical expressions to be used to calculate $v_{x, \mathrm{HV}, \text { ref }_{q+k \mid q}}$. These expressions are used to ensure the safety of the vehicle to prevent collision due to sudden deceleration of $\mathrm{OV}_{\mathrm{SL}, f}$ when the lane change is not possible. Equation (4-40a) checks if the velocity of the HV is less than that of $\mathrm{OV}_{\mathrm{SL}, f}$. Equation (4-40b) checks if the relative distance between the HV and $\mathrm{OV}_{\mathrm{SL}, f}$ is greater than the maximum safe distance plus a term dependent on their relative velocity to always maintain a distance greater than the maximum safe distance to have enough time to react to any sudden deceleration.

$$
\begin{align*}
& v_{x, \mathrm{HV}_{q+k \mid k}}-v_{\mathrm{OV}_{\mathrm{SL}, f_{q+k \mid k}}} \leq 0  \tag{4-40a}\\
& X_{\mathrm{OV}_{\mathrm{SL}, f_{q+k \mid q}}}-X_{\mathrm{HV}_{q+k \mid k}} \leq d_{\mathrm{safe}_{\text {max }}}+2 N_{p} T\left(v_{x, \mathrm{HV}_{q+k \mid k}}-v_{\mathrm{OV}_{\mathrm{SL}, f_{q+k \mid k}}}\right) \tag{4-40~b}
\end{align*}
$$

Algorithm 3 shows the algorithm used to obtain the correct longitudinal velocity reference.

```
Algorithm 3: Algorithm to calculate \(v_{x, \mathrm{HV}, \text { ref }_{q+k \mid q}}\)
```



```
        \(\operatorname{flag}_{\mathrm{LC}_{q+k \mid k}}, v_{x, \mathrm{HV}}^{\text {base }}\)
Result: \(v_{x, H V, \mathrm{ref}_{q+k \mid q}}\)
begin
    if \(f l a g_{\delta} \leftarrow\) true then
        if flag \(_{L C} \leftarrow\) false \& \((4-40 \mathrm{a}) \leftarrow\) true \& \((4-40 \mathrm{~b}) \leftarrow\) true then
            Set: \(v_{x, H V, r e f_{q+k \mid q}}=v_{O V_{S L, f_{q+k \mid k}}}\)
        else
            Set: \(v_{x, H V, r e f_{q+k \mid q}}=v_{x, H V_{\text {base }}}\)
    else
        Set: \(v_{x, H V, r e f_{q+k \mid q}}=v_{x, H V_{\text {base }}}\)
```

The working of Algorithm 3 is as follows: The algorithm

- sets the reference velocity equal to the velocity of $\mathrm{OV}_{\mathrm{SL}, f}$ if
- if $\mathrm{OV}_{\mathrm{SL}, f}$ exists
- if Algorithm 1 decides that lane change is not possible.
- if the velocity of the $\mathrm{OV}_{\mathrm{SL}, f}$ is greater than $v_{x, \mathrm{HV}_{q+k \mid k}}$
- if the distance between the HV and $\mathrm{OV}_{\mathrm{SL}, f}$ is greater than the maximum safe distance plus a term based on the relative velocity
- else the reference velocity is set as $v_{x, \mathrm{HV}_{\text {base }}}$.
- checks if $\mathrm{OV}_{\mathrm{SL}, f}$ exists. If yes
- checks if
* if lane change is not possible (Algorithm 1)
* if the velocity of the $\mathrm{OV}_{\mathrm{SL}, f}$ is greater than $v_{x, \mathrm{HV}_{q+k \mid k}}$
* if the distance between the HV and $\mathrm{OV}_{\mathrm{SL}, f}$ is greater than the maximum safe distance plus a term based on the relative velocity
if all the above conditions are true then sets the reference velocity equal to the velocity of $\mathrm{OV}_{\mathrm{SL}, f}$
- else sets the reference velocity equal to the velocity of $v_{x, \mathrm{HV}_{\text {base }}}$
- if no then sets the reference velocity equal to the velocity of $v_{x, \mathrm{HV}_{\text {base }}}$

The idea behind the algorithm is to maintain a distance greater than that of the maximum safety distance from $\mathrm{OV}_{\mathrm{SL}, f}$ if the lane change is not possible and if the velocity of $\mathrm{OV}_{\mathrm{SL}, f}$ is greater than that of the HV which can lead to a collision if the HV does not decelerate. The idea behind checking in two steps rather than using a single if statement is due to the fact that the longitudinal position $X_{\mathrm{OV}_{\mathrm{SL}, f_{q+k \mid k}}}$, longitudinal velocity $v_{x, \mathrm{OV}}^{\mathrm{SL}, f_{q+k \mid k}}$, safe distance measure $d_{\text {safesL }_{\text {S }} f_{q+k \mid k}}$ of $\mathrm{OV}_{\mathrm{SL}, f}$ are undefined when $\mathrm{flag}_{\delta}=0$.
The lateral velocity reference $v_{y, \mathrm{HV}, \text { ref }_{q+k \mid q}}$ is given by [75]

$$
\begin{equation*}
v_{y, \mathrm{HV}, \mathrm{ref}_{q+k \mid q}}=v_{x, \mathrm{HV}, \mathrm{ref}_{q+k \mid q}} \tan \beta_{s s} \tag{4-41}
\end{equation*}
$$

where $\beta_{s s}$ is the steady state vehicle side slip angle defined as the angle between the longitudinal direction of the local HV coordinate frame and the direction of movement of the host vehicle and is given by

$$
\begin{equation*}
\beta_{s s}=2 \rho\left(\ell_{r}-\frac{m \ell_{f} v_{x, \mathrm{HV}}^{q+k \mid k}}{2}\right) \tag{4-42}
\end{equation*}
$$

where $\rho$ is the curvature of the path taken by the HV and is given by [76]

$$
\begin{equation*}
\rho=\frac{1}{\sqrt{\ell_{r}^{2}+\ell^{2} \cot \delta_{\mathrm{HV}_{q+k \mid k}}}} \tag{4-43}
\end{equation*}
$$

As only straight roads are considered in this thesis, and with the assumption that the vehicle changes heading angle for only a very short period of time when it changes lanes, the heading angle reference $\theta_{\mathrm{HV}, \operatorname{ref}_{q+k \mid q}}$ is assumed to be zero. This also leads to the yaw rate reference $\dot{\theta}_{\mathrm{HV}, \text { ref }_{q+k \mid q}}$ to be set as zero.

$$
\begin{align*}
\theta_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}} & =0  \tag{4-44}\\
\dot{\theta}_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}} & =0
\end{align*}
$$

The input reference at loop $q$ and prediction step $k$ is given by $\mathbf{u}_{\mathrm{HV}, \operatorname{ref}_{q+k \mid q}}$ consists of reference values for all the input variables of the APF-MPC prediction model and is given as

$$
\mathbf{u}_{\mathrm{HV}, \mathrm{ref}_{q+k-1 \mid q}}=\left[\begin{array}{c}
a_{x, \mathrm{HV}, \mathrm{ref}_{q+k-1 \mid q}}  \tag{4-45}\\
\delta_{\mathrm{HV}, \mathrm{ref}_{q+k-1 \mid q}}
\end{array}\right]
$$

As the number of changes in reference vehicle velocity is very low while travelling on a highway due to a low number of interactions with OV, the longitudinal acceleration $a_{x, \mathrm{HV}, \mathrm{ref}_{q+k-1 \mid q}}$ reference is taken as zero to avoid erratic behaviour due to transient changes in reference acceleration. As this thesis assumes a straight road, the HV is driving a straight line in the majority of driving situations, the reference steering wheel angle $\delta_{\mathrm{HV}, \text { ref }_{q+k-1 \mid q}}$ to be zero.

$$
\begin{align*}
a_{x, \mathrm{HV}, \mathrm{ref}_{q+k-1 \mid q}} & =0 \\
\delta_{\mathrm{HV}, \mathrm{ref}_{q+k-1 \mid q}} & =0 \tag{4-46}
\end{align*}
$$

| Description | Value | Symbol |
| :--- | :--- | :--- |
| Maximum safe distance | 230 | $d_{\text {safe }_{\text {max }}}$ |
| Length of Region Of Interest around the HV | 460 | $d_{\text {ROI }}$ |

Table 4-4: Constants to calculate the references of the APF-MPC control strategy

## 4-3-6 Objective Function

The objective function of a generic MPC algorithm is used to fulfil the required goals of the control task and depends on the problem domain. The objective function generally consists of multiple costs each corresponding to a particular goal.

The integration of the planning and vehicle control blocks is achieved by the addition of weighted obstacle APF for all the obstacles (3-14) and road APF (3-16) as terms to the MPC objective function. Quadratic approximations of the obstacle potential is used to reduce the computation time. The objective function used for the APF-MPC algorithm of a single step of the MPC optimal control problem for loop number $q$ and prediction step $k$ is given by

$$
\begin{align*}
& V_{k, \operatorname{APF}-\mathrm{MPC}}\left(\mathbf{x}_{q \mid q}, \psi_{\mathrm{APF}-\mathrm{MPC}_{q+k \mid q}}\right)=\underbrace{\left\|\mathbf{y}_{H V_{q+k \mid q}}-\mathbf{y}_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}}\right\|_{W_{\mathbf{y}}}^{2}} \\
& \text { (A) } \\
& +\underbrace{\left\|\mathbf{u}_{\mathrm{HV}_{q+k-1 \mid q}}-\mathbf{u}_{\mathrm{HV}, \operatorname{ref}_{q+k-1 \mid q}}\right\|_{W_{\mathbf{u}}}^{2}}_{\text {(B) }}+\underbrace{\| \mathbf{u}_{\mathrm{HV}_{q+k-1 \mid q}}-\mathbf{u}_{\mathrm{HV}}^{q+k-2 \mid q}}_{\text {(C) }} \|_{W_{\tilde{\mathbf{u}}}}^{2}  \tag{4-47}\\
& +\underbrace{U_{o}\left(\mathcal{X}_{\mathrm{HV}_{q+k \mid q}}\right) W_{o}}_{(\mathrm{D}}+\underbrace{U_{r_{\text {quad }}}\left(\mathcal{X}_{\mathrm{HV}_{q+k \mid q}}\right) W_{r}}_{(\mathrm{E}}
\end{align*}
$$

where $W_{*}$ where $* \in\{\mathbf{y}, \mathbf{u}, \tilde{\mathbf{u}}, o$ and $r\}$ represents the weights on the output, input, rate of change of vehicle input, the obstacle potential and the road potential respectively, $\mathbf{y}_{H V}$,ref and $\mathbf{u}_{\mathrm{HV} \text {,ref }}$ are the reference values for output and input variables respectively and $\|\Gamma\|_{W_{*}}^{2}=$ $\Gamma^{T} W_{*} \Gamma$ where $\Gamma$ is a variable vector. The different costs associated with the objective function are given as follows: (A) represents the cost used to keep selected vehicle states close to their respective reference values, (B) represents the cost used to keep the vehicle inputs close to their

| Description | Value | Symbol |
| :--- | :---: | :---: |
| Weight on the output variables | $\left[\begin{array}{cccc}5 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1000\end{array}\right]$ |  |
| Weight on the input variables | $W_{\mathbf{y}}$ |  |
| Weight on the rate of change of input variables | $\left[\begin{array}{cc}0 & 0 \\ 0 & 1000\end{array}\right]$ | $W_{\mathbf{u}}$ |
| Weight on the total approximated obstacle potential | $\left[\begin{array}{ll}0 & 0 \\ 0 & 100\end{array}\right]$ | $W_{\tilde{\mathbf{u}}}$ |
| Weight on the road potential | 0.25 | $W_{o}$ |

Table 4-5: Weights of the objective function of the APF-MPC control strategy
reference value, (C) represents the cost on the rate of change of vehicle inputs, (D) represents the total potential of all the obstacles and (E) is the cost of the total road potential. As the costs are convex and quadratic in nature, the computation load of the optimization problem is low even with the additional approximations of the obstacle potentials.

Figure 4-4 shows the flowchart of the APF-MPC algorithm. The algorithm starts by receiving


Figure 4-4: Flowchart of the APF-MPC Control Strategy
the position and velocity data from all the OV within the ROI as well as the states of the HV. This data is used to calculate the safe distance measures for all OV as discussed in Section
$2-2-1$ and the lane change flag as discussed in Section 2-2-2. The OV data, the calculated safe distance measures and $\mathrm{flag}_{\mathrm{LC}}$ are given as input to the reference generation block which generates the required references. The values of the calculated safe distance measures and flag $_{\mathrm{LC}}$ remain do not change for a given loop $q$. The generation of the convex obstacle potential and its quadratic approximation along with the quadratic approximation of the road potential occurs at each prediction step $k$ whereas the linearization of the HV model every loop $q$.
The reference data along with OV data, HV data, and the safe distance measures are given as the input to the APF-MPC block which solves the optimal control problem. The final APF-MPC optimization problem for a given loop $q$ is given by
where $\mathbf{x}_{\mathrm{OV}_{q \mid q}}$ is the state of the OV in loop $q$. The generated optimized vehicle input is then given as input to the vehicle actuators.

## 4-4 MIMPC+APF-MPC Control Strategy

The MIMPC+APF-MPC control strategy uses MIMPC and APF-MPC algorithms successively in a loop to produce a safe path. While the MIMPC uses a hybrid model with MLD constraints to generate an optimal lane to travel in, the APF-MPC algorithm takes this optimal lane as an input to design a road potential unique to the optimal lane generated to change lanes while avoiding obstacles. This section is divided into three subsections: Section 4-4-1 shows the MIMPC algorithm along with defining logical constraints to select the optimal lane based on OV data, Section 4-4-2 extends the APF-MPC algorithm defined in Section 4-3 to work with the lane input. The final MIMPC+APF-MPC control strategy is discussed in Subsection 4-4-3.

## 4-4-1 MIMPC

The basic idea of an MIMPC optimal control problem has been discussed in Section 4-12. The MIMPC optimal control problem is based on the framework developed in [39] for a system with linear dynamics with both real and integer-valued variables conditioned on a set of logical constraints which are a function of both logical and real-valued variables. The idea is to rewrite these logical constraints as a set of linear inequalities and therefore to write the overall MIMPC optimal control problem to be solved using an MIQP solver.

The formulation of the algorithm is divided into: (1) the formulation of the system model of the HV, (2) the formulation of the tracking model of the OV. The model defined in Section $4-3-2$ is used as the tracking model, (3) the time period and the prediction horizon of the MIMPC and APF-MPC parts of the MIMPC+APF-MPC control strategy are the same as
discussed in Section 4-3-3, (4) the design of the reference trajectories and (5) the formulation of the MLD constraints as well as the state and input constraints, the formulation of the cost/ objective function of the APF-MPC algorithm.

## HV Model (MIMPC)

The vehicle model used for the MIMPC algorithm represents the evolution of the longitudinal velocity $v_{\mathrm{HV}} \in \mathcal{V}:=\left[0, v_{\max }\right]$ of the HV . The vehicle evolution is controlled by the longitudinal system acceleration $a_{\mathrm{HV}} \in \mathcal{A}:=\left[-a_{\max }, a_{\max }\right]$. Both $v_{\mathrm{HV}}$ and $a_{\mathrm{HV}}$ are continuous decision variables. The evolution of the velocity is denoted by a Forward-Euler scheme and is given as

$$
\begin{equation*}
v_{\mathrm{HV}_{q+k \mid q}}=v_{\mathrm{HV}_{q+k-1 \mid q}}+T a_{\mathrm{HV}_{q+k-1 \mid q}} \tag{4-49}
\end{equation*}
$$

where $T$ is a predefined time period.
The system dynamics also contains discrete decision variable $l_{\mathrm{HV}}$ used to select the lane on which the HV travels. As this thesis works with a road with only two lanes, $l_{\mathrm{HV}} \in \mathbb{B}$ is represented as a binary variable. The value of $T$ is given by the sampling time of the MPC algorithm and is discussed further in this chapter.
Let us define the velocity metric $v_{j, \mathrm{HV}}^{q+k \mid q}, ~$ distance metric $d_{j, \mathrm{HV}}^{q+k \mid q}$ and $l_{j, \mathrm{HV}}^{q+k \mid q}$ lane metric which represents the relative velocity, the relative longitudinal distance and the lane difference between the host and the $j^{\text {th }}$ obstacle vehicle and are defined as

$$
\begin{gather*}
v_{j, \mathrm{HV}_{q+k \mid q}}=v_{x, \mathrm{OV}_{q+k \mid q}}^{j}-v_{\mathrm{HV}_{q+k \mid q}}  \tag{4-50a}\\
d_{j, \mathrm{HV}_{q+k \mid q}}=d_{j, \mathrm{HV}_{q+k-1 \mid q}}+\tau v_{j, \mathrm{HV}}^{q+k \mid q}  \tag{4-50b}\\
\text { where } d_{j, \mathrm{HV}_{q \mid q}}=X_{\mathrm{OV}_{q \mid q}}^{j}  \tag{4-50c}\\
l_{j, \mathrm{HV}_{q+k \mid q}}=l_{j_{q+k \mid q}}-l_{\mathrm{HV}_{q+k \mid q}}
\end{gather*}
$$

Let us also define flag $_{\mathrm{LC}_{q \mid q}}$ as the lane change flag and $l_{j, \mathrm{HV}_{q \mid q}}$ as the current lane of the HV for loop $q$.

## Reference Trajectories

This section discusses the generation of the reference trajectories used in the MIMPC part of the MIMPC+APF-MPC control strategy. References on the the velocity of the the HV $v_{\mathrm{HV}}^{q+k \mid q}{ }^{\text {a }}$ and the acceleration input $a_{\mathrm{HV}_{q+k-1 \mid q}}$ are used in this thesis.
The velocity reference of the MIMPC part of the MIMPC+APF-MPC control strategy $v_{\mathrm{HV}, \text { ref }_{q+k \mid q}}$ is set using the same procedure as $v_{x, \mathrm{HV}^{\prime} \text { ref }_{q+k \mid q}}$ as discussed in Section 4-3-5 (Algorithm 3). The acceleration reference $a_{\mathrm{HV}, \text { ref }_{q+k-1 \mid q}}$ is set to zero because the number of changes in reference velocity are low due to low interaction between HV and OV while driving on a highway and to reduce transient changes in reference acceleration.

$$
\begin{align*}
v_{\mathrm{HV}, \mathrm{ref}_{q+k \mid q}} & =v_{x, \mathrm{HV}, \mathrm{ref}_{q+k \mid q}}  \tag{4-51}\\
a_{\mathrm{HV}, \mathrm{ref}_{q+k-1 \mid q}} & =0
\end{align*}
$$

## Constraints

Two different sets of constraints are used in the MIMPC algorithm. There are boundary constraints for the continuous and binary variables and MLD constraints
Boundary constraints: Boundary constraints are used to limit the maximum and minimum value of the continuous and discrete variables and are given by

$$
\begin{gather*}
v_{\min } \leq v_{\mathrm{HV}_{q+k \mid q}} \leq v_{\max }  \tag{4-52a}\\
a_{\min } \leq a_{\mathrm{HV}_{q+k-1 \mid q}} \leq a_{\max }  \tag{4-52b}\\
l_{\mathrm{HV}}^{q+k \mid q}  \tag{4-52c}\\
\in \mathbb{B}:=\{0,1\}
\end{gather*}
$$

The values of $v_{\text {max }}, v_{\min }, a_{\max }$ and $a_{\min }$ are equal to the values of $v_{x, \max }, v_{x, \min }, a_{x, \max }$ and $a_{x, \text { min }}$ defined in Section $4-3-5$. The value of $l_{\mathrm{HV}}$ is binary as this thesis uses a two-lane road.
MLD constraints: Mixed-Logical Dynamical (MLD) constraints are constraints based on logical expressions. These expressions are functions of the continuous and integer variables used by the hybrid model representing the HV. Each of these logical expressions can be rewritten as a set of linear inequalities and therefore the MIMPC optimization problem can be converted into a MIQP problem.
Three logical constraints are defined to fulfil a certain role. The first logical constraint is used to maintain the longitudinal safety of the host vehicle i.e, have a relative distance between the HV and the OV in the same lane in-front of the HV to be greater than a given safe distance (Equation (4-53a)). The second and third logical constraints are used to not let the HV not change lanes when flag $_{\mathrm{LC}}=0$ (Equation (4-53b)-(4-53c)). These constraints are mathematically written as

$$
\begin{align*}
& \underbrace{\left[l_{j, \mathrm{HV}}^{q+k \mid q}\right.}_{\alpha_{1, j_{q+k \mid k}}=1} \mid=0] \wedge \underbrace{\left[d_{j, \mathrm{HV}}^{q+k \mid q}\right.}_{\alpha_{2, j_{q+k \mid k}}=1} \mid \geq 0] \quad \Longrightarrow\left[d_{j, \mathrm{HV}_{q+k \mid q}} \geq d_{j, \text { safe }}{ }_{q \mid q}\right]  \tag{4-53a}\\
& \underbrace{\left[l_{j, \mathrm{HV}}^{q+k \mid q}\right.}_{\alpha_{1, j_{q+k \mid k}}=1}=0] \quad \Longrightarrow\left[l_{\mathrm{HV}_{q+k \mid q}}-l_{\mathrm{HV}_{q+k-1 \mid q}}=\operatorname{flag}_{\mathrm{LC}_{q \mid q}}\right]  \tag{4-53b}\\
& \underbrace{\left[l_{j, \mathrm{HV}_{q+k \mid q}}=1\right]}_{\alpha_{3, j_{q+k \mid k}}=1} \Longrightarrow\left[l_{\mathrm{HV}_{q+k \mid q}}-l_{\mathrm{HV}}^{q+k-1 \mid q}-1=-\mathrm{fag}_{\mathrm{LC}_{q \mid q}}\right] \tag{4-53c}
\end{align*}
$$

Let us now define $\alpha_{1, j_{q+k \mid k}}=1, \alpha_{2, j_{q+k \mid k}}=1$ and $\alpha_{3, j_{q+k \mid k}}=1$ which can be written as

$$
\begin{gather*}
{\left[\alpha_{1, j_{q+k \mid k}}=1\right] \Longrightarrow\left[l_{j, \mathrm{HV}_{q+k \mid q}} \leq 0\right] \wedge\left[l_{j, \mathrm{HV}_{q+k \mid q}} \geq 0\right]}  \tag{4-54a}\\
{\left[\alpha_{2, j_{q+k \mid k}}=1\right] \Longrightarrow\left[d_{j, \mathrm{HV}}^{q+k \mid q}\right.}  \tag{4-54b}\\
\geq 0]  \tag{4-54c}\\
{\left[\alpha_{2, j_{q+k \mid k}}=1\right] \Longrightarrow\left[l_{j, \mathrm{HV}}^{q+k \mid q}\right.} \\
\leq 1] \wedge\left[l_{j, \mathrm{HV}}^{q+k \mid q}\right. \\
\geq 1]
\end{gather*}
$$

Let us further define logical variables to obtain a one-on-one logical representation of each logical expression defined in (4-54) as

$$
\begin{equation*}
\left[\beta_{1, j_{q+k \mid k}}=1\right] \Longrightarrow\left[l_{j, \mathrm{HV}}^{q+k \mid q}, ~ \leq 0\right] \tag{4-55a}
\end{equation*}
$$

$$
\begin{align*}
& {\left[\beta_{2, j_{q+k \mid k}}=1\right] \Longrightarrow\left[l_{j, \mathrm{HV}_{q+k \mid q}} \geq 0\right]}  \tag{4-55b}\\
& {\left[\beta_{3, j_{q+k \mid k}}=1\right] \Longrightarrow\left[l_{j, \mathrm{HV}_{q+k \mid q}} \leq 1\right]}  \tag{4-55c}\\
& {\left[\beta_{4, j_{q+k \mid k}}=1\right] \Longrightarrow\left[l_{j, \mathrm{HV}_{q+k \mid q}} \geq 1\right]} \tag{4-55~d}
\end{align*}
$$

Each of these logical expressions can be written as a set of linear inequalities using the relationships provided in Table 4-6. Therefore the equations in (4-54) can be written as

| Representation | Logical Implication | System of Inequaties |
| :---: | :---: | :---: |
| $\mathcal{S}_{\geq}(\delta, f(x), c)$ | $[\delta=1] \Longleftrightarrow[f(x) \geq c]$ | $\left\{\begin{array}{c}(c-m) \delta \leq f(x)-m \\ (M-c-\epsilon) \delta \geq f(x)-c+\epsilon\end{array}\right.$ |
| $\mathcal{S}_{\leq}(\delta, f(x), c)$ | $[\delta=1] \Longleftrightarrow[f(x) \leq c]$ | $\left\{\begin{array}{c}(M-c) \delta \leq M-f(x) \\ (c+\epsilon-m) \delta \geq \epsilon+c-f(x)\end{array}\right.$ |
| $\mathcal{S}_{\wedge}(\delta, \rho, \gamma)$ | $[\delta=1] \Longleftrightarrow[\rho=1] \wedge[\gamma=1]$ | $\left\{\begin{array}{c} -\rho+\delta \leq 0 \\ -\gamma+\delta \leq 0 \\ \rho+\gamma-\delta \leq 1 \end{array}\right.$ |
| $\mathcal{S}_{\vee}(\delta, \rho, \gamma)$ | $[\delta=1] \Longleftrightarrow[\rho=1] \vee[\gamma=1]$ | $\left\{\begin{array}{c} \rho-\delta \leq 0 \\ \gamma-\delta \leq 0 \\ -\rho-\gamma+\delta \leq 1 \end{array}\right.$ |
| $\mathcal{S}_{\Rightarrow}(g, f(x), \delta)$ | $[\delta=0] \Rightarrow[g=0],[\delta=1] \Rightarrow[g=f(x)]$ | $\left\{\begin{array}{c} m \delta \leq g \leq M \delta \\ -M(1-\delta) \leq g-f(x) \leq-m(1-\delta) \end{array}\right.$ |

Table 4-6: Basic Logical Implications and associated system inequalities $\left(f: \mathbb{R} \rightarrow \mathbb{R}\right.$ Linear Function, $M=\max _{x \in X} f(x), m=\min _{x \in X} f(x), X$ Compact Set, $c \in \mathbb{R}$, $\epsilon>0, \delta, \rho, \gamma \in \mathbb{B})[15]$

$$
\begin{align*}
(4-54 \mathrm{a}) & \Longrightarrow
\end{aligned} \begin{aligned}
& \left.\mathcal{S}_{\leq}\left(\beta_{1, j_{q+k \mid k}}, l_{j, \mathrm{HV}_{q+k \mid q}}, 0\right)\right)  \tag{4-56a}\\
& \left.\mathcal{S}_{\geq}\left(\beta_{2, j_{q+k \mid k}}, l_{j, \mathrm{HV}_{q+k \mid q}}, 0\right)\right)  \tag{4-56b}\\
& \mathcal{S}_{\wedge}\left(\alpha_{1, j_{q+k \mid k}}, \beta_{1, j_{q+k \mid k}}, \beta_{2, j_{q+k \mid k}}\right)
\end{align*}, ~(4-54 \mathrm{~b}) \Longrightarrow \mathcal{S}_{\geq}\left(\alpha_{2, j_{q+k \mid k}}, d_{j, \mathrm{HV}_{q+k \mid q}}, 0\right), ~(4-54 \mathrm{c}) \Longrightarrow\left\{\begin{array}{l}
\left.\mathcal{S}_{\leq}\left(\beta_{3, j_{q+k \mid k}}, l_{j, \mathrm{HV}_{q+k \mid q}}, 1\right)\right)  \tag{4-56c}\\
\left.\mathcal{S}_{\geq}\left(\beta_{4, j_{q+k \mid k}}, l_{j, \mathrm{HV}_{q+k \mid q}}, 1\right)\right) \\
\mathcal{S}_{\wedge}\left(\alpha_{3, j_{q+k \mid k}}, \beta_{3, j_{q+k \mid k}}, \beta_{4, j_{q+k \mid k}}\right)
\end{array}\right.
$$

Using the above definitions the equations in (4-53) can be written as

$$
\left.\begin{array}{c}
\alpha_{1, j_{q+k \mid k}} \alpha_{2, j_{q+k \mid k}}\left(d_{j, \mathrm{HV}_{q+k \mid q}}-d_{j, \mathrm{safe}_{q \mid q}}\right) \geq 0 \\
\alpha_{1, j_{q+k \mid k}}\left(l_{\mathrm{HV}_{q+k \mid q}}-l_{\mathrm{HV}_{q+k-1 \mid q}}-\mathrm{flag}_{\mathrm{LC}}^{q \mid q}\right.  \tag{4-57~b}\\
\end{array}\right)=0
$$

$$
\begin{equation*}
\alpha_{1, j_{q+k \mid k}}\left(l_{\mathrm{HV}_{q+k \mid q}}-l_{\mathrm{HV}_{q+k-1 \mid q}}+\operatorname{flag}_{\mathrm{LC}_{q \mid q}}\right)=0 \tag{4-57c}
\end{equation*}
$$

As the expressions in（4－57）are nonlinear in the vehicle state and the defined logical variables， new logical variables are defined to make the equations in（4－57）linear inequalities．The relationship defined for the product of these variables are
－Variables which are combinations of two logical variable，

$$
\phi_{1}:=\phi_{2} \phi_{3}
$$

where $\phi_{2}$ and $\phi_{3}$ are logical variables．Then the variable can be written as a set of inequalities given by

$$
\mathcal{S}_{\wedge}\left(\phi_{1}, \phi_{2}, \phi_{3}\right)
$$

－Variables which are combinations of a logical and a continuous variable，

$$
\phi_{1}:=\phi_{2} \phi_{3}
$$

where $\phi_{2}$ is a logical variable and $\phi_{3}$ is a continuous variable dependent on the state of the vehicle．Then the variable can be written as a set of inequalities given by

$$
\mathcal{S}_{\Rightarrow}\left(\phi_{1}, \phi_{3}, \phi_{2}\right)
$$

By further introducing variables $\gamma_{1, j_{q+k \mid q}}, \gamma_{2, j_{q+k \mid q}}, \gamma_{3, j_{q+k \mid q}}, \gamma_{4, j_{q+k \mid q}}, \gamma_{5, j_{q+k \mid q}}$ and $\gamma_{6, j_{q+k \mid q}}$ to represent the product between two MLD variables or between an MLD variables and a system variable，the equations in $(4-57)$ can be rewritten as

$$
\begin{gather*}
\gamma_{2, j_{q+k \mid q}}-\gamma_{1, j_{q+k \mid q}} d_{j, \text { safe }_{q \mid q}} \geq 0  \tag{4-58a}\\
\gamma_{3, j_{q+k \mid q}}-\gamma_{4, j_{q+k \mid q}}-\alpha_{1, j_{q+k \mid q}} \text { flag }_{\mathrm{LC}_{q \mid q}} \geq 0  \tag{4-58b}\\
\gamma_{5, j_{q+k \mid q}}-\gamma_{6, j_{q+k \mid q}}+\alpha_{2, j_{q+k \mid q}} \text { flag }_{\mathrm{LC}_{q \mid q}} \geq 0 \tag{4-58c}
\end{gather*}
$$

where $\gamma_{1, j_{q+k \mid q}}, \gamma_{2, j_{q+k \mid q}}, \gamma_{3, j_{q+k \mid q}}, \gamma_{4, j_{q+k \mid q}}, \gamma_{5, j_{q+k \mid q}}$ and $\gamma_{6, j_{q+k \mid q}}$ can be expanded as

$$
\begin{align*}
& \gamma_{1, j_{q+k \mid q}}:=\alpha_{1, j_{q+k \mid q}} \alpha_{2, j_{q+k \mid q}} \Longrightarrow \mathcal{S}_{\wedge}\left(\gamma_{1, j_{q+k \mid q}}, \alpha_{1, j_{q+k \mid q}}, \alpha_{2, j_{q+k \mid q}}\right),  \tag{4-59a}\\
& \gamma_{2, j_{q+k \mid q}}:=\gamma_{1, j_{q+k \mid q}} d_{j, \mathrm{HV}_{q+k \mid q}} \Longrightarrow \mathcal{S}_{\Rightarrow}\left(\gamma_{2, j_{q+k \mid q}}, d_{j, \mathrm{HV}_{q+k \mid q}}, \gamma_{1, j_{q+k \mid q}}\right),  \tag{4-59b}\\
& \gamma_{3, j_{q+k \mid q}}:=\alpha_{1, j_{q+k \mid q}} l_{\mathrm{HV}}^{q+k \mid q}, ~ \Longrightarrow \mathcal{S}_{\Rightarrow}\left(\gamma_{3, j_{q+k \mid q}}, l_{\mathrm{HV}_{q+k \mid q}}, \alpha_{1, j_{q+k \mid q}}\right),  \tag{4-59c}\\
& \gamma_{4, j_{q+k \mid q}}:=\alpha_{1, j_{q+k \mid q}} l_{\mathrm{HV}}^{q+k-1 \mid q} \mid ~\left(\mathcal{S}_{\Rightarrow}\left(\gamma_{4, j_{q+k \mid q}}, l_{\mathrm{HV}_{q+k-1 \mid q}}, \alpha_{1, j_{q+k \mid q}}\right)\right. \text {, }  \tag{4-59~d}\\
& \gamma_{5, j_{q+k \mid q}}:=\alpha_{2, j_{q+k \mid q}} l_{\mathrm{HV}}^{q+k \mid q} ⿵ 冂 \mathcal{S}_{\Rightarrow}\left(\gamma_{5, j_{q+k \mid q}}, l_{\mathrm{HV}_{q+k \mid q}}, \alpha_{2, j_{q+k \mid q}}\right),  \tag{4-59e}\\
& \gamma_{6, j_{q+k \mid q}}:=\alpha_{2, j_{q+k \mid q}} l_{\mathrm{HV}}^{q+k-1 \mid q}, ~ \Longrightarrow \mathcal{S}_{\Rightarrow}\left(\gamma_{6, j_{q+k \mid q}}, l_{\mathrm{HV}_{q+k-1 \mid q}}, \alpha_{2, j_{q+k \mid q}}\right), \tag{4-59f}
\end{align*}
$$

By defining $M_{l}$ and $m_{l}$ as the maximum and minimum values of $l_{j, \mathrm{HV}_{q+k \mid q}}$ and $l_{j, \mathrm{HV}_{q+k-1 \mid q}}$ and $M_{l}$ and $m_{l}$ as the maximum and minimum values $d_{j, \mathrm{HV}_{q+k \mid q}}$ respectively in their respective domains，the equations in $(4-56),(4-58)$ and $(4-59)$ can be written as linear inequalities．

The total number of MLD constraints are given by $39 N_{\mathrm{OV}}+3$ where 39 represents the total number of linear inequalities obtained after converting the logical constraints with 3 boundary constraints.

The linear inequalities representing the MLD constraints together with boundary constraints are grouped together for loop $q$ and prediction step $k$ and are written as
where

$$
\begin{equation*}
\psi_{\mathrm{MIMPC}_{q+k \mid q}}=\left[v_{\mathrm{HV}_{q+k \mid q}} l_{\mathrm{HV}_{q+k \mid q}} a_{\mathrm{HV}}^{q+k-1 \mid q}{ }^{\alpha_{1_{q+k \mid k}}} \beta_{1_{q+k \mid k}} \gamma_{1_{q+k \mid k}} \cdots \gamma_{N_{\mathrm{OV}}^{q+k \mid k}}\right] . \tag{4-61}
\end{equation*}
$$

is a variable used to simplify the set of linear inequalities into a compact form where $\alpha_{j_{q+k \mid k}}=$ $\left[{ }^{\alpha_{1, j_{q+k} \mid k}} \cdots \alpha_{3, j_{q+k \mid k}}\right], \beta_{j_{q+k \mid k}}=\left[\beta_{1, j_{q+k \mid k}} \cdots \beta_{4, j_{q+k \mid k}}\right]$ and $\gamma_{j_{q+k \mid k}}=\left[\gamma_{1, j_{q+k \mid k}} \cdots \gamma_{6, j_{q+k \mid k}}\right]$. Let the extension of $\psi_{\text {MIMPC }_{q+k \mid q}}$ over the prediction horizon be defined as

$$
\Psi_{\mathrm{MIMPC}_{N_{p}}}=\left[\begin{array}{llll}
\psi_{\operatorname{MIMPC}_{q+1 \mid q}} & \psi_{\mathrm{MIMPC}_{q+2 \mid q}} & \ldots & \psi_{\mathrm{MIMPC}_{q+N_{p} \mid q}} \tag{4-62}
\end{array}\right]
$$

## Objective Function

The objective function for the MIMPC algorithm is a quadratic cost and the different terms of the cost are:

- Cost for reference tracking of the longitudinal velocity of the HV
- Cost for reference tracking of the longitudinal acceleration of the HV
- Cost for the rate of change of input

The total objective function for loop $q$ and prediction step $k$ is given by

$$
\begin{align*}
& V_{k, \operatorname{MIMPC}}\left(v_{q \mid q}, d_{q \mid q}, l_{q \mid q}, \psi_{\text {MIMPC }_{q+k \mid q}}\right)=\underbrace{\| v_{\mathrm{HV}_{q+k \mid q}}-v_{\mathrm{HV}_{\text {ref }}^{q+k \mid q}}}_{\text {velocity reference tracking }} \|_{W_{\mathrm{v}}}^{2}  \tag{4-63}\\
& +\underbrace{\| a_{\mathrm{HV}}^{q+k-1 \mid q}}_{\text {acceleration reference tracking }}{ }^{-1} a_{\mathrm{HV}, \mathrm{ref}_{q+k-1 \mid q}} \|_{W_{\mathrm{a}}}^{2}+\underbrace{\left\|a_{\mathrm{HV}}^{q+k-1 \mid q}-a_{\mathrm{HV} q+k-2 \mid q}\right\|_{W_{\overline{\mathrm{a}}}}^{2}}_{\text {acceleration increment }}
\end{align*}
$$

where $W_{*}$ where $* \in\{\mathbf{v}, \mathbf{a}$ and $\tilde{\mathbf{a}}\}$ represents the weights on the velocity, acceleration and rate of change of vehicle acceleration respectively and $v_{\mathrm{HV}, \text { ref }}$ and $a_{\mathrm{HV}, \text { ref }}$ are the reference values for velocity and acceleration respectively. The references for velocity and acceleration used for the cost function are the same as the reference of longitudinal velocity and longitudinal acceleration used for the cost function in Section 4-3-5. The algorithm of the MIMPC optimal control problem is as follows: (1) Receiving of obstacle data from the perception block, (2) calculation of the safe distance measures for all the obstacles within the ROI with obstacle data and HV data as input, (3) generation of the references for the MIMPC optimal control problem, (4) MIMPC optimal control problem is optimized to find the optimal lane input which includes the objective function, formulation of the MLD and boundary constraints, the

| Description | Value | Symbol |
| :--- | :---: | :--- |
| Weight on velocity | 1 | $W_{\mathbf{v}}$ |
| Weight on acceleration | 0.01 | $W_{\mathbf{a}}$ |
| Weight on the rate of change of acceleration | 10 | $W_{\tilde{\mathbf{a}}}$ |

Table 4-7: Weights of the objective function of the MIMPC part of the MIMPC + APF-MPC control strategy

Forward-Euler HV model defined in Section 4-4-1 as well as a CV model for the obstacles defined in Section 4-3-2. The final MIMPC optimization problem for a given loop $q$ is given by

## 4-4-2 APF-MPC algorithm with lane input

The APF-MPC part of the MIMPC + APF-MPC control strategy uses the optimal lane input produced by the MIMPC algorithm in Section 4-4-1 (as a solution to (4-64)) as an input for the APF-MPCalgorithm. The optimal lane is used to select the correct road potential to move the vehicle to the correct lane and to help the vehicle stay in the centre of the lane. The sampling time and horizon length, the constraints, and the references used in the APF-MPC part of the MIMPC + APF-MPC control strategy are the same as discussed in 4-3. However, the objective function is extended to select the correct road potential based on the optimal lane input and is given by

where $l_{\text {HV,opt }}$ is the optimal lane generated as the output of the MIMPC algorithm, $U_{L_{0}, r_{q u a d}}\left(\mathcal{X}_{\mathrm{HV}_{q+k \mid q}}\right)$ is the road potential used if the optimal lane input is zero and
$U_{L_{1}, r_{\text {quad }}}\left(\mathcal{X}_{\mathrm{HV}_{q+k \mid q}}\right)$ is the road potential used if the optimal lane input is one and are defined in Section 3-3-2.

| Description | Value | Symbol |
| :---: | :---: | :---: |
| Weight on the output variables | $\left[\begin{array}{cccc}50 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$ | $W_{\text {y }}$ |
| Weight on the input variables | $\left[\begin{array}{cc}100 & 0 \\ 0 & 100\end{array}\right]$ | $W_{\mathbf{u}}$ |
| Weight on the rate of change of input variables | $\left[\begin{array}{cc}100 & 0 \\ 0 & 1000\end{array}\right]$ | $W_{\tilde{\mathbf{u}}}$ |
| Weight on the total approximated obstacle potential | 0.5 | $W_{o}$ |
| Weight on the road potential | 10 | $W_{r}$ |

Table 4-8: Weights of the objective function of the APF-MPC part of the MIMPC + APF-MPC control strategy

The algorithm runs as follows: (1) Gathering the OV and HV data, (2) calculation of the safe distance measures for all OV, (3) Calculation of the reference trajectories, (4) start of the APF-MPC optimal control problem with an extended objective which includes road potential based on optimal lane input, combined obstacle potential for all the OV after convexification and quadratic approximation, cost on reference tracking for the input and for selected states, and cost on the rate of change of input (4-65). The optimal control problem of the APF-MPC algorithm for loop $q$ is given by
 where $\mathbf{x}_{\mathrm{OV}_{q \mid q}}$ is the state of the OV in loop $q$.

## 4-4-3 Combining APF-MPC and MIMPC

The MIMPC algorithm and the APF-MPC algorithm are used successively in a loop to generate a set of optimal inputs for the HV. The idea behind combining APF-MPC algorithm with and MIMPC algorithm is to generate a road potential based on the optimal lane output of the MIMPC algorithm. The advantage of the improved road potential is the movement of the HV towards the centre of the optimal lane while taking into account the system dynamics and constraints while also maintaining a safe distance from OV in front. The road potentials for each of the lanes are defined in Section 3-3-2. Figure 4-5 shows the flowchart of the APFMPC and MIMPC control strategy and how the MIMPC algorithm formulated in Section $4-4-1$ is combined with APF-MPC algorithm defined in Section 4-4-2. Algorithm 4 shows


Figure 4-5: Flowchart of the MIMPC+APF-MPC Control Strategy
the basic pseudo code for the The algorithm works as follows: (1) The vehicle takes the

```
Algorithm 4: Algorithm MIMPC+APF-MPC Control Strategy.
Data: \(\mathbf{x}_{q \mid q}, \mathbf{x}_{\mathrm{OV}_{q \mid q}}, \mathbf{x}_{\mathrm{HV}}^{\text {base }}, ~, \mathbf{u}_{\mathrm{HV}}^{\text {base }}, T, N_{p}, v_{\text {tot }, \text { max }}\)
Result: \(\Psi_{\text {APF }-\mathrm{MPC}_{N_{p}}}\)
begin
    flag \(_{\mathrm{LC}_{q \mid q}}=\) CalculateLCFlag /* using Algorithm 1 */
    \(d_{j, \text { safe }_{q \mid q}}, d_{\text {safe }_{\text {max }}}=\) CalulateSF() /* Calculate the Safe Distance Measures for
        all OV (2-1) */
        \(v_{\mathrm{HV}, \text { ref }_{q+k \mid q}}, a_{\mathrm{HV}, \text { ref }_{q+k-1 \mid q}},{\mathbf{y H V}, \text { ref }_{q+k \mid q}}, \mathbf{u}_{\mathrm{HV}, \text { ref }_{q+k \mid q}}=\) GenerateRefTraj() /* Generate
        Reference Trajectories for MIMPC and APF-MPC algorithms using
        (4-39)-(4-46), (4-51) */
        \(l_{\mathrm{HV}, \text { opt }}=\) Solve: \(\mathbb{P}_{\text {MIMPC }, N_{p}}\left(v_{q \mid q}, d_{q \mid q}, l_{q \mid q}, \mathbf{x}_{O V_{q \mid q}}\right) \quad\) ** Generate Optimal Lane (4-64)
        */
        \(\mathbf{u}_{\mathrm{HV}, \mathrm{opt}}=\) Solve: \(\mathbb{P}_{A P F-M P C, N_{p}}\left(\mathbf{x}_{q \mid q}, \mathbf{x}_{O V_{q \mid q}}, l_{H V, \text { opt }}\right) \quad / *\) Generate Optimal Input
        (Acceleration and Steering Angle) for the HV (4-66) */
```

HV and OV data to calculate the lane change flag using the CalculateLCFlag function as defined by Algorithm 1 and calculate the safe distance measures for all the OV within the ROI represented by the CalculateSF function respectively, (2) The reference trajectories for
the MIMPC and the APF-MPC algorithm are generated based as discussed in Section 4-4-1 and Section 4-3-5 respectively and is represented by the GenerateRefTraj function, (3) the MIMPC optimal control problem is run using the above calculated data along with the HV and OV data to generate the optimal lane, (5) this optimal lane along with the input given to the MIMPC optimal control problem is given as an input to the APF-MPC optimal control problem. This calculates the quadratic approximations of the road and obstacle potentials as defined in Chapter 3 and the optimal input for the HV is generated.

## Chapter 5

## Simulations and Results

This chapter presents the results of simulations that run the APF-MPC and the MIMPC+APFMPC control strategies defined in Chapter 4. The simulations were run using the help of the YALMIP toolbox for MATLAB to model the optimization problems.

YALMIP [77] is a MATLAB toolbox specifically designed to model and solve optimization problems using a set of inbuilt or external solvers. The use of YALMIP to solve optimization problems simplifies the development of the optimization problem. Initially introduced to solve Semi-Definite Programming and Linear Matrix Inequalities based optimization problems, YALMIP has evolved to support quadratic and second-order cone problems. This thesis has two different kinds of optimization problems to solve. While the APF-MPC control strategy, as well as the APF-MPC part of the MIMPC+APF-MPC control strategy, are represented by quadratic programming problems with quadratic objective function and linear equality and inequality constraints, the MIMPC part of the MIMPC+APF-MPC control strategy is a MIQP problem. As YALMIP is a toolbox used to simplify the modelling of optimization problems, external solvers are required to solve the quadratic and MIQP based optimization problems.

Gurobi [78] is one such state-of-the-art commercial solver for linear, quadratic and mixed integer programming with advanced resolve methods used to simplify optimization problems. As Gurobi can solve both quadratic programming and mixed integer problems efficiently, it is used as the solver to solve the APF-MPC and the MIMPC+APF-MPC control strategies. Gurobi uses a simplex or parallel barrier algorithm to solve the quadratic programming problem and a branch and bound-based algorithm to solve the MIQP problem.

## 5-1 Simulation Results

The thesis simulates the APF-MPC and the MIMPC+APF-MPC control strategies in four different scenarios. These scenarios reflect real-world situations an AV will face while driving. These situations are divided into two different categories based on the velocity of the OV

- Scenarios where OV are moving at constant velocity.
- Single lane change: Single lane change by the HV to avoid an OV in front of it.
- Deceleration of HV: Deceleration by the HV to avoid collision with vehicles moving at a slower velocity as no lane change is possible
- Double Lane change: Double lane change by the HV to avoid multiple OV on the road.
- Scenarios where the velocity of the OV changes.
- Deceleration of the OV: Deceleration of the HV to match the speed of the OV in front to avoid collision in case of sudden deceleration by the OV.

This section compares the APF-MPC and the MIMPC+APF-MPC control strategies by overlapping the results from both on a single graph.

Each of the scenarios above is presented as follows: (1) plot initial states of the HV and all the OV and the length of the road that the simulation is conducted over, (2) plot/s showing the different key points of the simulation in terms of lane change and deceleration/acceleration, and (3) plot showing the path of the HV and OV, the other states of the HV and the flags generated during the simulation after the end of the simulation.

Let us now introduce some general terminology and representation of objects used in the results shown in the upcoming sections.

- The obstacles are represented as a rectangle with a wedge attached to its end as discussed in Figure 3-3. The length of the wedge changes as the velocity of the HV and the respective OV changes over time. The HV and OV in a control strategy are represented as seen in Figure 5-1. However, as the vehicles travel at different velocities at each time instant for each of the control strategies, every plot will contain two different sets of images for the HV and OV respectively.


Figure 5-1: Representation of the (a) HV in the MIMPC+APF-MPC control strategy (b) HV in the APF-MPC control strategy, (c) OV in the MIMPC+APF-MPC control strategy, (d) OV in the APF-MPC control strategy during simulations

- The road selected has different lengths based on the type of simulation. Figure 5-2 shows an empty road with a road of length 1000 m .


Figure 5-2: Representation of the lane centres and boundaries

- Table 5-1 shows the legend representing the different variables used in this thesis. Some legends represent multiple variables over different plots. For example, the red line represents all the variables representing the HV during the APF-MPC control strategy. It represents the path when the different paths for different strategies are compared, the velocity of the HV when the velocity of the different strategies are compared and so on. As a colour represents one variable at a time within a plot, the chance of confusion is minimal.

| Representation | Description | Color | Line Properties |
| :---: | :---: | :---: | :---: |
|  | MIMPC | Green | Solid |
|  | APF-MPC | Red | Solid |
|  | MIMPC+APF-MPC | Blue | Solid |
|  | Lane Boundaries | Black | Solid |
|  | Lane Centers | Black | Dashed |
|  | Reference Data (MIMPC+APFMPC) | Magenta | Dashed |
|  | OV Data (MIMPC+APF-MPC) | Pink | Solid and Bold |
|  | $\mathrm{flag}_{\delta}(\mathrm{MIMPC}+\mathrm{APF}-\mathrm{MPC})$ | Purple | Solid and Bold |
| - - - - - - - - | $\text { flag }_{\mathrm{LC}}(\text { MIMPC }+ \text { APF-MPC })$ | Orange | Dashed and Bold |
|  | OV Data (APF-MPC) | Turquoise | Solid and Bold |
|  | Reference Data (APF-MPC) | Dark Green | Dashed |
|  | $\mathrm{flag}_{\delta}(\mathrm{APF}-\mathrm{MPC})$ | Dodger Blue | Solid and Bold |
| --------- | $\mathrm{flag}_{\mathrm{LC}}(\mathrm{APF}-\mathrm{MPC})$ | Brown | Dashed and Bold |

Table 5-1: Representation of different variable during Simulation

- As the results are a combination of lane changes and braking/accelerating manoeuvres depending on the scenario $5-1$, the results are shown as a combination of plots, each of which represents one manoeuvre.

A manoeuvre representing a lane change contains two plots. The first plot shows the path taken by the HV to reach the point before the start of the lane change manoeuvre and the second plot shows the same at the end of the manoeuvre.
A manoeuvre representing the braking/acceleration of the HV also contains two sets of plots, each with two individual plots. The first set plots at the beginning of the manoeuvre and the second set of plots show the plots at the end of the manoeuvre. The two plots within a set are: (1) a plot to show the path taken by the HV to reach the point and (2) a plot to show the velocity at that point.

- The results of both control strategies are shown in each plot to compare the variables for each of the control strategies.

The simulation results in the scenarios discussed are discussed in the introduction of Section $5-1$ for the MIMPC+APF-MPC and the APF-MPC control strategies are shown next.

## 5-1-1 Single Lane Change

A single lane change scenario shows the response of the integrated control strategies designed in this thesis to the presence of an OV in the same lane and in front of the HV with no OV in the adjacent lane. The initial state of the HV at the start of the scenario is given as

$$
\mathbf{x}_{\mathrm{HV}}^{\text {base }} \left\lvert\,=\left[\begin{array}{llllll}
35 & 0 & 1.5 & 0 & 0 & 0
\end{array}\right]^{T}\right., \mathbf{x}_{\mathrm{OV}_{\text {base }}}=\left[\begin{array}{llllll}
10 & 500 & 1.5 & 0 & 0 & 0 \tag{5-1}
\end{array}\right]^{T}
$$

where $\mathbf{x}_{\mathrm{HV}}^{\text {base }}$ and $\mathbf{x}_{\mathrm{OV}_{\text {base }}}$ are the base values of the HV and OV at the start of the simulation and the road length is 1000 m . Figure 5-3 show the initials states of the system on the road.


Figure 5-3: Initial state of the HV and OV for the Single Lane Change scenario

The single lane change manoeuvres for the MIMPC + APF-MPC control strategy and the APF-MPC control strategy occur at different points in time. Figure 5-4 shows the instances of the simulations where the lane change manoeuvres start and end for both control strategies.

The following sections explain the reasoning behind the manoeuvres shown in Figure 5-4.

## MIMPC + APF-MPC control strategy

Figure 5-4a and Figure 5-4b show the points in the simulation of the MIMPC + APF-MPC control strategy right before and after the HV changes lane. The lane change starts due to

(a)

(b)

(c)

(d)

Figure 5-4: Manoeuvres during the simulation of Single Lane Change scenario

Figure Explanation
5-4a Start of the lane change for the HV in the MIMPC+APF-MPC control strategy

5-4b End of the lane change for the HV in the MIMPC+APF-MPC control strategy
5-4c Start of the lane change for the HV in the APF-MPC control strategy
5-4d End of the lane change for the HV in the APF-MPC control strategy

Table 5-2: Basic explanation of different sub-figures shown in Figure 5-4
the presence of an OV within the ROI, in the same lane and in front of the HV (Line 2, Algorithm 1). When the HV notices the OV within its ROI, it checks if there exists an OV in the adjacent lane (Line 4-Line 16, Algorithm 1). As there is no OV in the adjacent lane in this scenario, the HV changes lane. The MIMPC part of the MIMPC + APF-MPC control
strategy (Equation (4-64)) uses the above data to generate an optimal lane. This lane input is used to select the correct road potential and generate the optimal path to travel in (Equation (4-65)).

## APF-MPC control strategy

Figure 5-4c and Figure 5-4d show the points in the simulation of the APF-MPC control strategy before and after the HV changes lane. The HV changes lane very close to the OV unlike that of the MIMPC + APF-MPC control strategy as the lane change and lane keeping characteristics are controlled only with the help of the potential functions defined. The HV drifts to the centre of the road due to the shape of the road potential as shown in Figure 3-11. The HV moves away from the lane centre as it passes the OV in the adjacent lane due to the higher weight of the obstacle potential with respect to the road potential.


Figure 5-5: Final state of the HV and OV for the Single Lane Change scenario

Figure 5-5 shows the plot of the states of the HV after the end of the simulation of the single lane change scenario. It can be seen from Figure 5-5 (4) that the acceleration of the HV has small spikes when the HV passes by an OV in the adjacent lane. This is due to the influence of the changing regions of OV and happens when entering from a region where $1 \leq t \leq 0$ when calculating the euclidian distance $K_{\text {obsconv }}$ to a region where $t>1$ or $t<0$. This change in acceleration and the influence of the obstacle potential also generates a small change in steering angle as shown in Figure 5-5 (6).

## 5-1-2 Deceleration of the HV

This section shows the response of the integrated path planning and control algorithms designed in this thesis to the presence of obstacles in both lanes of the road that are moving
slower than the base velocity of the HV and, thus no lane change possible. Figure 5-6 shows the initial state of the HV at the start of the scenario and is given as

$$
\mathbf{x}_{\mathrm{HV}_{\text {base }}}=\left[\begin{array}{llllll}
41.6 & 0 & 1.5 & 0 & 0 & 0
\end{array}\right]^{T}, \mathbf{x}_{\mathrm{OV}_{\text {base }}}=\left[\begin{array}{cccccc}
20 & 600 & 1.5 & 0 & 0 & 0  \tag{5-2}\\
20 & 600 & 4.5 & 0 & 0 & 0
\end{array}\right]^{T}
$$

with a simulated road length of 1000 m . The simulation for this section consists of a braking


Figure 5-6: Initial state of the HV and OV for the Deceleration of the HV scenario
manoeuvre by the HV behind a pair of slower-moving OV. The braking manoeuvre for each of the control strategies starts and ends at different instances and are shown in Figure 5-7 and 5-8. The simulations are divided into two separate figures due to space limitations. Table $5-3$ gives a basic explanation of the different sub-figures shown in Figure 5-7 and 5-8. The

Figure Explanation
5-7a Start of braking by the HV in the MIMPC+APF-MPC control strategy
5-7b Start of braking by the HV in the APF-MPC control strategy
5-7c Start of braking by the HV in the APF-MPC control strategy
5-8 End of braking by the HV in the MIMPC+APF-MPC control strategy
Table 5-3: Basic explanation of different sub-figures shown in Figure 5-7 and 5-8
following sections explain the reasoning behind the manoeuvres shown in Figure 5-7 and 5-8.

## MIMPC + APF-MPC control strategy

Figure 5-7a and Figure 5-8 show the instances in the simulation of the MIMPC + APF-MPC control strategy right before and after the HV starts braking behind the OV. As lane change is not possible due to the presence of an OV in the adjacent lane within a given distance (Line 6-Line 8, Algorithm 1), the velocity reference to the HV changes to the velocity of the OV in front of it in the same lane and the HV starts decelerating (Algorithm 3).

## APF-MPC control strategy

Figure 5-7b and Figure 5-7c show the instances in the simulation of the APF-MPC control strategy right before and after the HV start and end of braking behind the OV. The reason


Figure 5-7: Manoeuvres during the simulation of Deceleration of HV scenario- 1
for the deceleration is the same as in the case of the MIMPC + APF-MPC control strategy. However, in this case, the distance between the HV and the OV in front of it before the start of deceleration of the HV is lower than that of the MIMPC + APF-MPC control strategy. This is due to the fact that the MIMPC + APF-MPC control strategy uses logical constraints



Figure 5-8: Manoeuvres during the simulation of Deceleration of HV scenario-2
to maintain a minimum distance from the OV and change lanes (Equation (4-53)).

Figure 5-9 shows the states of the vehicle after the end of the simulation. It can be seen clearly that the rate of change of acceleration between the two control strategies is very different. Let


Figure 5-9: Final state of the HV and OV for the Deceleration of the HV scenario
us define $\mathrm{rms}_{\mathrm{jerk}}$ and $\mathrm{rms}_{\text {accel }}$ as the Root Mean Square (RMS) values of the rate of change of acceleration and acceleration over the simulation and let $q=1,2,3, \ldots, n$ be the total number of loops over the simulated road. Equation (5-3) shows the mathematical equations
for calculating $\mathrm{rms}_{\mathrm{jerk}}$ and $\mathrm{rms}_{\text {accel }}$.

$$
\begin{align*}
\mathrm{rms}_{\mathrm{jerk}} & =\sqrt{\frac{1}{n} \sum_{k=1}^{n}\left(a_{x, \mathrm{HV}_{q+k-1 \mid q}}-a_{x, \mathrm{HV}_{q+k-2 \mid q}}\right)^{2}}  \tag{5-3}\\
\mathrm{rms}_{\mathrm{accel}} & =\sqrt{\frac{1}{n} \sum_{k=1}^{n}\left(a_{x, \mathrm{HV}_{q+k-1 \mid q}}\right)^{2}}
\end{align*}
$$

Table 5-4 shows the RMS values of the acceleration and jerk for the control strategies. It can be seen that the MIMPC + APF-MPC control strategy has lower values of RMS jerk and acceleration when compared to the APF-MPC control strategy. This leads to a more comfortable ride for the passengers of the HV.

| Root Mean Square | MIMPC + APF-MPC | APF-MPC |
| :---: | :---: | :---: |
| $\mathrm{rms}_{\mathrm{acce}}$ | 1.4689 | 1.7010 |
| $\mathrm{rms}_{\text {jerk }}$ | 0.2265 | 0.2883 |

Table 5-4: RMS values of the acceleration and jerk for the control strategies for simulation of the Deceleration of HV scenario

## 5-1-3 Double Lane Change

A double-lane change scenario shows a combination of lane change and braking/acceleration manoeuvres in order to perform a double-lane change. This scenario consists of two obstacles whose initial states are shown in Figure 5-10. The initial states of the obstacles and the host


Figure 5-10: Initial state of the HV and OV for the Double Lane Change scenario
vehicle before the start of the simulation are

$$
\mathbf{x}_{\mathrm{HV}}^{\text {base }} ⿵ 冂=\left[\begin{array}{llllll}
41.6 & 0 & 4.5 & 0 & 0 & 0
\end{array}\right]^{T}, \mathbf{x}_{\mathrm{OV}_{\text {base }}}=\left[\begin{array}{cccccc}
10 & 400 & 1.5 & 0 & 0 & 0  \tag{5-4}\\
25 & 300 & 1.5 & 0 & 0 & 0
\end{array}\right]^{T}
$$

with the simulation road length of 1400 m . Figure 5-11, 5-12, 5-13 and 5-14 show the different manoeuvres that the HV performs to avoid obstacles and move forward in order of occurrence.


Figure 5-11: Manoeuvres in the simulation of Double Lane Change scenario-1


Figure 5-12: Manoeuvres in the simulation of Double Lane Change scenario-2

The key instances are divided into four figures for clear visualization and the basic explanation of a manoeuvre/s represented in each figure is described in Table 5-5. The manoeuvres for the double lane change in the order of occurrence are:

- Deceleration of the HV to match the velocity of the OV in front of the HV in the same lane as lane change is not possible.

(a)

(b)



(c)

Figure 5-13: Manoeuvres in a simulation of Double Lane Change scenario-3

- Acceleration of the HV as lane change becomes possible.
- Lane change of the HV.
- and repeat three manoeuvres.


Figure 5-14: Manoeuvres in a simulation of Double Lane Change scenario-4

## MIMPC + APF-MPC control strategy

Figure 5-11a (2) and 5-11b (2) show the longitudinal velocity at the start and end of the first change in reference velocity respectively while following the OV in front of the HV in the same lane. This is due to the fact that the distance between the OV and the HV becomes less than the safe distance and because the lane change is not possible (Line 6-Line 8, Algorithm 1). As soon as lane change is possible due to the movement of the OV in the adjacent lane, the velocity reference increases back to the base value as defined in (5-4) (Algorithm 3). This also leads to the beginning of the lane change which starts in Figure $5-11 \mathrm{~b}$ (1) and ends in Figure 5-11d (1). However, when the HV crosses the centre of the road during the process

| Figure | Explanation |
| :---: | :---: |
| 5-11a | Start of deceleration by the HV in the MIMPC+APF-MPC control strategy due to change in reference velocity |
| 5-11b | End of deceleration and the start of lane change and the start of acceleration by the HV in the MIMPC+APF-MPC control strategy |
| 5-11c | End of acceleration and start of deceleration by the HV in the MIMPC+APFMPC control strategy due to change in reference velocity |
| 5-11d | End of lane change by the HV in the MIMPC+APF-MPC control strategy |
| 5-12a | Start of lane change by the HV in the APF-MPC control strategy |
| 5-12b | Start of deceleration by the HV in the MIMPC+APF-MPC control strategy due to change in reference velocity |
| 5-12c | End of lane change by the HV in the APF-MPC control strategy |
| 5-12d | End of deceleration by the HV in the APF-MPC control strategy |
| 5-13a | End of deceleration by the HV in the MIMPC+APF-MPC control strategy |
| 5-13b | Start of lane change and acceleration by the HV in the APF-MPC control strategy |
| 5-13c | Start of lane change and acceleration by the HV in the MIMPC+APF-MPC control strategy |
| 5-14a | End of lane change by the HV in the MIMPC+APF-MPC control strategy |
| $5-14 \mathrm{~b}$ | End of acceleration by the HV in the APF-MPC control strategy |
| 5-14c | End of lane change by the HV in the APF-MPC control strategy |
| 5-14d | End of acceleration by the HV in the MIMPC+APF-MPC control strategy |

Table 5-5: Basic explanation of different sub-figures shown in Figures 5-11-5-14
of changing lanes, the distance between the OV in the newly entered lane and the HV will become less than the safe distance measure if the HV continues with the same velocity and therefore the velocity reference changes again as shown in Figure 5-11c (2) (Equation (4-53a)). This leads to the deceleration of the HV which ends in Figure 5-13a (2). The start and end of the next lane change are shown in Figures 5-13c (1) and 5-14a (1) respectively. The reference velocity also changes back to the base velocity as defined in (5-4) with the start of the second lane change leading to the acceleration of the HV (Algorithm 3). The start and end of this change in velocity are shown in Figures5-13c (2) and 5-14c (2).

## APF-MPC control strategy

Figure 5-12a (1) and 5-12c (1) show the start and of the first lane change. The lane change starts due to the potential of the OV in front of the HV in the same lane $\left(\mathrm{OV}_{\mathrm{SL}, f}\right)$ (Equation
(4-47)). The lane change is followed by a change in reference velocity as soon as it crosses the centre of the road to keep outside wedge shaped block of the OV potential (Algorithm 3 ). This leads to the change in reference velocity and therefore deceleration of the HV whose start and end are shown in Figures 5-12b (2) and 5-12d (2).

The start of the second lane and velocity reference change are shown in Figures 5-13b (1) and (2) and ends in Figures 5 -14c (1) and 5-14b (2) respectively. The velocity reference changes before the lane change begins because the velocity reference changes as soon as there is a possibility for lane change (Algorithm 3 but the lane change only happens when the HV moves close to the OV in front of it (Equation (4-47)).


Figure 5-15: Final state of the HV and OV for the Double Lane Change scenario

Figure 5-15 shows the final path for both the controllers taken by the different states of the HV. It can be seen that the acceleration of the APF-MPC control strategy changes more rapidly because of the higher influence of the potentials and the tighter steering angles when compared to the MIMPC + APF-MPC control strategy. The RMS values of the vehicle longitudinal acceleration and jerk are given in Table 5-6.

| Root Mean Square | MIMPC + APF-MPC | APF-MPC |
| :---: | :---: | :---: |
| $\mathrm{rms}_{\text {accel }}$ | 1.4252 | 1.8364 |
| $\mathrm{rms}_{\mathrm{jerk}}$ | 0.3622 | 0.8614 |

Table 5-6: RMS values of the acceleration and jerk for the control strategies for simulation of the Double Lane Change scenario

## 5-1-4 Deceleration of the OV

The deceleration of the OV scenario shows the response of both the algorithms in case of a sudden velocity change of the leading OV. The initial state of the HV and the OV at the start of the scenario is given by

$$
\mathbf{x}_{\mathrm{HV}_{\text {base }}}=\left[\begin{array}{llllll}
41.6 & 0 & 4.5 & 0 & 0 & 0
\end{array}\right]^{T}, \mathbf{x}_{\mathrm{OV}_{\text {base }}}=\left[\begin{array}{cccccc}
15 & 450 & 1.5 & 0 & 0 & 0  \tag{5-5}\\
20 & 450 & 4.5 & 0 & 0 & 0
\end{array}\right]^{T}
$$

and is shown in Figure 5-16.


Figure 5-16: Initial state of the HV and OV for the Deceleration of the OV manoeuvre

Figure 5-17, 5-18 and Figure 5-19 show the key instance of the scenario. The scenario consists of two deceleration situations,

- Deceleration behind the OV in front in the same lane due to no possibility of the lane change.
- Deceleration behind the OV in front in the same lane due to no possibility of the lane change and to adapt to decelerating OV.

Table 5-7 gives the basic explanation of the different sub-figures showing the different key instances during the simulation of the Deceleration of OV scenario.

## MIMPC + APF-MPC control strategy

Figure 5-17a (1) and 5-17a (2) shows the position and velocity of the HV at the beginning of deceleration of the HV to follow the OV in front. The deceleration is due to the change in reference velocity used to maintain a safe distance from the OV in front (Equation (4-53a)). The velocity of the HV reduces to that of the OV in front over time and the deceleration becomes zero as seen in Figure 5-18b (Algorithm 3). Figure 5-18d shows the response of the HV to the deceleration of the OV. As the OV on both lanes decelerate, the reference velocity of the HV also reduces leading to further deceleration of the HV. Figure 5-19b shows the position and velocity of the HV after the relative velocity between the OV and HV becomes zero.

Figure Explanation
5-17a Start of braking by the HV in the MIMPC+APF-MPC control strategy
5-17b Start of braking by the HV in the APF-MPC control strategy
5-18a End of braking by the HV in the APF-MPC control strategy
5-18b End of braking by the HV in the MIMPC+APF-MPC control strategy
5-18c Start of braking by the HV in the APF-MPC control strategy
5-18d Start of braking by the HV in the MIMPC+APF-MPC control strategy
5-19a End of braking by the HV in the APF-MPC control strategy
5-19b End of braking by the HV in the MIMPC+APF-MPC control strategy
Table 5-7: Basic explanation of different sub-figures shown in Figure 5-17 and 5-19


Figure 5-17: Manoeuvres in a simulation of Deceleration of OV scenario- 1

## APF-MPC control strategy

The HV in the APF-MPC control strategy follows a very similar pattern of deceleration. Figure 5-17b (2) and 5-18a (2) shows the start and end of the deceleration of the HV in Josyula Viswanath Das


Figure 5-18: Manoeuvres in a simulation of Deceleration of OV scenario- 2


Figure 5-19: Manoeuvres in a simulation of Deceleration of OV scenario- 3
response to the change in reference velocity of the HV. Figure 5-18c (2) and 5-19a (2) shows the deceleration of the HV in response to the braking of the OV. However, the velocity of the HV follows the change in reference velocity without delay. This shows that the HV is more responsive in the APF-MPC control strategy.


Figure 5-20: Final state of the HV and OV for the Deceleration of the OV manoeuvre

Figure 5-20 shows the final states and path of the system. It can be seen that the lane change flag for the HV was initially true due to the staggered position of the HV on both the lane but as it moved closer to the OV in front of it, the HV does not change lane due to the presence of the OV in the adjacent lane. Table 5-8 shows the RMS values of acceleration and jerk for both the control strategies.

| Root Mean Square | MIMPC + APF-MPC | APF-MPC |
| :---: | :---: | :---: |
| $\mathrm{rms}_{\text {accel }}$ | 1.1884 | 1.3614 |
| $\mathrm{rms}_{\text {jerk }}$ | 0.1548 | 0.2385 |

Table 5-8: RMS values of the acceleration and jerk for the control strategies for simulation of the Deceleration of OV scenario

## Chapter 6

## Conclusion and Future Work

The goal of this thesis was the design of a control algorithm which can integrate the path planning and motion control blocks of an AV. The APF method was chosen to achieve this goal as it can help integrate the path planning and motion control blocks of an AV by acting as a cost to be added to the objective function of an optimization-based control strategy for collision avoidance. An MPC based framework was chosen to formulate the path planning problem and was motivated due to the advantages of working with multiinput multi-output systems, the inclusion of system dynamics and constraints and re-planning nature of an MPC based control strategy. The design of the APF potential for obstacle and road was formulated such as to keep the vehicle away from the OV at a safe distance in case of sudden deceleration by the OV and to aid lane change and to keep the HV away from the road boundaries. As the obstacle potential was non-convex in nature, the obstacle potential underwent a convexification process to simplify the optimization problem. The obtained obstacle APF is further simplified using a Taylor series approximation to obtain a quadratic objective function of the APF-MPC optimal control problem. The model of the HV is linearized at each loop to obtain a prediction model of higher accuracy. The simulation on MATLAB shows that the HV avoids obstacles by keeping a safe distance even in complex scenarios.

However, this control strategy suffers from a few disadvantages: first, the HV does not stay in the centre of its lane but drifts to stay on the centre of the road due to the lack of an APF to guide the HV to its particular lane centre, second, the HV can take risky manoeuvres and third, the obstacle cannot follow an OV well. To overcome these problems, an MIMPC + APF-MPC control strategy was defined. This control strategy runs an MIMPC algorithm and an APF-MPC successively on each loop to calculate the optimal inputs to the actuators of the HV. The MIMPC algorithm uses a set of logical constraints to maintain a safe distance from the OV in front of it and uses a lane change flag to decide when to change lanes. The lane change flag is designed such that the HV does not perform risky manoeuvres. Each of these logical constraints are converted into a set of linear inequalities to transform the MIMPC problem into an MIQP problem with a quadratic objective function. The output of the MIMPC optimal control problem is the optimal lane to travel in based on simplified
vehicle dynamics and above-defined linear inequalities. Having obtained the optimal lane to travel in, a set of road potentials are designed so that they can help guide the HV to the optimal lane. The obstacle APF is convexified and a quadratic approximation is obtained to be used in the objective function of the APF-MPC part of the control strategy. The objective function also contains the road potential chosen based on the value of the optimal lane. This simulation also avoids obstacles and also overcomes the disadvantages that the APF-MPC control strategy entailed. However,MIMPC + APF-MPC control strategy also has its own set of disadvantages: first, the time taken for the calculation of the MIMPC + APF-MPC control strategy is considerably higher than the other due to the computation complexity of an MIQP problem and second, the vehicles are much less dynamic in nature due to the dependence of the lane change flag on the OV in the same lane and the adjacent lanes and on the safe distance measure.

The simulations for both the APF-MPC and MIMPC + APF-MPC control strategies are carried out in multiple scenarios as discussed in Section 5-1. The simulations also consider multiple obstacles vehicles to check how well each of the algorithms works in complex scenarios. The control strategies were however not tested on real vehicles.

## 6-1 Future Work

The implementation of the MIMPC + APF-MPC control strategy for hardware-in-loop simulations is the first logical recommendation to understand its performance. The model of the HV and the OV can be improved for better prediction of their respective states over the prediction horizon. Though the use of a non-linear prediction model of the HV is not recommended due to a large increase in computation time, a better tire model like the Pacejka Magic tire formula [79] can be used to better handling capabilities of the prediction model to be closer to that of the actual HV. Another improvement could be the additional consideration of other external forces affecting the HV such as air drag or rolling resistance can improve the real-world application of the algorithm. The stability and robustness of the control strategy should be studied thoroughly for real-world application as sensor data obtained is never deterministic in nature. After ample testing in simulation, the control strategy has to be implemented on an actual vehicle for validation.

The second area of improvement is the extension of this thesis to work in a large number of different environmental conditions. This would extend the idea of this thesis limited to straight roads, a single friction coefficient and the shape of all OV being the same to different kinds of road profiles including but not limited to different road curvatures, banking angles, different friction coefficients and a multitude of road participants. This can lead to the formulation of a control strategy which can work well in multiple different environmental conditions and make it ready for real-world implementation.

A major issue while designing the control strategies was the tuning of the weights in the objective function. A trial and error method was used to find the current weights but they are far from optimal. A machine learning or neural network-based model can be used to tune the model online to obtain better performance from the controller [80].
It can be seen from the results that the rate of change of the steering angle of the HV is not smooth. The controller can therefore be redesigned to use a steering torque-based control
strategy instead of the steering angle-based control strategy with the advantages of lesser control effort and smoother steering angle. The use of steering torque as a control input to the HV leads to more human-like driving characteristics where the controller gives more importance to smooth and continuous steering characteristics rather than staying at the lane centre at the end of a lane change manoeuvre. As most vehicles run on fly-by-wire systems, a steering torque control input removes the necessity for the conversion of the steering wheel angle to steering torque which needs to be applied to the wheels.
The idea of this thesis was to generate a collision-free path using an integrated path planning and vehicle control block for the HV. However, the idea can be extended to work with all the vehicles on the road within a given distance from the HV so as to design a multi-vehicle autonomous driving coordination problem that can generate the respective inputs for all the considered vehicles for safe and efficient driving [15]. The advantage of this idea is to make sure that all the vehicles can satisfy their respective goals while taking into account the goals of the others to generate a path which works the best for all the given vehicles.

## Quadratic Taylor-series approximation

The Taylor-series approximation generates an $p^{\text {th }}$-order polynomial as its approximation for a given $p$-times differentiable function around a given point. As the function under consideration is a convex function, a quadratic approximation with $p=2$ is used. The general form of a multi-variable quadratic Taylor-series approximation for a function $h$ dependent on variable $\boldsymbol{x}$ around given point $\boldsymbol{x}_{0}$ is given by

$$
\begin{equation*}
T_{h}=h\left(\boldsymbol{x}_{0}\right)+\nabla_{h}\left(\boldsymbol{x}_{0}\right)\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right)+\frac{1}{2}\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right)^{T} H_{h}\left(\boldsymbol{x}_{0}\right)\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right) \tag{A-1}
\end{equation*}
$$

where $\nabla_{h}\left(\boldsymbol{x}_{0}\right)$ and $H_{h}\left(\boldsymbol{x}_{0}\right)$ are the partial derivative and the hessian of $h(\boldsymbol{x})$ at the given point $\boldsymbol{x}_{0}$. The partial derivative and the hessian of $h(\boldsymbol{x})$ where $\boldsymbol{x}=\left[\begin{array}{ll}x y\end{array}\right]$ at the given point $\boldsymbol{x}_{0}=\left[\begin{array}{ll}x_{0} & y_{0}\end{array}\right]$ for a quadratic Taylor-series approximation can then be written as

$$
\begin{align*}
\nabla_{h}\left(\boldsymbol{x}_{0}\right) & =\left[\begin{array}{ll}
h_{x}\left(x_{0}, y_{0}\right) & h_{y}\left(x_{0}, y_{0}\right)
\end{array}\right] \\
H_{h}\left(\boldsymbol{x}_{0}\right) & =\left[\begin{array}{ll}
h_{x x}\left(x_{0}, y_{0}\right) & h_{x y}\left(x_{0}, y_{0}\right) \\
h_{y x}\left(x_{0}, y_{0}\right) & h_{y y}\left(x_{0}, y_{0}\right)
\end{array}\right] \tag{A-2}
\end{align*}
$$

where $h_{x}$ and $h_{y}$ are first order partial derivatives and $h_{x x}, h_{x y}, h_{y x}$ and $h_{y y}$ are the secondorder partial derivatives with respect to $\boldsymbol{x}_{0}$. By substituting (A-2) in (A-1), we get

$$
\begin{align*}
T_{h}= & h\left(x_{0}, y_{0}\right)+\left[\begin{array}{ll}
h_{x}\left(x_{0}, y_{0}\right) & h_{y}\left(x_{0}, y_{0}\right)
\end{array}\right]\left[\begin{array}{l}
x-x_{0} \\
y-y_{0}
\end{array}\right]+ \\
& \frac{1}{2}\left[\begin{array}{l}
x-x_{0} \\
y-y_{0}
\end{array}\right]^{T}\left[\begin{array}{ll}
h_{x x}\left(x_{0}, y_{0}\right) & h_{x y}\left(x_{0}, y_{0}\right) \\
h_{y x}\left(x_{0}, y_{0}\right) & h_{y y}\left(x_{0}, y_{0}\right)
\end{array}\right]\left[\begin{array}{l}
x-x_{0} \\
y-y_{0}
\end{array}\right] \\
= & h\left(x_{0}, y_{0}\right)+h_{x}\left(x_{0}, y_{0}\right)\left(x-x_{0}\right)+h_{x}\left(x_{0}, y_{0}\right)\left(y-y_{0}\right)+\frac{1}{2} h_{x x}\left(x_{0}, y_{0}\right)\left(x-x_{0}\right)^{2}+  \tag{A-3}\\
& h_{x y}\left(x_{0}, y_{0}\right)\left(x-x_{0}\right)\left(x_{0}, y_{0}\right)+\frac{1}{2} h_{y y}\left(x_{0}, y_{0}\right)\left(y-y_{0}\right)^{2} \\
= & h_{0}+h_{1}\left[\begin{array}{l}
x \\
y
\end{array}\right]+\frac{1}{2}\left[\begin{array}{l}
x \\
y
\end{array}\right]^{T}\left[\begin{array}{l}
x \\
h_{2}
\end{array}\right]
\end{align*}
$$

where $h_{0}, h_{1}$ and $h_{2}$ are defined as

$$
\left.\begin{array}{l}
h_{0}=h\left(x_{0}, y_{0}\right)-h_{x}\left(x_{0}, y_{0}\right) x_{0}-h_{y}\left(x_{0}, y_{0}\right) y_{0}+\frac{1}{2} h_{x x}\left(x_{0}, y_{0}\right) x_{0}^{2}+h_{x y}\left(x_{0}, y_{0}\right) x_{0} y_{0}+ \\
\quad \frac{1}{2} h_{y y}\left(x_{0}, y_{0}\right) y_{0}^{2} \\
h_{1}
\end{array} \quad \begin{array}{l}
h_{x}\left(x_{0}, y_{0}\right)-h_{x x}\left(x_{0}, y_{0}\right) x_{0}-h_{x y}\left(x_{0}, y_{0}\right) y_{0}  \tag{A-4}\\
h_{y}\left(x_{0}, y_{0}\right)-h_{y y}\left(x_{0}, y_{0}\right) y_{0}-h_{x y}\left(x_{0}, y_{0}\right) x_{0}
\end{array}\right] \quad \begin{array}{ll}
h_{2} & =\left[\begin{array}{ll}
h_{x x}\left(x_{0}, y_{0}\right) & h_{x y}\left(x_{0}, y_{0}\right) \\
h_{y x}\left(x_{0}, y_{0}\right) & h_{y y}\left(x_{0}, y_{0}\right)
\end{array}\right]
\end{array}
$$

This can therefore be extended to work with the road and obstacle potential. The Taylor-series approximation of a general potential $U$ for the future position $\mathcal{X}_{\mathrm{HV}_{q+k \mid q}}=\left[X_{\mathrm{HV}_{q+k \mid q}} Y_{\mathrm{HV}_{q+k \mid q}}\right]^{T}$ around the current position $\mathcal{X}_{\mathrm{HV}_{q+k-1 \mid q}}=\left[X_{\mathrm{HV}_{q+k-1 \mid q}} Y_{\mathrm{HV}_{q+k-1 \mid q}}\right]^{T}$ is calculated by replacing the general function $h$ with potential $U, \boldsymbol{x}$ with $\mathcal{X}_{\mathrm{HV}_{q+k \mid q}}$ and $\boldsymbol{x}_{0}$ with $\mathcal{X}_{\mathrm{HV}_{q+k-1 \mid q}}$ in (A-3) and (A-4). Let us define functions equivalent to $h\left(x_{0}, y_{0}\right), h_{x}\left(x_{0}, y_{0}\right), h_{y}\left(x_{0}, y_{0}\right), h_{x x}\left(x_{0}, y_{0}\right)$, $h_{x y}\left(x_{0}, y_{0}\right), h_{y x}\left(x_{0}, y_{0}\right)$ and $h_{y y}\left(x_{0}, y_{0}\right)$ when defining the quadratic Taylor-series approximation for a general potential $U$ for the future position $\mathcal{X}_{\mathrm{HV}_{q+k \mid q}}=\left[X_{\mathrm{HV}_{q+k \mid q}} Y_{\mathrm{HV}_{q+k \mid q}}\right]^{T}$ around the current position $\mathcal{X}_{\mathrm{HV}_{q+k-1 \mid q}}=\left[X_{\mathrm{HV}_{q+k-1 \mid q}} Y_{\mathrm{HV}_{q+k-1 \mid q}}\right]^{T}$ as

$$
\begin{array}{r}
h\left(x_{0}, y_{0}\right) \Rightarrow U\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right) \\
h_{x}\left(x_{0}, y_{0}\right) \Rightarrow U_{X_{\mathrm{HV}_{q+k \mid q}}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right) \\
h_{y}\left(x_{0}, y_{0}\right) \Rightarrow U_{Y_{\mathrm{HV}_{q+k \mid q}}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right) \\
h_{x x}\left(x_{0}, y_{0}\right) \Rightarrow U_{X_{\mathrm{HV}_{q+k \mid q}}} X_{\mathrm{HV}_{q+k \mid q}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right)  \tag{A-5}\\
h_{x y}\left(x_{0}, y_{0}\right) \Rightarrow U_{X_{\mathrm{HV}_{q+k \mid q}}} Y_{\mathrm{HV}_{q+k \mid q}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right) \\
h_{y x}\left(x_{0}, y_{0}\right) \Rightarrow U_{Y_{\mathrm{HV}_{q+k \mid q}} X_{\mathrm{HV}_{q+k \mid q}}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right) \\
h_{y y}\left(x_{0}, y_{0}\right) \Rightarrow U_{Y_{\mathrm{HV}_{q+k \mid q}}} Y_{\mathrm{HV}_{q+k \mid q}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right)
\end{array}
$$

Table A-1 further simplifies the expressions in (A-5) for easier representation. The final

| Actual Expression | Simplified Representation |
| :---: | :---: |
| $U\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right)$ | $U_{01}$ |
| $U_{X_{\mathrm{HV}_{q+k \mid q}}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right)$ | $U_{X}$ |
| $U_{Y_{\mathrm{HV}_{q+k \mid q}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right)}$ | $U_{Y}$ |
| $U_{X_{\mathrm{HV}_{q+k \mid q}} X_{\mathrm{HV}_{q+k \mid q}}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right)$ | $U_{X X}$ |
| $\left.U_{X_{\mathrm{HV}_{q+k \mid q}} Y_{\mathrm{HV}_{q+k \mid q}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}}^{q+k-1 \mid q}\right.}\right)$ | $U_{X Y}$ |
| $U_{Y_{\mathrm{HV}_{q+k \mid q}} X_{\mathrm{HV}_{q+k \mid q}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right)}$ | $U_{Y X}$ |
| $U_{Y_{\mathrm{HV}_{q+k \mid q} \mid} Y_{\mathrm{HV}_{q+k \mid q}}\left(X_{\mathrm{HV}_{q+k-1 \mid q}}, Y_{\mathrm{HV}_{q+k-1 \mid q}}\right)}$ | $U_{Y Y}$ |

Table A-1: Simplified representation of expressions in (A-5)
approximated potential is given by

$$
U_{q+k \mid q}=U_{0}+U_{1}\left[\begin{array}{c}
X_{\mathrm{HV}_{q+k \mid q}}  \tag{A-6}\\
Y_{\mathrm{HV}_{q+k \mid q}}
\end{array}\right]+\frac{1}{2}\left[\begin{array}{c}
X_{\mathrm{HV}_{q+k \mid q}} \\
Y_{\mathrm{HV}_{q+k \mid q}}
\end{array}\right]^{T} U_{2}\left[\begin{array}{c}
X_{\mathrm{HV}_{q+k \mid q}} \\
Y_{\mathrm{HV}_{q+k \mid q}}
\end{array}\right]
$$

where values of $U_{0}, U_{1}$ and $U_{2}$ are given by
$U_{0}=U_{01}-U_{X} X_{\mathrm{HV}_{q+k-1 \mid q}}-U_{Y} Y_{\mathrm{HV}_{q+k-1 \mid q}}+\frac{1}{2} U_{X X} X_{\mathrm{HV}_{q+k-1 \mid q}}^{2}+U_{X Y} X_{\mathrm{HV}_{q+k-1 \mid q}} Y_{\mathrm{HV}_{q+k-1 \mid q}}+$ $\frac{1}{2} U_{Y Y} Y_{\mathrm{HV}_{q+k-1 \mid q}}^{2}$
$U_{1}=\left[\begin{array}{l}U_{X}-U_{X X} X_{\mathrm{HV}_{q+k-1 \mid q}}-U_{X Y} Y_{\mathrm{HV}_{q+k-1 \mid q}} \\ U_{Y}-U_{Y Y} Y_{\mathrm{HV}_{q+k-1 \mid q}}-U_{X Y} X_{\mathrm{HV}_{q+k-1 \mid q}}\end{array}\right]$
$U_{2}=\left[\begin{array}{ll}U_{X X} & U_{X Y} \\ U_{Y X} & U_{Y Y}\end{array}\right]$

Equation (A-6) therefore defines the quadratic approximation of a given potential $U$ at prediction step $k$ in loop $q$. Let us define a function $\operatorname{quad}\left(U\left(\mathcal{X}_{\mathrm{HV}_{q+k-1 \mid q}}\right)\right)$ which is a simplified representation of Equation (A-6) such that

$$
\begin{equation*}
U_{q+k \mid q}=\operatorname{quad}\left(U\left(\mathcal{X}_{\mathrm{HV}_{q+k-1 \mid q}}\right)\right) \tag{A-8}
\end{equation*}
$$

## Appendix B

## Algorithms

Algorithm 5 gives the algorithm for the CalculateHVRegion and is used to check the region around a given OV that the HV lies in. Let $A_{i}, B_{i_{1}}$ and $C_{i_{1}}$ be vectors representing the coefficients of the lines $L_{i_{1}}$ where $i_{1} \in\{1,2, \ldots 10\}$ around the $j^{\text {th }}$ OV which divide the area around the given OV into ten regions. Let $\mathcal{X}_{v_{i_{2}}}$ where $i_{1} \in\{1,2, \ldots 5\}$ represent the coordinates of the vertices of the $j^{\text {th }} \mathrm{OV}$. The current position of the HV is given by $\mathcal{X}_{\mathrm{HV}}=$ $\left[X_{\mathrm{HV}} Y_{\mathrm{HV}}\right]^{T}$ and the heading angle, $\theta_{\mathrm{HV}}$.
The algorithm receives the data about the lines dividing the region around the $j^{\text {th }} \mathrm{OV}$ into ten regions given along with the vertices of the vehicle and the position and heading angle data of HV as input. The algorithm runs a nested if-else tree for the different values of theta within each region is calculated. The algorithm uses the logical expressions shown in Figure $3-5$ for different values of $\theta_{\mathrm{HV}}$.

Algorithm 6 gives the algorithm to calculate the value of the Euclidean distance for the region that the HV lies in. Let us define $L S_{i_{2}}$ as a line segment representing the edge of the extended obstacle as seen in Figure 3-5. Let us also define $\mathcal{X}_{1, L S}=\left[X_{1, L S} Y_{1, L S}\right]$ and $\mathcal{X}_{2, L S}=\left[X_{2, L S} Y_{2, L S}\right]$ as the vertices of any given line segment $L S$. It is to be remembered that $\mathcal{X}_{1, L S}$ and $\mathcal{X}_{1, L S}$ are a subset of $\mathcal{X}_{v_{i_{2}}}$. The algorithm is then given by
The algorithm receives the vertices of the line segment corresponding to the respective region, the position of the CoG of the HV along with the constants of the obstacle APF as given in Table $3-2$ as its input. The value of $t$ is calculated as defined in (3-11) based on the relative position of the CoG of the HV and the selected line segment LS. Based on the value of $t$, calculate the corresponding euclidian distance function, $K_{\text {obsconv }}$ based on (3-12). The value of $K_{\text {obsconv }}$ thus obtained is used to form the convex approximation of the obstacle APF.

```
Algorithm 5: Algorithm for CalculateHVRegion
Data: \(\mathcal{X}_{\mathrm{HV}}, A_{i_{1}}, B_{i_{1}}, C_{i_{1}}, \mathcal{X}_{v_{i_{2}}}\)
Result: region
begin
    if \(\theta_{H V}<0\) then
        if \(\left(A_{1} X_{H V}+B_{1} Y_{H V}+C_{1}<0\right) \wedge\left(A_{2} X_{H V}+B_{2} Y_{H V}+C_{2} \leq 0\right) \wedge\)
            \(\left(A_{3} X_{H V}+B_{5} Y_{H V}+C_{5}>0\right)\) then
                region \(=R_{1}\)
            else if \(\left(A_{1} X_{H V}+B_{1} Y_{H V}+C_{1}<0\right) \wedge\left(A_{5} X_{H V}+B_{5} Y_{H V}+C_{5} \leq 0\right)\) then
                region \(=R_{10}\)
    else if \(\theta_{H V}=0\) then
            if \(\left(X_{H V}-X_{v_{1}}>0\right) \wedge\left(Y_{H V}-Y_{v_{1}} \leq 0\right) \wedge\left(Y_{H V}-Y_{v_{5}}>0\right)\) then
                region \(=R_{1}\)
                    !
            else if \(\left(X_{H V}-X_{v_{1}}>0\right) \wedge\left(Y_{H V}-Y_{v_{1}} \leq 0\right)\) then
                region \(=R_{10}\)
    else if \(\theta_{H V}>0\) then
            if \(\left(A_{1} X_{H V}+B_{1} Y_{H V}+C_{1}>0\right) \wedge\left(A_{2} X_{H V}+B_{2} Y_{H V}+C_{2} \leq 0\right) \wedge\)
            \(\left(A_{3} X_{H V}+B_{5} X_{H V}+C_{5}>0\right)\) then
                region \(=R_{1}\)
            else if \(\left(A_{1} X_{H V}+B_{1} Y_{H V}+C_{1}>0\right) \wedge\left(A_{5} Y_{H V}+B_{5} Y_{H V}+C_{5} \leq 0\right)\) then
                region \(=R_{10}\)
```

```
Algorithm 6: Algorithm for CalculateDist
Data: region, \(\mathcal{X}_{\mathrm{HV}}, \mathcal{X}_{1, L S_{i_{2}}}, \mathcal{X}_{2, L S_{i_{2}}}\)
Result: \(K_{\text {obs }_{\text {conv }}}\)
begin
    \(t=\frac{\left(X_{\mathrm{HV}}-X_{1, L S}\right)\left(X_{2, L S}-X_{1, L S}\right)+\left(Y_{\mathrm{HV}}-Y_{1, L S}\right)\left(Y_{2, L S}-Y_{1, L S}\right)}{\left(X_{2, L S}-X_{1, L S}\right)^{2}+\left(Y_{2, L S}-Y_{1, L S}\right)^{2}}\)
    if \(t<0\) then
        \(d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{5}\right)=\sqrt{\left(X_{\mathrm{HV}}-X_{1, L S}\right)^{2}+\left(Y_{\mathrm{HV}}-Y_{1, L S}\right)^{2}}\)
    else if \(0 \leq t \leq 1\) then
        \(d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{5}\right)=\)
            \(\sqrt{\left(X_{\mathrm{HV}}-\left(X_{1, L S}+t\left(X_{2, L S}-X_{1, L S}\right)\right)\right)^{2}+\left(Y_{\mathrm{HV}}-\left(Y_{1, L S}+t\left(Y_{2, L S}-Y_{1, L S}\right)\right)\right)^{2}}\)
    else
        \(t>1\)
    \(d_{p-l s}\left(\mathcal{X}_{\mathrm{HV}}, L S_{5}\right)=\sqrt{\left(X_{\mathrm{HV}}-X_{2, L S}\right)^{2}+\left(Y_{\mathrm{HV}}-Y_{2, L S}\right)^{2}}\)
```


## Appendix C

## Matrices of the Bicycle Model

Given the current state of the system $\mathbf{x}(q)=\mathbf{x}_{q \mid q}$ and the current input to the system $\mathbf{u}(q)=\mathbf{u}_{q \mid q}$, the matrices of the linearized HV model are given by.
$\dot{\mathbf{x}}_{\mathrm{HV}}=A_{\mathrm{HV}} \mathbf{x}_{\mathrm{HV}}+B \mathbf{u}_{\mathrm{HV}}$ where

$$
A_{\mathrm{HV}}=\left[\begin{array}{cccccc}
A_{1,1} & 0 & 0 & A_{1,4} & A_{1,5} & 0  \tag{C-1}\\
\cos \theta_{\mathrm{HV}} & 0 & 0 & -\sin \theta_{\mathrm{HV}} & 0 & A_{2,6} \\
\sin \theta_{\mathrm{HV}} & 0 & 0 & \cos \theta_{\mathrm{HV}} & 0 & A_{3,6} \\
A_{4,1} & 0 & 0 & A_{4,4} & A_{4,5} & 0 \\
A_{5,1} & 0 & 0 & A_{5,4} & A_{5,5} & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]_{\left(\mathbf{x}_{0}, \mathbf{u}_{0}\right)}, B_{\mathrm{HV}}=\left[\begin{array}{cc}
1 & B_{1,2} \\
0 & 0 \\
0 & 0 \\
0 & B_{4,2} \\
0 & B_{5,2} \\
0 & 0
\end{array}\right]_{\left(\mathbf{x}_{0}, \mathbf{u}_{0}\right)}, C_{\mathrm{HV}}=C_{c}
$$

where

$$
\begin{gathered}
A_{1,1}=\frac{2 C_{f} \sin \delta_{\mathrm{HV}}\left(v_{y}+\ell_{f} \dot{\theta}_{\mathrm{HV}}\right)}{m v_{x, \mathrm{HV}}^{2}} \\
A_{1,4}=\dot{\theta}_{\mathrm{HV}}-\frac{2 C_{f} \sin \delta_{\mathrm{HV}}}{m v_{x, \mathrm{HV}}} \\
A_{1,5}=v_{y, \mathrm{HV}}-\frac{2 C_{f} \ell_{g} \sin \delta_{\mathrm{HV}}}{m v_{x, \mathrm{HV}}} \\
A_{2,6}=-v_{x, \mathrm{HV}} \sin \theta_{\mathrm{HV}}-v_{y, \mathrm{HV}} \cos \theta_{\mathrm{HV}} \\
A_{3,6}=v_{x, \mathrm{HV}} \cos \theta_{\mathrm{HV}}-v_{y, \mathrm{HV}} \sin \theta_{\mathrm{HV}} \\
A_{4,1}=\frac{2 C_{r}\left(v_{y, \mathrm{HV}}-\ell_{r} \dot{\theta}_{\mathrm{HV}}\right)}{m v_{x, \mathrm{HV}}^{2}}-\frac{2 C_{f} \cos \delta_{\mathrm{HV}}\left(v_{y, \mathrm{HV}}+\ell_{f} \dot{\theta}_{\mathrm{HV}}\right)}{m v_{x, \mathrm{HV}}^{2}}
\end{gathered}
$$

$$
\begin{gathered}
A_{4,4}=\frac{2\left(C_{f} \cos \delta_{\mathrm{HV}}-C_{r}\right)}{m v_{x, \mathrm{HV}}} \\
A_{4,5}=-v_{x, \mathrm{HV}}+\frac{2 C_{r} \ell_{r}}{m v_{x, \mathrm{HV}}}+\frac{2 C_{f} \ell_{f} \cos \delta_{\mathrm{HV}}}{m v_{x, \mathrm{HV}}} \\
A_{5,1}=-\frac{C_{r} \ell_{r}\left(v_{y, \mathrm{HV}}-\ell_{r} \dot{\theta}_{\mathrm{HV}}\right)}{I_{z} v_{x, \mathrm{HV}}^{2}}-\frac{C_{f} \ell_{f} \cos \delta_{\mathrm{HV}}\left(v_{y, \mathrm{HV}}+\ell_{f} \dot{\theta}_{\mathrm{HV}}\right)}{I_{z} v_{x, \mathrm{HV}}^{2}} \\
A_{5,4}=\frac{C_{r} \ell_{r}+C_{f} \ell_{f} \cos \delta_{\mathrm{HV}}}{I_{z} v_{x, \mathrm{HV}}} \\
A_{5,5}=\frac{\left.-C_{r} \ell_{r}^{2}-C_{f} \ell_{f}^{2} \cos \delta\right) \mathrm{HV}}{I_{z} v_{x, \mathrm{HV}}} \\
B_{1,2}=\frac{2 C_{f}\left(v_{x, \mathrm{HV}} \sin \delta_{\mathrm{HV}}+\left(v_{x, \mathrm{HV}} \delta_{\mathrm{HV}}-v_{y, \mathrm{HV}}-\ell_{f} \dot{\theta}_{\mathrm{HV}}\right) \cos \delta_{\mathrm{HV}}\right)}{m v_{x, \mathrm{HV}}} \\
B_{4,2}=\frac{2 C_{f}\left(v_{x, \mathrm{HV}} \delta_{\mathrm{HV}}-v_{y, \mathrm{HV}}-\ell_{f} \dot{\theta}_{\mathrm{HV}}\right) \sin \delta_{\mathrm{HV}}-v_{x, \mathrm{HV}} \cos \delta_{\mathrm{HV}}}{m v_{x, \mathrm{HV}}} \\
B_{5,2}=\frac{C_{f} \ell_{f}\left(v_{x, \mathrm{HV}} \delta_{\mathrm{HV}}-v_{y, \mathrm{HV}}-\ell_{f} \dot{\theta}_{\mathrm{HV}}\right) \sin \delta_{\mathrm{HV}}-v_{x, \mathrm{HV}} \cos \delta_{\mathrm{HV}}}{I_{z} v_{x, \mathrm{HV}}}
\end{gathered}
$$
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## Glossary

## List of Acronyms

DARPA Defense Advanced Research Projects Agency
AV Autonomous Vehicles
APF Artificial Potential Fields
MPC Model Predictive Control

SAE Society of Automotive Engineers
$\begin{array}{ll}\text { CV } & \text { Conventional Vehicles } \\ \text { LiDAR } & \text { Light Detection And Ranging }\end{array}$
RADAR RAdio Detection And Ranging
RRT Rapidly-exploring Random Trees
HV Host Vehicle
OV Obstacle Vehicle
MIMPC Mixed-Integer Model Predictive Control
MLD Mixed-Logical Dynamical
ROI Region Of Interest
USA United States of America
CoG Center of Gravity
LINEX LINear EXponential
VCS Vehicle Control System
CV Constant Velocity
ZOH Zero Order Hold
MIQP Mixed Integer Quadratic Programming
MATLAB MATrix LABoratory
YALMIP Yet Another LMI Parser

| SDP | Semi-Definite Programming |
| :--- | :--- |
| LMI | Linear Matrix Inequalities |
| RMS | Root Mean Square |

