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Fjóla Ösp Snævarsdóttir
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Networks” by Fjóla Ösp Snævarsdóttir in partial fulfillment of the requirements for the
degree of Master of Science.

Approved:

Prof. dr. Albert Theuwissen Dr. Bert Luyssaert
Full Professor Committee Member

Prof. dr. Ronald Dekker
Committee Member



This project was performed in co-operation with Caeleste CVBA, Belgium. Their support and
assistance is hereby gratefully acknowledged.



To my beloved parents, myself and you



1 Delft University of Technology

Abstract

Imaging sensors are remarkable devices which are able to capture moments and present them
in a form available to us for years to come. With the use of material properties and photon
particles, charges can be produced which, in combination with electric circuitry, transform into
information understandable to the human eye and eventually the brain. When a photon particle
hits a silicon photodiode, an electron-hole pair forms. By using readout techniques optimized
for noise, area and power, images of di↵erent quality can be read out. Imaging concepts such as
Signal-to-Noise Ratio (SNR), Dynamic Range (DR), Resolution, Contrast and more can be used
to describe the quality of the sensor. These concepts of quality are of interest when designing
an imaging sensor. Throughout this thesis, design methodologies are applied to both the field
of Optical Tomography and Neural Networks.

Optical Tomography is an imaging technique capable of detecting the internal structure of a
subject with the use of image sensors. Various Optical Tomography techniques exist such as
Di↵usion Optical Tomography, Optical Projection Tomography and Optical Coherence Tomog-
raphy (OCT). Optical Coherence Tomography is of special interest due to published papers
which show the potential of the use with CMOS image sensors. The technique is based on the
Michelson interferometer which is used in order to retrieve data of micrometer resolution. A fea-
sibility study was conducted on OCT which shows potential for future research due to its recent
development using CMOS image sensors. A review of state-of-the-art solutions is presented.
With the most recent publication on a CMOS image sensor in OCT, with a dynamic range of
66 dB and a frame rate of 730 frames per second (fps), showed the possibility of retrieving OCT
images of higher quality compared to conventional sensors.

Artificial Neural Networks are inspired by the complex structure of our brain. By using its
unique way of parallel computation, algorithms are capable of teaching our electronic devices
human capabilities such as speech and face recognition. Artificial Neural Networks are identified
by neurons and synapses in analogy to the nervous system. In this thesis, pixel design concepts
are applied to neural networks where the pixel structure is modelled as a neuron. As a part
of a larger project, low power design cells are collected into a combined library and presented.
The library, in the end of development, will be used for finalizing and optimizing the complete
neural network. One of the project’s challenges was to design a novel absolute value filter. The
filter’s importance is presented as a part of a learning algorithm where it takes an absolute
value of the di↵erence between two signals. The resulting filter is operational and has the low
power dissipation of 87 nW. The area was minimized and includes 10 transistors and a current
mirror. The signal gain is around -13.2 dB which shows attenuation of the signal. The amount
of gain required for this structure, as part of the learning algorithm, is not yet determined.
Future work includes improving the circuit’s gain with a gain boost technique and minimizing
noise levels with the use of larger transistors and new technologies.

Keywords: Imaging Sensors, Optical Tomography Principles, Optical Coherence Tomography,
Neural Networks, Learning Algorithms, Absolute Value Filter
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Preface

”The Analog Art shows no signs of yielding to the Dodo’s fate.
The emergence and maturation of monolithic processing finesse
has perhaps lagged a bit behind the growth of the Binary Business.
But whereas digital precision is forever bounded by bits,
there is no limit excepting Universal Hiss to the ultimate
accuracy and functional variety of simple analog circuits”

-Barrie Gilbert, January, 1973

Signal accuracy is of great importance to the ultimate precision. Gilbert’s contribution to the
field of analog circuitry is admirable. His pioneering work with the Gilbert cell as well as the
famous translinear principle has contributed highly to the field. In this thesis, design method-
ologies for analog circuitry are applied to applications where the accuracy of the circuit is vital
for accurate operation.

I would like to express my gratitude to the MSc program in Microelectronics at the department
of Electrical Engineering. After one year at TU Delft in Delft, the Netherlands and one year
at Caeleste in Mechelen, Belgium, the time has been very challenging, exciting and helped me
to grow as a person. I wish all the best to everyone who has participated in my journey and
towards the completion of this thesis.

Fjóla Ösp Snævarsdóttir
Reykjav́ık, 2017
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1
Introduction

Image sensors are widely used in our modern world. Our expectations towards their devel-
opment and qualities are increasing as the size of the transistor scales down to keep up with
Moore’s law. The famous law describes the continuous increase in the number of transistors on
a dense Integrated Circuit (IC) over time. IC designers are constantly challenged by supplying
sensors which are more power e�cient, have less noise, are smaller and faster. In order to
keep up with the evolution of circuit design there are a lot of challenges. With the constant
development, new architectures with certain functions are improved and made optimal for the
application of interest. Other developments, such as in the area of fabrication, include new
techniques which allow for smaller or more accurate transistors. The main goal for designers is
to find the perfect balance between power/area/speed which is optimized for the application of
interest.

When working in the field of image sensors one can not go about without mentioning Charge
Coupled Device (CCD) Image sensors. Until recently CCD sensors dominated the imaging world
due to their quality of images. However, with the development in lithography in the 1990s, de-
signers were finally able to design Complementary Metal Oxide Semiconductor (CMOS) devices
in such a way that quality images could be retrieved. Today CMOS image sensors have caught
up to CCD sensors and have some advantages over CCD such as higher frame rate, higher
resolution, lower cost and more power e�ciency [1]. With CMOS sensors, designers have the
freedom of adding processing circuitry inside the pixel which vastly increases the design space.

Optical Tomography is a technique which uses light in the optical region (visible to Near-Infrared
(NIR) wavelengths) to acquire an image. Optical Tomography has the possibility of enabling
non-invasive imaging of internal structures. Tomographic techniques use reconstruction algo-
rithms to build up an image from output signals. Tomographic systems consists of a light
source, a subject and a detector. Reconstruction algorithms are able to determine an internal
structure of a subject by calculating the change of the light source to the light that returns to the
detector. From this behavior the internal structure can be estimated. When using high energy
particles as a source, such as X-ray waves, the internal region can simply be reconstructed from
the absorption function of the matter it travelled through. However, when it comes to using a
light source in the optical region, other functional behaviors of the tissue of the subject has to
be taken into account. The reconstruction algorithm has to include the light/tissue interactions
such as absorption, scattering and reflection which makes Optical Tomography a challenging
imaging technique. Nevertheless, high quality image sensors are capable of providing su�cient
data to view the internal data with micrometer resolution.

Another topic in this thesis concerns neural networks. Neural networks are a hot topic today
and have been proven useful in an increasing number of applications. The idea behind artificial
neural networks is to construct a network which is able to learn in a similar manner as our brain
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does. Instead of using serial calculations of computers, parallel networks are now of interest.
Advancements in GPUs has enabled faster training of neural networks but at the cost of power
consumption. For less power hungry solutions hardware development is applied. When hard-
ware is able to correct itself, it becomes highly advantageous when it comes to receiving higher
speed, more accuracy and more power e�ciency in networks.

The overall aim of this thesis is to apply image sensor design methodologies to the two emerg-
ing fields: Optical Tomography and Neural Networks. For Optical Tomography, the goal is to
show the feasibility of CMOS image sensors in tomographic applications. With an overview of
the topic the thesis approaches the problem from a high level towards specific application and
publications where CMOS sensors have shown potential. There the current status of CMOS
image sensors in Optical Coherence Tomography is discussed. For the field of hardware neu-
ral networks, the goal is to design a novel absolute value filter, which can be used both for a
learning algorithm or signal filtering. The filter developed is a part of a larger neural network.
Alongside this, components which play a part in the design and network are explained and
discussed. A cell library, a collection of circuits, is used to form a neural network which then
will be optimized. Due to these two unrelated subjects the thesis is split up into two di↵erent
parts.

1.1 Thesis Organization

The first part presents a feasibility study on Optical Tomography. It starts by explaining the
field and theory. Further it goes into specialized techniques and properties. A branch called
Optical Coherence Tomography is presented and prospective relevant papers showing the po-
tential of CMOS image sensors are discussed in a literature review. The main limiting factors
are put forward and feasibility is predicted. The aim is to bring forward the current status of
CMOS imaging sensors in Optical Coherence Tomography from a wide field of Tomography by
creating a single point of reference for further research and development.

The second part presents an absolute value filter which is a part of a learning algorithm used to
train hardware neural networks. Overall it presents background knowledge to neural networks,
learning algorithms and performance as well as a developed neural network which is a part of
a larger project which is in continuous development. Neural networks are made up from both
synapses and neurons, whereas in this thesis the focus is only on the structure of a single neu-
ron. The components which make up the neuron, also known as the pixel, are explained and
its challenges are listed. As the application requires low power and minimal area, the hardware
structure is developed in the analog domain. Even though analog implementation is highly
complex, it o↵ers a higher performance concerning power consumption and area. Finally, the
performance of the developed absolute value filter is evaluated.
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2
Imaging Sensors

This chapter discusses the fundamentals of image sensors in general and provides the prerequisite
knowledge for the topics mentioned throughout the thesis. The first section lists the main
concepts of the image sensors among their important architecture parts such as the photodiode,
pixel structures and readout circuitry. The second section discusses important design properties
and e↵ects of the image sensors. However, this chapter will only briefly grasp the topic of image
sensing.

2.1 Image Sensor Fundamentals

Image sensor architectures are well known as either Charge Coupled Devices (CCDs) or Com-
plimentary Metal Oxide Semiconductors (CMOS). In the 1960s, S.R. Morrison developed the
first image sensor made with semiconductor technology [2]. In the early age of image sensor
development, CCDs o↵ered better performance than CMOS sensors mostly due to the fabri-
cation technology available at the time. Scientists were still drawn into CMOS image sensor
possibilities but it was not until the 1990s when lithography had further advancements such that
the development of CMOS image sensors could continue. Today, CMOS sensors are considered
to be more advantageous concerning flexibility, energy consumption, frame rate and cost than
CCD sensors. In this thesis CMOS image sensors are of topic. A vital component of an image
sensor is the photodiode, the light sensitive area of the pixel. An image sensor chip generally
consists of a pixel array and readout components such as sense amplifiers, Analog-to-Digital
Converters (ADCs), logic and peripherals. In Figure 2.1 an overview of a 16 pixels image sensor
can be seen. Pixels make up the largest part of the sensor and the pixel area is defined by the
total amount of pixels on the sensor.

Figure 2.1: CMOS Image Sensor Layout [3]
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Pixels have certain descriptive metrics such as Fill Factor (FF) and Full Well Capacity (FWC).
The FF describes how much area inside a pixel is sensitive to light. In simple terms, the FF can
be presented as the ratio of the area of the photodiode (Apd) and the total pixel area (Apix),
see Equation 2.1:

FF =
Apd

Apix
· 100[%] (2.1)

However, there are other factors which can a↵ect the FF. For example, when photons fall next
to a photodiode they can still be detected due to the electron di↵usion from a non-depleted area.
Present day image sensors are equipped with microlenses which play a big role in improving the
FF inside pixels by condensing the light onto the photodiode [4]. The FWC defines the number
of charges (Nsat) the pixel is able to contain before the pixel is saturated. The maximum number
of charges is given by Equation 2.2:

Nsat =
1

q

Z Vreset

Vmax

CPD(V ) · dV (2.2)

where CPD is the photodiode capacitance in Farad (F ) and q is the charge of an electron,
1.16 · 10�19, in Coulomb (C). The limits of the integral, the initial voltage (Vreset) and the
maximum voltage (Vmax), depend on the depletion voltage [4].

2.1.1 Photodiode

The photodiode is the light sensitive area inside the pixel which converts photons into electrical
signals. A photodiode reacts upon photon particles when the photon energy is greater than the
bandgap energy, Eg, which for silicon is 1.12 eV at room temperature. The bandgap energy is
the energy di↵erence a particle needs to move from the valence band to the conduction band.
This means that photons with energy greater than 1.12 eV , or wavelengths under 1100 nm, are
able to force electrons into the conduction band [5]. The photon energy can be presented as,
see Equation 2.3:

E = h̄v =
h̄c

�
� Eg (2.3)

where h̄ is the Planck constant, which is approximately 4.136 · 10�15 eV · s, v is the photon
frequency in Hertz (1/s), c is the speed of light of 2.99 · 108 m/s and � is the wavelength in
m. The silicon photodiode structure can be described as a junction of p-type and n-type doped
semiconductor materials (p-n junction). The remarkable discovery of the p-n junction can be
traced back to the 1940s to the work of J.N. Shive at Bell Telephone Laboratories. His work on
the developments of phototransistors opened the doors for future generations. In continuation
of this development Weckler introduced the p-n junction in the 1960s. He showed that when
the junction was reversed biased, the photocurrent Iph, flowing into the floating node, caused
the voltage of the photodiode to discharge in relation to its capacitance [6]. This behavior can
be noted in Equation 2.4:

dV

dt
=

Iph
C(V )

(2.4)

where C(V) is the capacitance as a function of voltage. Inside the p-n junction, a silicon
semiconductor doped with n-type impurities contributes to an excessive number of electrons
(valence electrons) which increases its conductivity. On the other hand, p-type impurities
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create deficiencies of valence electrons, which are called holes. Common doping impurities
are Phosphorous for the n-type and Boron for the p-type. A depletion region forms along both
sides of the metallurgical junction (the interface between the n-doped and p-doped regions in the
junction) when all the charge carriers, locally, have combined with each others valence carriers
and an electric field is established. The size of the depletion region depends on the doping level
of the p-n junction and the reverse bias, which sets the operating region of the photodiode.
Figure 2.2 shows a reversed biased photodiode (p-n junction) where p-type impurities (p+)
have been di↵used into an n-type silicon bulk (n-type substrate) as the active area and n-type
impurities (n+) in the back to establish an ohmic connection [5].

Figure 2.2: Cross-Sectional View of the Reversed Biased p-n Junction [5]

When photons fall onto the silicon, they have enough energy to break bonds in the silicon crys-
tal. This causes a electron as well as a hole to move freely. This can be referred to as generation
of an electron-hole pair. The pairs generated are swept away by drift in the depletion region
and collected by di↵usion from the undepleted region. The free movement of the pair generates
the current [5]. The current which forms is proportional to the incident light and is called the
photocurrent.

Quantum E�ciency (QE) is a descriptive factor of the performance of a photodiode. QE de-
scribes the amount of photons that can be changed into electron-hole pairs and can be collected
to contribute to the output signal [7]. The depth of the formation of the electron-hole pair de-
pends on the energy of the photon, the lesser energy the deeper the pair forms in the depletion
layer. In order to estimate the overall QE, Equation 2.5 can be used:

QE(�) =
Nsig(�)

Nphoton(�)
(2.5)

where Nsig is the signal charge produced per pixel, see Equation 2.6:

Nsig =
Iph ·Apix · tint

q
(2.6)

where Apix is the pixel size and tint is the integration time. Therefore, in order to maximize a
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signal one or more of these factors can be optimized. The number of photons per pixel, Nphoton,
can be represented as, see Equation 2.7:

Nphoton =
P ·Apix · tint

h̄v
(2.7)

where P is the input optical power and h̄v is the photon energy. In relation to Equation 2.5,
the transmittance of light (T (�)), the fill factor (FF) and the charge collection e�ciency (⌘(�))
all a↵ect the quantum e�ciency and can also be represented with Equation 2.8 [4]:

QE(�) = T (�) · FF · ⌘(�) (2.8)

In order to retrieve desired behavior from a photodiode, a voltage bias has to be applied to the
metal contacts at the ends of both the p and n layer. In order for the diode to start conducting,
the voltage drop across the diode has to be larger than the threshold voltage and this is possible
when an additional energy source is added to overcome the potential barrier. A photodiode has
a non-linear behavior and can be described by non-linear current-voltage (I-V) characteristics,
see Figure 2.3, where P0 - P2 represents di↵erent light levels.

Figure 2.3: Photodiode I-V Characteristics [5]

When the photodiode is forward biased, the current has an exponential increase but if the diode
is in reverse bias only dark current is present. Therefore the photoelectric e↵ect can be detected
in this region. This is the reason why reverse bias or photoconductive mode is the operating
mode of photodiodes in image sensors [5]. This makes sure that only the light intensity a↵ects
the generated current. The current can be represented as, see Equation 2.9:

ID = ISAT (e
qVA
kBT � 1) (2.9)

where ID is the photodiode dark current, ISAT is the reverse saturation current caused by the
motion of charge carriers, VA is the applied bias voltage, kB is 1.38 · 10�23 J/K which is the
Boltzmann constant and T is the absolute temperature in Kelvin [5].
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Noise is the biggest non-ideality a↵ecting the photodiode. Photodiodes are mostly a↵ected by
two types of noise, shot noise and thermal noise, also called Johnson noise, see further in Section
2.4.3.

2.2 Pixel Architectures

Pixel architectures are classified into either active or passive pixels. The di↵erence depends on
whether the pixel contains signal amplification circuitry or not. With Weckler’s publication
on the p-n junction in the 1960s, the first passive pixel was presented, see Figure 2.4 [a]. This
passive pixel consisted only of one photodiode and a switch, denoted by hv and Ss. If the switch
was turned on, the reverse bias was applied. When the photodiode was exposed to illumination,
the charges built up depended linearly on the incident illumination density. This photodetector
showed advantages towards the former devices known at the time [8]. While CCDs consists
only of passive pixels, CMOS has the possibility of being implemented with either passive or
active pixels.

From passive pixels in CCDs, the photogenerated charge is transferred without amplifications
serially to an output amplifier and an ADC. The image quality can be strongly a↵ected by
noise injection during the transfer which causes smear artifacts in the image [4]. Advantages of
passive pixel structures include high fill factor, simplicity and a small pixel pitch which is the
length from one edge of the pixel to the edge of the next one.

In Figure 2.4 [b] the common architecture of a passive pixel in a CMOS sensor is shown. The
pixel consists of a photodiode and a select switch. The charge generated is read out from the
pixel and amplified by a charge detection amplifier located outside the pixel array [4]. This
photogenerated charge is susceptible to noise between the pixel output and the amplifier. This
becomes a significant issue when dealing with a large pixel array.

(a) Weckler’s Passive Pixel Architecture (b) Common Passive Pixel Architecture

Figure 2.4: Passive Pixel Architectures [4], [8]

The most common charge detection principle used in pixels is with the use of floating di↵usion
(FD). When the generated signal charge is collected in a potential well, change of the potential
occurs, �VFD. This can be described with the following relationship, see Equation 2.10:
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�VFD =
QSIG

CFD
(2.10)

where Qsig is the signal charge and CFD is the capacitance of the well which acts as a charge-
to-voltage conversion. The conversion gain expresses how much voltage change is caused by
a single electron. By monitoring this change with a voltage bu↵er, the output voltage can be
expressed as, see Equation 2.11:

�VOUT = Av ·�VFD (2.11)

where Av is the voltage gain of the bu↵er [4].

The second possible implementation on CMOS pixel architecture are active pixels. Active pixel
sensors are more complex than the previously mentioned passive pixel sensors. The di↵erence
between the two is the active circuitry added into the pixel cell for active pixels. Active pixels
have advantages such as low power consumption, high readout speed, high sensitivity and low
cost. Multiple active sensors have been developed such as the 3T and 4T active pixels.

Hereon after the focus will be on active pixel sensors due to the fact that they o↵er more freedom
in design and advantages concerning suppression of noise by an option for additional circuitry
inside their pixel. With additional circuitry, the noise can be minimized as early as possible
which means that big part of the noise is not amplified with the signal to the output of the
sensor. This leads to a high performance in active CMOS sensors.

2.2.1 3T Active Pixel

The three transistor (3T) pixel published by Noble in 1968 is among the first presented active
pixel, even though years later the name active was decided for this type of pixels [9]. Today the
3T pixel has been improved upon but still has the same working principle. A generated signal
charge is collected at a charge accumulation area (depletion region) in the p-n photodiode inside
the pixel. Figure 2.5 shows the modern 3T pixel.

Figure 2.5: 3T Architecture [4], [9]

There, the MRS is the photodiode reset transistor, MRD the amplifier transistor or the source
follower and MSEL the select transistor. The reset and the select transistors are connected to
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the row address circuit which controls which row is selected to be read out. When the select
transistor is chosen, the amplifier transistor and the bias current load source (IBIAS), form a
source follower circuit. That means that the photodiode voltage, Vpix, is amplified and the
bu↵ered output, VPIXOUT , is sampled on the capacitor CSH . This source follower structure
amplifies the current [4]. The photogenerated charge gain, AQ, is given by Equation 2.12:

AQ = Av ·
CSH

CPIX
(2.12)

where Av is the voltage gain and CPIX is the capacitance of the storage node. Photodiodes
have an advantage of o↵ering larger full well capacity than pinned photodiodes. The reason is
because the pinned photodiode has a pinned potential which limits the capacity [4].

2.2.2 4T Active Pixel and Pinned Photodiode

A Pinned Photodiode (PPD) has similarities with the p-n photodiode. However, it is superior
when it comes to noise reduction due to an added p+ layer on top of the p-n junction. Thus,
the photon collection area is kept away from the surface to reduce the noise. The surface of
the photodiode is shielded with a p+ layer where the dark current is reduced by keeping the
interface non-depleted. Without it, generation and recombination of carriers which occur at the
interface would contribute to the noise [10]. Also, due to its complete charge transfer behavior,
reset noise is not generated during the transfer. This structure has proven to be highly beneficial
in both CCD and CMOS image sensors.

A Pinned Photodiode is the sensing element in the four transistor (4T) pixel which works as
follows. The charge is integrated under the PPD and transferred via the Transfer Gate (TG)
into a charge storage node called Floating Di↵usion (FD). Figure 2.6 [a] shows the 4T pixel
structure containing a PPD. In the 4T active pixel structure, TG is the transfer gate transistor
which is responsible for separating the PPD and the FD and determines the integration time of
a pixel. The reset transistor (RST ) or T1, is responsible for resetting the potential inside the
FD. The amplifier transistor or a source follower, T2, enables a low impedance readout. The
readout is then controlled by the select transistor, SEL or T3. This is then read out as Vpix [11].

The function of the PPD can be summarized as in Figure 2.6 [b] where the potential diagram is
shown. The electrons are initially located in the PPD marked from x = 0 to x = LPPD which is
the interface between the PPD and the TG. The �b is the potential barrier where the electrons
either cross by thermionic emission or reflect back and continue their random motion in the
PPD [11]. The probability of possessing enough energy to cross the barrier can be presented as
shown in Equation 2.13:

pcross = e��b/uth (2.13)

where uth is the thermal voltage. When in the FD the charges are converted into voltage.
The change in potential, �V , is determined by its capacitance and the photogenerated charge,
Qph, which was transferred over the potential barrier. The ratio between the potential change
and the photogenerated charges times the electron charge defines the conversion gain [6], see
Equation 2.14:

CG = q · �V

Qph
(2.14)
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(a) 4T Pixel Structure with PPD (b) Pixel Potential Diagram

Figure 2.6: 4T Active Pixel Characteristics [11]

The main di↵erence between a 3T and 4T pixel is the specialized transfer gate which separates
the charge storage node (FD) and the diode. This allows for a Correlated Double Sampling
(CDS) which in short, is the subtraction between the real signal and the reset signal which have
been sampled separately.

The operation of the 4T pixel is as follows. The signal charge collection of the pixel starts from
the point the FD is reset by the reset transistor (RST) and the output (VPIXOUT ) is read as
the reset signal. The reset signal is a base signal which contains o↵set and noise from the FD.
As the transfer gate is turned on, it causes the accumulated charge at the pinned photodiode
to transfer into the FD [4]. With the change in potential at the FD, the VPIXOUT is read out
as the real signal. Due to the pinning potential, the FD, the collection region, can be fully
depleted as it resets. CDS is enabled and eliminates the o↵set and the noise components which
are contained in the FD or the reset noise, 1/f noise and kTC noise [12]. Thereby the advantages
of the PPD include a high quantum e�ciency, lower dark current and reset noise and as the
conversion gain is independent from the photodiode capacitance, it can be tailored for di↵erent
applications [6]. Disadvantages are the modifications from the standard CMOS process and
high reset voltage for a complete transfer.

Figure 2.7 [a] and [b] show the structure of the PPD both in p-type and n-type substrates where
p+, p-, p, n+ and n define the doping. The pixel can either be in a p-type or n-type substrate
which both have di↵erent advantages. The p-type substrate has been more commonly used as
it requires fewer modifications from the conventional CMOS process [4]. However, it is more
susceptible to pixel-to-pixel crosstalk due to di↵usion from carriers generated in the substrate.
The n-type region allows for more isolation as the carriers are mostly drained through the n-type
substrate. The p-well, for the n-substrate case, has an extended depth in order to work as a
blocking region.
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(a) PPD in p-type Substrate (b) PPD in n-type Substrate

Figure 2.7: Cross-Section View of Pinned Photodiodes in p-type and n-type Substrates [4]

2.3 Readout Techniques

In order to capture the data from an image sensor certain readout techniques have been de-
veloped. Global shutter and rolling shutter mode are mechanisms used to read out an image
but have di↵erent influences on the outcome. When global shutter is used, all pixels in the
image sensor are reset at the same time. By resetting the imager any residual signal in the
well is removed. After the integration period, determined by the transfer gate, starts there is
charge accumulation inside the pixels. The integration period is the same for all pixels. If the
integration time is short enough for a certain motion, it is not detected in the scene and does
not a↵ect the quality of the image [13].

On the other hand, with rolling shutter mode the pixels do not integrate at the same time. In-
stead, each row starts to integrate at a di↵erent time. Though all pixels have the same amount
of integration time, the di↵erence in the start time can a↵ect the images with motion blur.
Rolling shutter has an advantage for certain applications, such as electro-optical measurement
systems [13]. There the characteristics of the rolling shutter were used to capture light from
di↵erent heights. By synchronizing the illumination pattern with the rolling shutter features
could be captured at specific heights [14]. Other advantages include the lower cost and less
complexity in fabrication of CMOS rolling shutter readout.

Readout modes and frame rate are parameters that describe how fast the system can record
the data [15]. Frame rate is the amount of full frames captured per second and depends on
the readout speed, data transfer and the number of pixels. Some cameras have the option of
running at a higher frame rate by binning pixels together. However, it has the disadvantage of
reducing the resolution. Binning is a technique which enables the possibility of adding two or
more output signals together, either on-chip or o↵-chip. In order to increase the readout rate
multiple taps can be added, which means the data is read out in multiple locations instead of
only one.

Concerning readout modes, common ones include Integrate-While-Read (IWR) or Integrate-
Then-Read (ITR). For IWR the integration occurs simultaneously to the readout. This allows
the highest possible frame rate, both integrating the signal as well as reading it out. For ITR
the integration of the next frame occurs after the previous frame is read out. The advantage
of ITR is the fact that the integration time is independent of the readout speed. This is highly
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beneficial for images which encounter significant motion in the scene. Another advantage is
that signal are less likely to be corrupted by the integration mode [16]. The disadvantage of the
method is that during a readout an event that happens simultaneously can not be seen. For
IWR the integration time is limited by the readout speed.

2.4 Image Sensor Properties

Image sensors have certain features which have to be considered for the optimal performance.
In this section a couple of factors will be discussed, such as the Signal-to-Noise Ratio (SNR),
Dynamic Range (DR), Modulation Transfer Function (MTF), Resolution, Contrast, Noise and
Robustness.

2.4.1 Signal-to-Noise ratio (SNR) and Dynamic Range (DR)

Signal-To-Noise Ratio (SNR) represents the ratio between the input signal and the input referred
noise, see Equation 2.15, represented in decibels (dBs):

SNR = 20 · log10
Nsig

n
(2.15)

where n is the total temporal noise at the signal level Nsig. SNR describes the sensitivity of an
image and the higher the SNR the less noise the image contains. SNR is improved by increasing
the signal (Nsig) or decreasing the noise.

Dynamic range (DR) is the ratio between the full well capacity (Nsat) and the noise floor (nread),
see Equation 2.16, represented in dB:

DR = 20 · log10
Nsat

nread
(2.16)

The dynamic range shows the ability of the sensor to represent the brightest and the darkest
parts in a scene [17]. Increasing the dynamic range in CMOS imagers is achieved by either
increasing the largest signal or decreasing the noise floor. With high dynamic range (HDR)
sensors the noise floor is decreased as much as possible [18]. The state-of-the-art noise floor is
around 1e.

2.4.2 Modulation Transfer Function (MTF), Resolution and Contrast

Modulation Transfer Function (MTF) is used to measure the imaging performance of an optical
system [4]. MTF can be closely related to both resolution and contrast. The resolution is a
parameter which describes the capability of the sensor to capture object details and can be
presented as line-pairs per millimeter (lp/mm) or frequency. The contrast describes how closely
a sensor can relate di↵erent light intensities between each pixel [4]. MTF describes the filtering
properties of the spatial frequency. Characteristic example can be seen in Figure 2.8 where the
quality of the objective a↵ects the modulation response as a function of spatial frequency.
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Figure 2.8: MTF Spatial Frequency Characteristics [4]

MTF is decreasing with increasing frequency, represented as line-pairs/mm. This elaborates
on how much details can be captured in an image. The higher the MTF is for higher spatial
frequencies the higher the resolution is. However, the higher the MTF is at mid-level frequencies
the better the contrast of the image is. For a better understanding, Figure 2.9 shows how images
are related to the spatial frequency characteristics presented in Figure 2.8.

(a) High Resolution, High Contrast (b) Low Resolution, High Contrast

(c) Low Resolution, Low Contrast

Figure 2.9: Images corresponding MTF Spatial Frequency Characteristics in Figure 2.8 [4]

MTF can be presented as image contrast over the object contrast, see Equation 2.17:

MTF (f) = 100% · C(f)

C(0)
(2.17)

where C(0) is the contrast of the object measured at low frequencies in order to prevent change
in contrast if the frequency is lowered. C(f) is the contrast of the image. Contrast can be
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represented as, see Equation 2.18:

C =
Lmax � Lmin

Lmax + Lmin
(2.18)

where Lmax is the maximum luminance and Lmin is the minimum luminance.

2.4.3 Noise

One of the major non-idealities of image sensors is noise which leads to a limited SNR. Noise
is the random energy which is produced by the material, components and environment of the
sensor. In simulations this random energy is described as random fluctuations. Noise is a major
limitation in the performance of image sensors and therefore has been deeply studied in order
to find solutions for elimination. Noise sources and their causes are various. Di↵erent noise
sources can be seen in Figure 2.10.

Figure 2.10: Di↵erent Noise Sources in Integrated Circuits [4]

As can be seen, the topic of noise in image sensors is extensive and will therefore not be discussed
in great detail. Thereby, the description will be limited to:

• Fixed Pattern Noise (FPN)

– Dark Signal Non-Uniformity (DSNU)

– Photo Response Non-Uniformity (PRNU)

• Temporal Noise

– Thermal Noise and Reset Noise

– Photon Shot Noise and Dark Current Shot Noise

– Flicker Noise
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The noise conditions vary depending on whether the sensor is under illumination or not. When
the sensor is under illumination, the noise sources measured in the dark are still present such
as DSNU and dark current shot noise.

Fixed Pattern Noise (FPN)

Fixed Pattern Noise (FPN) or spatial noise applies to variations and o↵sets of signals from
pixel to pixel. FPN may be sub-divided into Dark Signal Non-Uniformity (DSNU) and Photo
Response Non-Uniformity (PRNU) depending on if they are measured in the dark or under
illumination, respectively. DSNU thereby evaluates both the dark noise as well as the o↵set
cause by variations of transistors between pixels. PRNU values the noise and o↵set during illu-
mination. The PRNU is due to the photoresponse causing di↵erent gain in di↵erent pixels with
exposure to uniform light. This mismatch is caused by the physical properties of the sensor itself.

The non-uniformity of the dark current is hard to eliminate as the CDS is limited to a constant
noise level. Temporal noise, the dark current shot noise, is also present in the dark current. The
dark current is formed when the photodiode integrates charges inside a pixel when no outside
radiation a↵ects the sensor. The charges are due to random generation of electron-hole pairs
in the depletion region. Dark current reduces the full well capacity which at the same time
decreases the dynamic range. The dark charge, Qdark, that is integrated is proportional to the
integration time, tint, and is also a↵ected by temperature, see Equation 2.19:

Ndark(T ) =
Qdark

q
=

Idark(T ) · tint
q

(2.19)

where Idark(T ) is the dark current as a function of the temperature. Dark current can be rooted
to three parts inside a pixel. Charge generation in the depletion region, di↵usion from the bulk
and generation at the surface [4]. It is important to notice how the total dark current is reduced
with decreasing temperature, see Figure 2.11, where the X-axis represents the temperature and
the Y-axis the dark current (arbitrary log scale).

Figure 2.11: Dark Current versus Temperature Dependency [4]
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Temporal Noise

Temporal noise describes the random fluctuations within a pixel that change over time. The
noise mechanisms in image sensors are thermal noise, photon shot noise and flicker noise along-
side dark current shot noise and reset noise.

Thermal noise, Johnson noise, was discovered in 1920s by J.B. Johnson and results from thermal
energy a↵ecting the electrons within a resistance. Reset noise, also known as kTC noise, has its
origin from the capacitance of the floating di↵usion. The noise is caused by the thermal noise
from the MOSFET transistor. With some pixel structures the kTC noise can be suppressed by
CDS. Photon shot noise is caused by the variations in the arrival of photons and the generation
of electron-hole pairs. This random behavior can be described by the Poisson probability distri-
bution. Under high illumination photon shot noise is the dominating noise source. Dark current
shot noise is introduced by the dark current which was discussed and presented in Figure 2.11.
Flicker noise is dependent on frequency with the power spectral density of 1/f . In CMOS
sensors the pixels su↵er from flicker noise at low frequencies but if the sampling is short enough
CDS can eliminate the noise [4].

Noise sources and their noise densities are summarized in Table 2.1.

Table 2.1: Temporal Noise Sources

Noise Source Noise Density

Thermal Noise v2n = 4kBTR�f

Reset Noise v2n = kBT
CPD

Photon Shot Noise v2n =
qIphtint

CPD

Dark Photon Shot Noise v2n = qIdktint

CPD

Flicker Noise v2n = K
fCoxWL

Here, kB is the Boltzmann constant, T is the absolute temperature, R is the resistance, �f is the
bandwidth in Hertz, CPD is the capacitance of the photodiode, Iph and Idk are the current from
the photons and the dark current, respectively, tint is the integration time, K is a technology
parameter, f is the frequency, Cox the oxide capacitance of the transistor and W and L is the
gate width and the gate length of the transistor, respectively [19].

2.4.4 Robustness

Robustness is highly important as when manufacturing a device, development mistakes and
inaccuracy have to be accounted for. As described previously, environmental factors influence
the noise level of the sensor. Environmental factors include humidity, temperature, exposure to
gas and exposure to radiation. Nevertheless, robust chips are routinely built, such as CMOS
circuits which have large noise margins and are minimally sensitive to variations in transistors
[20]. For interested readers this section discusses some contributing factors to errors which de-
signers need to be aware about to ensure robustness. These include developed CMOS processes,
expected variability and reliability.

CMOS Processing Technology

With complex CMOS processing technology, fabrication plants and foundries, keep up with ea-
ger consumers. Foundries such as TSMC, X-FAB and UMC sell space on their fab lines where
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the design has to concede to their foundry model and design rules. In order to make sure for a
working design, physical processes should be kept in mind [20].

CMOS processing is broadly done in two steps, in the Front-End-of-Line phase where the
transistors are formed and in the Back-End-of-Line phase where the wires are built in. The
big parts of this process are wafer formation and photolithography. The wafer is formed from
a single crystal silicon which can be made by a crystal growth method such as the Czochralski
process. When in formation, impurities are added during the melt to contribute to required
electrical properties. In order to initiate the crystal growth a seed crystal is added to the
melt. When the seed is withdrawn from the melt the diameter of the wafer is determined.
Photolithography is a technique that is designed to write the functions of the chip onto a
wafer. By using a mask, photolithography is able to write the patterns onto the wafer. The
patterning process determines the dopants, polysilicon, metal and contacts of the circuit using
masks. These processes are very complex and extensive and will not be presented further in
this chapter. By keeping the specific layout design rules from the foundries in mind and why
they are set, faulty chips can be avoided. CMOS processes are constantly improving and new
features introduced annually.

Variability

Variability describes how much deviation is expected from the device. When fabricating IC
components they are never perfectly identical and imperfections have to be accounted for in the
device. Variation sources can be due to Process, Voltage and Temperature (PVT) variations.
The circuit should be able to operate in the extremes of these variations in order to show good
performance and precautions should be taken during design. Supply voltages of the chip vary
within the chip area and with time. This can a↵ect the speed, as the speed is determined by the
VDD and the noise budget [20]. With the rise of temperature, the drain current decreases and
ambient temperature ranges are di↵erent whether it concerns commercial, industrial or military
standards. Finally, the process causes variations on the chip. Very important variations are the
channel length (caused by e↵ects in the photolithography) and the threshold voltage (caused by
di↵erent doping and annealing e↵ects). Threshold voltages change with time as the transistors
wear out. Variations for the interconnects have to be accounted for in the design.

Reliability

Reliability can be referred to as time-dependent variability and describes how reliable certain
devices are. This concept is of high importance when certifying a sensor in order to be sure of
its behavior in real time and over a long period. Failures can be sorted into hard or soft errors.
Hard errors can cause the circuits to fail permanently, for example due to oxide wearout and
interconnect wearout. Oxide wearout is mostly caused by stress which changes the threshold
voltage. This causes an increase in leakage which can cause failures in circuits. Mismatches
are too high, transistors too slow or too much leakage. Also too high currents can cause an
interconnect wearout. Soft errors are random errors which can be triggered by radiation and
cause the circuit to fail or loose data [20].
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3
Optical Tomography

Computed Tomography is widely used in medical imaging applications and is beneficial for di-
agnostic procedures. Computed Tomography is a method of producing an image of an internal
structure of a subject by reconstructing cross-sectional slices. The cross-sectional slices are
taken from di↵erent angles of the subject and can be processed into three dimensional images.
In order to capture the internal structure, interactions between a subject’s tissue and the light
source energy are estimated. The data captured by the sensors can be used to reconstruct the
internal structure. Energy sources can be X-ray, Neutron, Light, Sound, Electrical and more.
There is a vast variety of Computed Tomography disciplines using these energy sources such as
X-ray Tomography, Magnetic Resonance Imaging, Neutron Tomography, Ultrasound Tomogra-
phy and Optical Tomography. These techniques all have their own advantages in applications
which depend on their properties and resolution [21].

In order to form an understanding of Tomography, a well known X-ray Tomography imaging
method is presented. The underlying tomographic principles between the disciplines are similar.
Due to the high energy X-ray waves, broken bones can easily be imaged. When X-rays are used
as a radiation source in Tomography, the rays are able to penetrate through the body and the
internal structure can be calculated from the data which the sensor on the other side of the
subject detected. However, the disadvantage of this method is its probability of damaging the
cells of the body and risk of cancer or other diseases. X-rays are electromagnetic radiation with
a small wavelength of 0.1 to 10 nm. Contrast of the image depends on the di↵erences in the
density and thickness of the structures inside the body. In X-ray Tomography the challenging
task is to decrease the harmful side e↵ects. This is done by lowering the dose exposure to
patients either by reducing the projection views as in limiting the amount of images or lowering
the tube current. X-rays are generated by the interaction of accelerated electrons with a metal
(tungsten) within a vacuumed tube. The tube current a↵ects the acceleration of the electrons.
The process structure can be seen in Figure 3.1.

Figure 3.1: X-ray Tube Process
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As the tube current is increased with a high filament voltage, it accelerates the electrons to
high speed inside a vacuum towards a tungsten target. The energy released is mostly in the
form of heat but alongside X-rays are generated and directed towards a subject. In order to
prevent the anode from melting, the tungsten metal rotates to dissipate this heat. By using
these methods to decrease the X-ray dose the image quality su↵ers due to added noise and
artifacts. Advancements over the last years have shown improved noise and artifact suppression
in low dose X-ray Tomography [22]. There is a known health issue for the subjects of the X-ray
Tomography and despite e↵orts in developing low dose X-ray Tomography, their influence has
yet to be proven harmless.

In this chapter Optical Tomography is presented, which uses visible and NIR light sources.
There are multiple reasons for pursuing optical imaging which include [23], but are not limited
to:

• Radiation Safety : Due to the non-ionizing rays, no harm is caused to us or the environ-
ment.

• Resolution: Capable of imaging in the micrometer or sub-micrometer scale.

• Optical Spectra: Capable of providing information on molecular conformation.

• Optical Absorption: Capable of enabling functional imaging.

• Optical Scattering Spectra: Capable of providing information on the size of cell nuclei.

• Optical Polarization: Capable of providing information on tissue components.

• Optical Frequency Shifts: Capable of providing information on blood flow with the Doppler
e↵ect.

On the other hand, the disadvantages of Optical Tomography is the complexity of reconstruction
algorithms and imaging depth. In Section 3.1 the operating principles and components of
Optical Tomography systems are explained. By comparison, the properties and possibilities
of the components are discussed. In Section 3.2 optical properties of silicon and light range
are presented and their complexity is discussed. Finally, in Section 3.3, the importance of
reconstruction methods are mentioned briefly.

3.1 Theory

Optical Tomography is defined as a tomographic technique which uses a light source in the spec-
trum ranging from visible to NIR light to acquire an image. It uses the general concepts from
other tomographic techniques where the image is reconstructed from the output data using a
known function of the matter being imaged. It is a type of an inverse problem where the results
are used to find the cause. Opposite to it, is the forward problem which describes a process
were the causes define the results. Optical Tomography is a form of computed Tomography
where reconstruction algorithms can be applied to reconstruct a 3D model of the subject. In
most cases the set-up of Computed Tomography includes three parts, a light source, subject
and a detector. Reconstruction algorithm is an important part of a Tomography system as it
represents the data in an understandable form on the computer interface. The set-ups for both
Optical Tomography and X-ray Tomography are closely related [24], [25]. Below a rough sketch
of Computed Tomography set-up is presented, see Figure 3.2.
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Figure 3.2: Computed Tomography Explanation Set-Up

The optical light source or X-ray emits radiation onto the test subject whereas on the other
side a detector is placed. The rotating stage is then used to rotate the subject in order to
retrieve slices from other angles. Finally, the image is presented after reconstruction on the
computer interface. Each part of the system has its own properties and possibilities. In the
following subsections 3.1.1, 3.1.2 and 3.1.3, light sources, subject tissue properties and detectors
are discussed in more detail. Detectors are either in the form of an image sensor in free space
or with fibre optics and a photodetector. In this thesis the focus is on image sensors although
the fibre optic systems are briefly discussed in relation to the newly developed methods.

3.1.1 Light Source Properties

The choice of the optimal light source depends on the sample to be imaged and detected but the
light absorption and scattering of the tissue a↵ects the image quality [26]. Most commonly used
light sources for Tomography are the Light-Emitting Diodes (LED) and Super Luminescent
Diodes (SLDs). Mainly because they have a high spectral irradiance and relatively low cost.
Spectral irradiance is a way to characterize a light source and describes the power density at
certain wavelength [27]. With higher spectral irradiance, images with higher qualities can be
retrieved [26].

In Optical Tomography light sources in the visible and NIR region, wavelengths ranging from
400 nm to 1100 nm, are used. The penetration depth by a light source into a biological tissue
is dependant on its wavelength. The power intensity from a light source can be described with
a Gaussian distribution. An important parameter describing the distribution is the spectral
bandwidth. Spectral bandwidth is defined as the Full Width at Half Maximum (FWHM) of the
Gaussian power intensity distribution [28]. With a wider spectral bandwidth a higher resolution
can be achieved [26].

Light source output characteristics are wavelength, pulse duration, radiation energy, power, in-
tensity and divergence [29]. The light source can generate various types of waves such as pulsed
waves, continuous wave, amplitude modulated waves or frequency dependent waves. Continuous
wave (CW) source is a simple and commonly used source. Pulsed source generates pulses which
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propagate through the tissue. Depending on the source, the shape of the pulse propagates,
broadens and alters inside the tissue due to di↵erent e↵ects. From this behavior, scattering
and absorbing features can be predicted [30]. As the human tissue reacts di↵erently to wave
forms, the dependence of the light wave and the tissue are important. As an example, pulse
light behavior can be described by an ON and OFF wave. Pulsed light o↵ers advantages such
as when the wave is in its OFF period, the light source generate less tissue heating. This is
advantageous in case of heating a target tissue and not its surroundings [31].

3.1.2 Tissue Optical Properties

The way tissues react to light is complex due to scattering properties. Opposite to the X-ray
computed Tomography, the reconstruction algorithm can not easily predict the internal struc-
ture from the absorbing nature, as other properties of the tissues will have intertwined their
e↵ects into the data which have to be accounted for. Ongoing research is conducted in order
to find better ways to improve the image quality. Reconstruction algorithms will be further
explained in Section 3.3.

Depending on the biological nature of the tissue di↵erent reactions are caused by di↵erent
energy sources. When radiation falls on a transparent tissue, refraction has the highest influ-
ence on the outcome but with opaque tissues absorption and scattering play the biggest role.
This dominant e↵ect depends on the compound and characteristics of the incident radiation
[29]. When it comes to biological tissues, water molecules, proteins and pigments have high
absorption coe�cients. Water transmits radiation into tissue structures which is a fundamental
biological function. Hemoglobin and melanin also play big parts in radiation absorption in the
human tissue. Hemoglobin, a protein, inside red blood cells carries oxygen from the lungs to
tissues (oxygenated hemoglobin) and carbon dioxide from tissues to the lungs (deoxygenated
hemoglobin). Melanin, a pigment, is an important compound which absorbs UV light and re-
duces the risk of cancer.

Figure 3.3 shows how di↵erent components in the biological tissue react to di↵erent wavelengths
with changes in the absorption coe�cient. For example concerning scattering, the longer the
wavelength, the less energy and scattering the wave has inside the tissue. Also, it demonstrates
how melanin and hemoglobin have higher absorption response than water in the so called NIR
window [30]. The importance of the NIR window is that the absorption coe�cient is lower than
at other wavelengths as well as the scattering is approaching its minimum. The absence of these
two factors allows for an increase in the penetration depth and thereby imaging depth.
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Figure 3.3: Optical Properties in Tissues [30]

It is concluded that it is preferable to measure the performance in the NIR range than the
visible light range due to the lower e↵ects from the scattering and water absorption in that re-
gion. Therefore it can provide better image quality and reliability on the data. The diagnostic
possibilities of NIR were discovered by Horecker in the 1940s [32]. His research showed that
the properties of absorption of oxygenated hemoglobin (HbO2) and deoxygenated hemoglobin
(HbCO) in the NIR region was di↵erent from the visible region. Figure 3.4 shows the absorption
spectrum of HbO2 and HbCO in the visible region while Figure 3.5 is the absorption spectrum
in the NIR region. The X-axis shows the wavelength in nano meters and Y-axis the specific
absorption coe�cients, [1 x 10�6 cm2/mole].

Figure 3.4: Absorption Spectrum of HbO2 (I) and HbCO (II) in the Visible Region [32]
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Figure 3.5: Absorption Spectrum of HbO2 (I) and HbCO (II) in the NIR Region [32]

By comparing Figure 3.4 and 3.5 the di↵erence between the oxygenated and deoxygenated
hemoglobin in the NIR range and the visible range can be seen. Healthy function of the tissue
depends on the blood supply and this allows for a way to monitor if there is su�cient oxygen
transfer with the hemoglobin to certain tissues.

Optical Tomography has di↵erent applications which depend on what behavior is being mea-
sured. These behaviors are di↵usion, projection, fluorescence and coherence. Di↵use Optical
Tomography (DOT) is based on NIR light source and inverse computations. This type of to-
mography has shown potential in imaging on both macro and micro scales. There is imaging of
a neonatal brain, breast and muscles as well as other functional, cellular and molecular parame-
ters, see [30], [33]. Optical Projection Tomography (OPT) can use visible light for illumination.
It collects projections by rotating the sample around, which can then be used to reconstruct a
3D image. However, in order to image a tissue with OPT, it first has to be made transparent
with certain optical clearing techniques so the light can pass through. But if the object has
the same refractive index as water, clearing is unnecessary. The advantage of this imaging
technique is the possibility of being able to image both in transmission and fluorescent based
modes, which can make use of the specific stained tissues or genes [34]. The disadvantage is the
time-consuming clearing technique when necessary.

Fluorescence Tomography (FT) is often applied to molecular imaging and has great potential
in preventing and treating diseases [35]. This technique is based on NIR light source and is
an emerging technique due to the recent availability of fluorescent labelling proteins, dyes and
probes. This enables non-invasive study of gene expression and cellular processes [36]. Optical
Coherence Tomography (OCT) is based on low-coherence interferometry and its illumination
source ranges from the visible to the NIR spectrum. Due to OCT possibilities using CMOS im-
age sensors in existing publications, Chapter 4 includes a detailed explanation of this technique.
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As mentioned before, the light/tissue behavior is di↵erent depending on penetration depth. Due
to this variability, reconstruction algorithms are di�cult to configure and program. Behavioral
properties in light/tissue interactions include absorption, scattering, reflectance, transmission
and fluorescence, see Figure 3.6.

Figure 3.6: Light Tissue Interaction

All these factors are determined by the wavelength of the light and the tissue. By using these
behaviors di↵erent techniques can be applied in order to retrieve as much information from an
Optical Tomography system as possible.

Absorption

When light penetrates the skin the light wave is absorbed and the energy is converted into heat.
The behavior of the light through a non-scattering medium or scattering medium is di↵erent.
The behavior of the light intensity, I, through a non-scattering medium can be described with
Beer-Lamberts law, where the amount of energy that is absorbed a↵ects the initial intensity,
I0, exponentially, see Equation 3.1:

I = I0 · e�µa(�)x (3.1)

where µa(�) is the absorption coe�cient and x the width of the sample. The absorption coe�-
cient represents the probability of a photon being absorbed into the tissue and can be represented
as follows, see Equation 3.2:

µa = �a ·N (3.2)

where �a is the e↵ective absorption cross-section per molecule and N is the amount of absorbing
molecules per unit volume [37].

Scattering

In tissues, scattering properties of a medium can be described by a scattering coe�cient, µs

[30]. The scattering behavior is complex and is di↵erent depending on the characteristics of the
tissue and its property [38]. Scattering in tissues can be sub-grouped into either Mie scattering
or Rayleigh scattering. Mie scattering of particles occurs when the wavelength of the light is
in the same order as the particles. Rayleigh scattering happens when the wavelength is much
longer than the size of the particles. Mie scattering is dominating in tissues and is mostly
anisotropic [37]. An anisotropic factor or Landé’s factor, g, can be used in order to define a
reduced scattering coe�cient, µ0

s. The factor describes the degree of forward scattering which
can be described by the Henyey-Greenstein phase function. Forward scattering describes the
scattering of radiation with less than 90 degrees deviation from its original course. For photon
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scattering in tissue, g is typically 0.8–1 [39]. The reduced scattering coe�cient which describes
a multiple scattering process can be presented as, see Equation 3.3:

µ0
s = µs · (1� g) (3.3)

where µs is derived from a combination of the absorption coe�cient, path length dependent on
relative scattering events and intensity losses due to geometry [30].

As Optical Tomography techniques have been used from micro to macro scale it is important to
mention the di↵erence in the absorption and scattering coe�cients depending on the size and
the composition of the tissue [30]. In Figure 3.7 di↵erent types of tissues are compared with
absorption coe�cients, reduced scatter coe�cient and relative Landé’s factor, g. The changes
in coe�cients between similar tissues give an idea on how the shape and size influences the
behavior. However, these measurements are di�cult to retrieve in vivo due to technological
limitations and therefore might vary [30].

Figure 3.7: Optical Coe�cients in Tissues [30]

Reflectance

Reflectance is the observed behavior of light when the light wave is reflected by a subject or a
tissue. The refractive index describes the behavior of a tissue and can be used to calculate the
speed of the wave inside the following tissue, see Equation 3.4:

cmedium =
c

n
(3.4)

where cmedium is the speed of light in the medium, c the speed of light in vacuum, 2.99 · 108
m/s and n is the refractive index of the medium. However, Snell’s law can be used to describe
the behavior of the refractive index between two substances, see Equation 3.5:

n1 · sin(✓1) = n2 · sin(✓2) (3.5)
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where n1 and n2 represent the junction between the di↵erent substances and ✓ the wave angle
towards and from the junction [30]. The reflectivity, R, for normal incidence can be given by
Equation 3.6, derived from the Fresnel Equations [23]:

R = |n1 � n2

n1 + n2
|2 (3.6)

Transmission and Fluorescence

Transmission can be explained as the direct behavior of light but occurs rarely in tissues. Trans-
mission of light varies between tissue and the wavelength of the source. After penetration into
the skin the transmission behavior increases with longer wavelengths [40]. Fluorescence is an
emission type of behavior which can occur after a tissue has been radiated by light. The tissue
emits a light of lower energy with longer wavelength than it absorbed. This e↵ect has shown
its use in Fluorescence Tomography as by measuring the emission at certain frequency isolates
the data from the background. However, in order to detect a region of interest a fluorescent la-
belling is necessary for high sensitivity. The fluorescent labelling is called fluorophore and ideal
fluorophore for ultra sensitive fluorescence detection must have a high absorption coe�cient, a
high fluorescence quantum yield and strong, long lasting emission for high quality images [41].

3.1.3 Detector Properties

As mentioned before Optical Tomography systems can be equipped with both image sensor
(CCD or CMOS) or a single photodetector, for fibre optic systems, as their detectors. In order
to retrieve a high quality image the sensors have to be optimized towards their application.
Chapter 4 will be devoted to the detectors of Optical Coherence Tomography systems along-
side its system explanation. This section is seen to give a brief introduction to the detectors
used both for systems based with fibre optics and photodetectors and the ones who use CCD
detectors.

Fibre optics and a photodetector have been widely used to detect the signals in Optical To-
mography [42], [43]. The basis of fibre optics consists of a core, light travelling path, and a
cladding, which is the wall around the light path. A simple line of work is as the light is sent
through the optic wire, the sample response is sent back to a simple photodetector, demodulator
and an ADC. However, some Optical Tomography systems have complex cameras instead of a
photodetector to receive the data from the fibre optics. A fiber optic based system in OCT will
be described in Chapter 4.3.1.

CCD image sensors were presented in Chapter 2, however, they have a derivation called Elec-
tron Multiplication CCDs (EMCCDs). This structure has additional multiplication register
where the signal charge packet delivered to the output of the sensor undergoes a multiplication
process. The advantage of this is a great increase in the SNR gain. This type of sensor has
a great advantage when it comes to extremely low signals. However, in high speed imaging
the noise increases to the limit where the noise di↵erence is neglectable between EMCCD and
a CMOS. Under such terms the EMCCD sensor dissipates more power than a CMOS sensor
would dissipate on average [44].

However, to give a better idea of CCD (iXon3 860, ORCA-ER) and EMCCD (ImagEM-1k)
image sensors in tomographic application, a summary of sensors used in di↵erent applications
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can be seen in Table 3.1. As DOT is an application which has low light levels, EMCCD cameras
are the optimal.

Table 3.1: Comparison of CCD and EMCCD Image Sensors in Optical Tomography

Application FT [45] FT [46] DOT [47]

Sensor iXon3 860 ORCA-ER ImagEM-1k
Sensor Type CCD CCD EMCCD
Pixels 128 x 128 1344 x 1024 1024 x 1024
Pixel Size (µm ) 24 x 24 6.45 x 6.45 13 x 13
Pixel Well Depth (e-) 160000 18000 400000
Read Noise (e-) <1 6 19
Frame Rate (fps) 513-14025 8.3-45 18-62

3.2 Limitations of Silicon

Another aspect concerning the development of detectors in a tomography system is the light
interaction with silicon. With factors ranging from the light source, tissue interaction and di↵er-
ent detectors influencing the image quality, the material used for detection is highly important
for the image quality.

The bandgap energy of silicon, Eg, as mentioned before, determines the minimal level of energy
a photon has to possess in order for a photon-to-signal charge conversion to take place, see
Equation 3.7:

Ephoton = h̄v =
h̄c

�
� Eg (3.7)

where Ephoton is the photon energy. The amount of photons absorbed by the silicon with
thickness is proportional to the photon flux. Photon flux represents the amount of photons
per second per unit area. The bandgap energy in silicon is 1.12 eV which means that for
wavelengths longer than 1100 nm, silicon is transparent, as their energy level is lower than the
bandgap energy. A derivation of the relationship of photon flux presents how the flux decays
exponentially with the distance from the surface. This can be described by Beer-Lambert law,
see Equation 3.8 [4]:

�(x) = �0 · e�↵x (3.8)

where ↵ is the absorption coe�cient and x is the distance from the surface. The behavior of
the light in silicon can be viewed in Figure 3.8 [a] and [b], as a function of absorption and flux,
respectively.

Figure 3.8 [a] shows the absorption coe�cient decreasing with the increasing wavelength, thereby
loosing its quality of changing photons to signals, retrieving lower photon-to-signal charge con-
version rate. Figure 3.8 [b] shows how the light decays with distance from the surface. This
behavior depends on their wavelength, when the photon flux decays to 1/e, the depth for the
wavelength of 600 nm is 2.44 µm. This indicates that for longer wavelengths larger depth is
required.
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(a) Absorption Coe�cient versus Wavelength

(b) Photon Flux versus Depth

Figure 3.8: Absorption in Silicon [4]

3.2.1 NIR and Visible Light Range

Quantum e�ciency, like mentioned in Chapter 2, describes how many electrons contribute to
the photocurrent compared to the incoming photons. Noting the optical losses, for example
due to reflection. This parameter is prospective to use in order to show the e�ciency of silicon
in image sensors. The quantum e�ciency of silicon is optimal in the visible range but has a
low response around 1000 nm. Other detectors such as Indium Gallium Arsenide (InGaAs)
photodiodes show a good response in the NIR range and for longer wavelengths, see Figure 3.9.
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Figure 3.9: Quantum E�ciency in Silicon [48]

The other aspect to consider, is the di↵erence between the band gaps of di↵erent semiconduc-
tors. Band gaps are either direct or indirect. For an indirect semiconductors, such as Silicon
or Germanium, the electron has to pass through an intermediate state in order to transfer mo-
mentum in addition to its potential energy to move to the conduction band. However, in direct
semiconductors, such as InGaAs, only potential energy is needed in order to move into the
conduction band. This has the a↵ect on the light tissue interaction in such way that indirect
semiconductors absorb the light less and thereby has to be thicker in order for the light not to
directly pass through. To this is though the disadvantage which is its significant cost. Despite
poor response of Silicon in the NIR, it o↵ers resolution and low cost, due to commercialization
and its abundance in the earth crust [48].

All in all, the tradeo↵ in Optical Tomography between the visible and NIR range depends on
information from the tissue or the sensor. When retrieving information from the tissue the NIR
range is more advantageous due to the di↵erence between oxy- and deoxyhemoglobin in the
blood. However, for an image sensor the visible range is more beneficial due to silicon quantum
e�ciency which will o↵er the best response.

3.3 Reconstruction Methods

Last part to keep in mind when focusing on Optical Tomography are the reconstruction algo-
rithms. In order to fully figure out the incoming data onto the sensor a reconstruction algorithm
is applied to retrieve the full image of the tissue. Here the reconstruction for OCT is described
but the OCT system itself and image sensors will be described in detail in Chapter 4.

OCT is a high resolution non-invasive imaging technique and common addition to the system
is a digital signal processor (DSP). DSPs process digitized outputs from sensors and in order to
obtain high performance, e�cient algorithms must be implemented. System architectures need
to o↵er the large processing power while having as low power consumption as possible. Apart
from that, system scalability algorithm execution e�ciency is important in order to provide
real-time processing features. Multi-core systems can be used for such systems as they will o↵er
flexibility and high performance. For OCT algorithm implementation the following steps are



42 Delft University of Technology

taken in order to create an image from the recorded data of the sensors [49], see Figure 3.10.

Figure 3.10: Reconstruction Signal Processing Chain in OCT systems [49]

From the sensors recorded fringe data is retrieved. The first step is the background subtraction.
By subtracting the background from acquired data the DC component of the signal, caused by
the reflectance of the reference arm, can be eliminated, see Chapter 4. When applying a Fast
Fourier Transformation (FFT) algorithm onto the data, the spectrum has to be evenly sampled
in the frequency domain (k-space). So usually a re-sampling technique is applied to the recorded
discrete intensities and re-sampled to the linear frequency domain. As the data is linear in the
frequency domain, FFT can be applied and the axial scan can be reconstructed as a function of
depth. The output from the FFT is complex and the information from the data is contained in
the magnitude of the output data. By using a four term Taylor series approximation, a square
root approximation is applied. Due to the function’s accuracy the dynamic range has to be
compressed for human visualization. This is done by using a non-linear log function [49].
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4
Optical Coherence

Tomography (OCT)
Optical Coherence Tomography (OCT) is based on low-coherence interferometry which can ac-
quire cross-sectional or 3D images of scattering tissues. Even though OCT was not introduced
until the 1990s the interferometry principles and development are based on the Michelson in-
terferometer which was applied in the 1880s in detecting the motion of the earth using light
waves [21]. Advantages of OCT include:

• Sub-surface images with near-microscopic resolution

• Direct imaging of tissue morphology

• No preparation of sample or subject

• No ionizing radiation

The disadvantages of OCT imaging is the limitation of being only able to image just below the
surface to couple of millimeters. This is caused by the scattering property of the tissue. With
further depth, the light that escapes without scattering is too small to be detected.

OCT is an imaging technique which has been used both with fiber optics and a photodetector
sensor and in free space with image sensors, both CCD and CMOS which o↵ers non-contact
imaging. OCT is able to non-invasively image internal structure and is used in many appli-
cations both biomedical and non-medical ones. Because of the microscale resolution, safety
and low cost it has a wide use in Ophthalmology, Gastroenterology, Cardiology, Urology and
Dermatology [49], [50].

In this chapter aspects of Optical Coherence Tomography will be discussed. To begin with,
interferometry, which is based on the Michelson interferometer, is explained in Section 4.1.
Thereafter, in Section 4.2 OCT techniques and possibilities are presented. Section 4.3 further
mentions examples of OCT applications. Finally, results from published literature studies on
OCT are explained, compared and discussed in Section 4.4.
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4.1 Low-Coherence Interferometry

Interferometry is based on the Michelson interferometer. The basic function of an interferom-
eter is to create and measure interference patterns from a light source. This technique is very
well known and is used in a vast variety of applications such as astronomy, quantum mechanics,
particle physics and molecular interaction research.

The Michelson interferometer generates an interference between two waves. The interferometer
can be seen in Figure 4.1. From the light source (LS), the wave is separated to reference path
and sample path by a beam splitter (S). A Compensated plate (C) can be added in order to
make sure that the mirrors (M1 and M2) have the same optical length at the same distance.
M1 is the reference path with a variable change of placement, represented as d. After back
reflection from the mirrors (M1 and M2), the waves are sampled together as interference which
is the pattern presented through a focusing lens on the detector [51], [52].

Figure 4.1: Michelsons Interferometer [51]

Interference is a pattern which can be obtained after superposition of waves. Interference waves
can be both constructive and destructive. When the waves travel from the same source their
total optical path is determined with the di↵erence between the path they have travelled [51].
Lets denote the primary wave as, see Equation 4.1:

W1(x, t) = A1 · cos(kx� !t) (4.1)

where A1 presents the peak amplitude, k the wave number or 2⇡/�, and ! the angular frequency
of the wave or 2⇡f . Because of their travelling path di↵erence, the second wave function has
an added � which is the phase di↵erence between the waves.

W2(x, t) = A2 · cos(kx� !t+ �) (4.2)

When the waves propagate together superposition can be applied. The resulting interference
between the waves becomes:

W1 +W2 = A1 · cos(kx� !t) +A2 · cos(kx� !t+ �) (4.3)

By deriving this equation it can be seen that in case that the phase di↵erence is an even multiple
of ⇡ it results in constructive interference and for an odd multiply the sum is destructive and
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W1 +W2 = 0.

Coherence is a measure of the correlation between waves which enables interference. Waves
which have a constant phase di↵erence but the same frequency and waveform are coherent.
Coherence depends on the characteristics of its source. Limiting cases of interference are either
constructive or destructive interference. Coherence can be described by temporal and spatial
interference. Temporal coherence describes the correlation between phases of a wave at di↵erent
points in time. It presents how well the wave can interfere with itself or how monochromatic
the source is [53]. Important descriptive factor on this property is the coherence length, Lc,
which is the distance the wave travels when it is coherent, or from ⌧ = 0 to ⌧ = ⌧c, when the
phase di↵erence is not constant anymore. The coherence length can be presented as Lc = c · ⌧c.
This is related to changes in time with the waves causing them to go out of phase or becoming
non-coherent.

Spatial Coherence describes the correlation between phases of a wave at di↵erent points in space
or transverse to the propagation direction. It presents how uniform the phase of the wave front
is or the ability of two points on a wave to interfere. If the correlation between the point de-
creases so does the interference. Spatial coherence can be calculated via Young interferometer.
Figure 4.2 shows the di↵erence between temporal and spatial coherent and incoherent waves.

Figure 4.2: Comparison of Temporal and Spatial Coherence [54]

In low coherence tomography, which is used in OCT, the source has a short coherence time, ⌧c
and therefore a short coherence length. From the Michelson interferometer, the di↵erence in the
distance or the optical path di↵erence, d between the sample and the reference mirror defines
the resolution and the contrast retrieved, see Figure 4.1. This means as Lc = c · ⌧c = 2d, the
optical path di↵erence defines the amount of details retrieved. Due to the low coherence length
the signal is only retrieved over a limited depth, however by varying d, this can be controlled.
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4.1.1 OCT Resolution

An important performance parameter of an OCT system is the resolution retrieved of the
subject. The resolution determines how much details of the subject can be seen. Resolution
can be measured spatially, temporally and spectrally. The spatial resolution is the ability to
distinguish two points in space. This can be divided into axial resolution and lateral resolution.
Temporal resolution is the ability to distinguish the changes of the subject in time and can be
related to the frame rate. Finally, the spectral resolution is the ability to resolve features and
bands in the frequency spectrum. It can be denoted as �� which is the smallest di↵erence in
wavelength which can be detected at wavelength �.

Axial Resolution and Lateral Resolution

Axial resolution or depth is related to both the bandwidth and the wavelength of the light
source. Axial resolution depends on the temporal coherence length of the light source, as
described before, and can be derived as:

Lc ⇡
0.44 · �2o
⌘ ·�� (4.4)

where ⌘ is the material refractive index, �o is the central wavelength of the source and �� the
bandwidth. However, other factors influence the accuracy of this equation, such as, matching
reference arm, the source and chromatic dispersion [52]. In optics, dispersion describes how
the wave phase velocity depends on the frequency. With the use of a broadband source the
resolution can be improved [52].

Lateral resolution is dependent on the optics and presents how well the system can distinguish
two points perpendicular to the direction of the wave. This can be derived as:

�x = 1.22 · �

2 NA
(4.5)

where NA is the numerical aperture of the objective and when NA is increased, the lateral
resolution increases. NA describes the range of angles of which the system can gather or emit
light. However, at the same time the depth of focus decreases which is the tradeo↵ [52].

4.2 OCT Techniques

OCT has features which are common to ultrasound whereas light is used instead of sound.
At large, the imaging revolves around measuring the magnitude and echo time delay of the
reflected light from a sample. OCT techniques can be divided into two groups: Time-Domain
OCT (TD-OCT) and Frequency-Domain OCT (FD-OCT). The groups sample an axial scan
called A-scan (one-dimensional axial or depth scan) either by measuring the interference pattern
in the time domain or by measuring the cross-correlation spectrum which is converted to an
A-scan by the Fourier transform in the frequency domain. The TD-OCT, the first proposed
OCT scheme, uses a point detector and a scanning arm. However, another type, also proposed
in the time domain, is the Linear OCT (L-OCT) which employs a parallel detection scheme.
The FD-OCT is either done with a spectrometer, called Spectral-Domain OCT (SD-OCT), or
by using a tunable laser, called Swept Source-Domain OCT (SSD-OCT). Figure 4.3 summarizes
the four di↵erent OCT system implementations.
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Figure 4.3: OCT System Implementations [55, p.430]

Another implementation which di↵ers from the two grouped domains is the Full-Field OCT
(FF-OCT) which is able to capture en face images via phase stepping, see Section 4.2.4.

Generally, the set-up of any OCT system has similarities to the one shown in Figure 4.4. The
generic OCT system is based on fibre optics but can also be implemented in free space which
is presented in examples throughout the thesis. The di↵erence between the set-ups of di↵er-
ent techniques are mostly changes concerning the low-coherence source (narrow or broadband
source), the reference (fixed, scanning or oscillating) and the detector (photodetector, CCD or
CMOS sensor).

Figure 4.4: Generic Fibre Based OCT System [55, p.48]

In short, as the source is directed to the system, the fiber coupler splits the optical power between
the sample and reference. The light in the reference path interferes with a reference delay. The
light in the sample path is focused onto a specific sample. On return, the light from both arms
are mixed upon return at the fibre coupler and this interference is detected by a detector. The
detected signals are processed into an A-scan which represents the depth resolved reflectivity.
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Multiple scans can then be reconstructed into a B-scan or a two-dimensional cross-sectional
image.

4.2.1 Time-Domain OCT (TD-OCT)

The conventional and the first developed OCT systems used the Time-Domain OCT (TD-OCT)
technique. The system depends on an interference pattern acquired by a single point scanning
with the movement of the reference, a reference mirror. The system can be seen in Figure 4.4.
By using a low coherence light, the pattern is acquired by moving a reference mirror linearly.
The low-coherence source of the system is a broadband and continuous wave source, such as an
SLD. The reference path length is changed to match the multiple optical paths which are caused
by the reflections inside the subject. By controlling the movement of the reference mirror, the
depth of the subject is imaged [52]. In order for the waves from di↵erent paths (reference or
sample arm) to interfere, the paths have to match.

From the source, the wave is separated by a fiber coupler, reflects upon the sample and refer-
ence mirror and then re-unites at a photodetector. The signal consists of a DC term and an
interference term which contains the sample information. The DC term can be mostly removed
with a dual balanced approach which includes another photodetector [52]. The photodetector
detects the average power intensity over a certain range of frequencies, see Equation 4.6:

Pdetector(k) = Pref (k) + Psig(k) + 2
q
Psig(k) Pref (k) cos (2k (xr � xs)) (4.6)

where Pref (k) and Psig(k) are the collected reference and subject signal power at a given wave
number, k [56]. The (xr � xs) is the di↵erence in the reference arm length and the distance
to the subject’s back scattering. By integrating over the light source spectrum the total power
detected can be derived, see Equation 4.7:

Pdetector(k) = Pref (k)+Psig(k)+2
q
Psig(k) Pref (k) sinc (

⇡ (xr � xs)

Lc
) cos (2k (xr�xs)) (4.7)

where Lc =
⇡
�k is the coherence length. This means that optimally the coherence length needs

to be as small as possible and since it depends on the spectral bandwidth, the bandwidth is
desired to be as broad as possible in order to detect more power. The sensitivity from the system
can be derived with the use of the total scan time collecting signals, Lc

xdepth
· T . By comparing

the number of signal photons to the noise photon count, within the total scan time, the SNR is
derived [56], see Equation 4.8:

SNRTD�OCT = 10 log (
Signal

Noise
) = 10 log (4Psig

LcT

xdepth

"

h̄v
) (4.8)

where " is the quantum e�ciency of the detector, xdepth is the depth range desired for probing,
T is the total scan time and h̄v is the photon energy. Sensitivity thereby depends inversely on
the source bandwidth.

Advantages and Disadvantages

One of the biggest disadvantages for the system is that for each axial scan the reference mirror
has to move one cycle. This limits the speed of image acquisition. Another disadvantage is
related to the time a TD-OCT system is able to collect data as it is limited by the coherence
length and xdepth. This means that the detection is only able to detect the photons during
this limited period which limits the ability to collect the whole signal and diminishes the signal
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sensitivity. But both FD-OCT and FF-OCT techniques are able to make full use of the signals
or the backscattered photons, as they are not limited by Lc, which results in higher SNR [56].

The advantage of a TD-OCT system is that it is capable of removing the DC component of the
signal and only pass through the interference modulation. In SD-OCT with the use of a CCD,
removing the DC component is complex. The DC component can a↵ect the dynamic range.

4.2.2 Linear OCT (L-OCT)

An overview of the technique of L-OCT can be seen in Figure 4.5. The interference pattern is
measured by a line or an array detector. This is done by expanding the sample and reference
beam under certain phase onto the detector where they are superposed as the sample intensity
and reference intensity.

Figure 4.5: L-OCT System [55, p.432]

Advantages and Disadvantages

The largest advantage of the L-OCT is its ability to apply a parallel detection scheme and
eliminate the moving part of the general TD-OCT system. Further advantages include a simple
design and lower cost, fast acquisition speed and stable phase detection. Nevertheless, the
system is sensitive to movements and experiences some signal losses at the edges of the detector
due to the system structure, for example due to the fibers and the way the light is pointed
towards the sensor. While the FD-OCT o↵ers higher sensitivity and SNR, the L-OCT has
the advantages of simpler signal evaluation without Fourier transform and set-up. Overall the
L-OCT has similar image quality compared to TD-OCT and therefore the technique will not
be described in detail.

4.2.3 Frequency-Domain OCT (FD-OCT)

Frequency-Domain OCT is depended on detecting an interferometric signal as a function of
optical frequencies. Two types of systems are based on this technique, the Spectral-Domain
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OCT and the Swept Source-Domain OCT. While the structure of these systems is built up in a
similar manner with a fixed reference, the light sources are di↵erent. Advancements in frequency
domain imaging enabled an increase in imaging speed. By operating at higher speeds, higher
number of axial scans or transverse pixels per image can be retrieved which enables higher
resolution images.

Spectral-Domain OCT (SD-OCT)

Spectral-Domain OCT (SD-OCT), also known as Fourier-Domain OCT (FD-OCT), performs
detection on the interference spectrum with the use of spectrometer and a line scan camera. A
spectrometer is an instrument capable of splitting light or spectrum into separate wavelengths.
From an optical spectrometer the light intensity can be presented as a function of wavelengths
or frequency.

A generic SD-OCT system set-up is shown in Figure 4.6. The detection works as follows.
A broadband low coherent light source is split into two beams, one that travels towards a
fixed reference and the other one towards the sample. The light is then reflected back from
the two arms. The beam that is reflected back from the sample contains information of the
internal structures of the sample whereas the light reacts di↵erently to di↵erent structures at
di↵erent depths. Then in order for interference to occur between the reference and sample
beams, a certain time delay, determined by the optical paths and sample depth to be imaged,
is implemented in the system as �L. The interference pattern is detected by the spectrometer
which splits the light into spectral information. As the interference beam gets dispersed by
a di↵raction grating, wavelength components are detected by a detector array such as a line
camera array [49]. The pattern is converted to axial information by Fourier transformation.
This type of detection is a almost 100 times faster than the TD-OCT imaging speed.

Figure 4.6: Spectral-Domain OCT System Set-Up [55, p.32]

Swept Source-Domain OCT (SSD-OCT)

SSD-OCT detection uses an interferometer with a narrow bandwidth light source where the
frequency is swept in time. Developments started in the late 1990s but were limited by the
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laser technology at the time. With new technology, high imaging speed can be reached at an
increased resolution.

A generic SSD-OCT system set-up is shown in Figure 4.7. The detection works similarly as
described for SD-OCT. A narrow bandwidth frequency swept light source splits towards the
fixed reference and the sample. The reference beam has a fixed time delay, but depending
on the depth of the sample and the sample beam, has a certain o↵set determined by the path
length di↵erence. Now, due to the sweep of the light frequency in time certain frequency o↵set is
created. When the light beams interfere, a certain ”beat” frequency is created at the frequency
given by the o↵set. The ”beat” signal is measured by a photodetector over a single frequency
sweep and with Fourier transform results in an axial scan.

Figure 4.7: Swept Source-Domain OCT System Set-Up [55, p.36]

Advantages and Disadvantages

First, the sensitivity of the frequency domain systems can be obtained as, see Equation 4.9:

SNRSD�OCT = 10 log (
Signal

Noise
) = 10 log (4 Psig T

"

h̄v
) (4.9)

By comparing this to the sensitivity of the TD-OCT, the frequency domain OCT systems are
more sensitive and are able to collect signals from all depths during the acquisition time [56].
Thereby the first advantage of the frequency domain techniques is that it essentially measures all
the echoes of light simultaneously instead of sequentially as done in the time domain. Thereby
enabling higher speed and sensitivity [55], [56].

Disadvantages of the system include that the instrumentation for acquiring the spectral inter-
ferogram always has limited spectral resolution. For SD-OCT the limitation is caused by the
resolution of the spectrometer while for SSD-OCT, the resolution is limited by the lineshape of
the swept laser. The cost of the light source for SSD-OCT is higher.
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Note that both time domain and frequency domain OCT systems are limited by shot noise and
the shot noise variance in a detector can be given by, see Equation 4.10:

�2sh = 2eIB (4.10)

where e is the electron charge, I is the mean photodetector current and B is the detection
bandwidth [55]. Based on further analysis, the sensitivities of the systems can be given as, see
Table 4.1, where it is normalized to the sample arm instantaneous power STDOCT and detection
bandwidth BTDOCT used in TD-OCT. The ⇢ is the responsitivity of the detector and e is the
electric charge.

TD-OCT SD-OCT SSD-OCT

SNR ⇢STDOCTRS
2eBTDOCT

⇢STDOCTRS
2eBTDOCT

M
2

⇢STDOCTRS
2eBTDOCT

M
2

Table 4.1: SNR Comparison by Normalization to TD-OCT

From this it is shown that the improvement of the SNR in the frequency domain is better by a
factor M . However, at the same time the SNR improvement is decreased by a factor two due
to redundant data.

Now more specific disadvantages on SD-OCT included the limitation of the detection e�ciency
and resolution in the state-of-the-art spectrometers. However, the advantages allow for higher
imaging speed, high SNR and good resolution in retinal imaging. Towards the SSD-OCT, the
system uses a single-element photodetectors which eliminates the need for spectrometer and a
line scan camera. Other advantages include a reduced excess noise which is because at each
wavenumber k, the output of the swept source is a narrowband laser with much smaller noise
than that of the broadband source [55, p. 10].

4.2.4 Full-Field OCT (FF-OCT)

From the point-by-point scanning in the time-domain and spectrometric measurements in the
frequency-domain the Full-Field OCT (FF-OCT) is proposed. FF-OCT produces images or-
thogonal to the optical axis without a scanning beam where the entire field of the image is
illuminated. FF-OCT is able to take two-dimensional images directly using image sensors with
the use of a simple white light source, such as a tungsten-halogen lamp. However, in order to
retrieve the depth of the object to be imaged, it needs to be moved in an axial direction. By
reconstructing the images taken step-by-step a three-dimensional image is recorded. FF-OCT
is capable of o↵ering lateral and axial resolution of around 1 µm [55].

The set-up arrangement of the technique can be seen in Figure 4.8. From the Halogen Köhler
illuminator a homogeneous illumination to the field is applied. The beam splitter (BS) splits
the source towards the object/sample and a reference mirror aimed through a microscope ob-
jective (MO). Interference only occurs if the optical paths are the same. This is adjusted with
motorized axial translation. Finally, the interferometric images are acquired by a camera where
by using a phase shifting method phase is changed between each image acquisition. This is
done with a piezoelectric translation stage (PZT). The final image is then a combination of the
interferometric images acquired.
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Figure 4.8: Set-Up of a Full-Field OCT [57]

Advantages and Disadvantages

Overall the major advantages of using the FF-OCT technique is the ability to apply parallel
detection over all of the pixels and thereby having the capability of data acquisition at video
rate. Other advantages include the possibility of using a simple low spatial coherence light
source, such as the tungsten-halogen lamp, which also has low temporal coherence providing
high axial resolution. Further it works without light beam scanning and reference optical delay
scanning.

The performance of the technique depends a lot on the detection sensitivity and thereby the full
well capacity. By using the example above with the CCD image sensor this can be seen. When
the illumination flux is so that CCD pixel wells are close to the saturation value denoted as
⇠sat. With derivation and the assumption that the minimum detectable reflectivity corresponds
to an SNR of 1, the smallest reflectivity (Rmin) is, see Equation 4.11 [55]:

Rmin =
⇣ ⇡

8
p
2 �

⌘2 (Rref +Rinc)2

N⇠satRref
(4.11)

where Rref and Rinc is the reflectivity from the reference arm and the reflectivity from un-
wanted reflections, respectively. The other factors are related to the number of times the flux is
integrated, see further in [55]. Thereby, the relation of the full well capacity to the detectable
reflectivity and detection sensitivity has been shown. Multiple methods exist in order to in-
crease pixel wells but will not be discussed for the time being.

Another advantage of the FF-OCT is that the detection sensitivity does not depend on the
source bandwidth in the same way as the TD-OCT does due to the phase stepping technique.
However, disadvantages include that motion during image acquisition can induce changes in the
optical phase, causing blur or worsened contrast. This happens because of the time it takes to
collect the whole image. However, some image distortion caused by motion can be corrected
via signal processing algorithms [55].
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This method has shown high performance ex vivo. Nevertheless, due to the object motion in
vivo is more challenging.

4.2.5 Comparison between the Techniques

To summarize, TD-OCT collects axial data point-by-point with the use of scanning arms. FD-
OCT overcame the scanning arms by collecting spectral data and with Fourier transformation
changing it to axial data. Finally, FF-OCT collect en face (B-scan images) with a phase shift
method applied with oscillation of the reference mirror. The data collected can be reconstructed
into three-dimensional images. At the same time the TD-OCT detects the light intensity in time
while the FD-OCT detects the light intensity for each optical frequency. Finally, the FF-OCT
detects the light in space. Comparison of di↵erent OCT techniques and systems have been
summarized in Table 4.2.

Table 4.2: Comparison between OCT Techniques

Type TD-OCT L-OCT SD-OCT SSD-OCT FF-OCT

System Complex Simple Complex Simple Simple
Light Source Broadband Broadband Broadband Narrowband Broadband
Speed Slow Fast Fast Fast Very Fast
Axial Resolution Average Average High High Very High
Cost Low Low High High Low

4.3 OCT System Examples

Previously, di↵erent OCT techniques were explained with the methods they use to retrieve the
data from an interferometer system, such as in the time or the frequency domain. As mentioned
before both fibre optic photodetector sensors and image sensors (CCD and CMOS) can be used
for retrieval of data. In order to form some base on the performance of OCT systems which
apply detection with fibre optic sensors or with free space CCD sensors, two literature’s are
presented.

4.3.1 Fibre Optic OCT System

An OCT system with fibre optics works similar to the interferometry concept previously ex-
plained. One of the arms is focused onto the reference mirror and the second one is focused onto
the sample. From the SLD diode, as an example, the light is conducted to a fibre coupler. The
fibre coupler distributes the light to two outputs which is dependent on the wavelength and the
polarization of the light. The SLD diode is used in order to retrieve higher resolution because of
the low coherence. The system is presented in Figure 4.9 and is based on the TD-OCT technique.

An important function of the reference mirror (scanning mirror) in this set-up is to vary the
length of its reference arm in order to retrieve data on the reflectance from the sample. Then
with the combination of the reflectance from both the sample and the arm, an one dimensional
reflectance scan of the sample, called A-scan can be retrieved. In this set-up the galvanometer
is used to vary the length of the arm of the reference mirror as it is capable of acting as an
actuator.
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Figure 4.9: Example of an OCT Fibre Optic System [58]

The system has added image processing electronics [58]. With the moving mirror a Doppler
oscillation interferes with the signal because of the coherence e↵ects and depends on the velocity
of the mirror (v) and the wavelength of operation (�) [58], see Equation 4.12:

fD = 2
v

�
(4.12)

The signal is fed into the signal processing circuit after being sensed by the photodetector and
transimpedance amplifier. There, the Doppler frequency is removed and the signal is shifted
to lower bandwidth. The resulting signal contains the A-scan information of the depth of the
subject. The advantages of this structure is low cost, small size and chip integration by using
the CMOS circuitry for the detection. Also the CMOS signal processing circuitry were added
to improve the fibre optic system [50].

Another example of a fibre optic system has been presented here [59] which achieved the lateral
resolution of 12 µm and axial resolution of 10 µm with the use of an SLD source.

4.3.2 CCD OCT System

In Figure 4.10 a CCD image sensor-based FF-OCT system is presented. With the use of a
CCD camera parallel detection can be applied. The LED source is polarized and by a beam
splitter separated into two orthogonal waves. One of them is focused onto a mirror and the
other one onto a sample. By using a polarizing beam splitter the measurements provide values
of amplitudes of orthogonal components by using a photoelastic modulator and an analyzer.
Photoelastic modulator is used to modulate the polarization of the light. By introducing pe-
riodic phase shift, with the addition of the analyzer the interferential part of the data is only
modulated without the incoherent background. The detector used is a CCD image sensor, 256
x 256 pixels, (Leica, Olympus BX60) with the dynamic range of 58 dB [60].

Resolution retrieved by this system is 2 µm and 8 µm for lateral and axial resolution, respec-
tively. Lateral resolution is limited by the optics and the pixels of the detector. In order to
improve the axial resolution further source with even shorter coherence length may be applied
[61].
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Figure 4.10: Example of an OCT CCD Image Sensor System [61]

4.4 OCT Literature Study

As mentioned before, OCT systems are known for their use with both fibre optic sensors and
CCD image sensors. Fibre optic sensors have limitations in acquisition. Therefore new ap-
proaches have been developed with the intention of acquiring a high speed device which can be
used in in vivo imaging. By applying the use of CCD camera the fibre optics are eliminated
[61]. However, using CCD in OCT applications has certain disadvantages. Firstly, the integra-
tion time is too long compared to the modulation period of the interferometric signal, this is a
limiting factor for the scanning speed. Secondly, the dynamic range is limited by the DC light
level which is inherent in the signal that reaches the detector. This makes CCD unsuitable for
high speed OCT [62].

In this section research papers on Optical Coherence Tomography (OCT) using CMOS image
sensors are presented. As CMOS image sensors are able to o↵er many di↵erent options in their
architecture and pixel design, their potential has been studied to see if they are able to overcome
CCD disadvantages. Below, a couple of published articles on OCT CMOS image sensors are
discussed where for each study system explanation, pixel structure concepts and results are
listed.

4.4.1 2D Smart Detector Array

The OCT smart detector array presented by Bourquin and Seitz, published in 2000, showed
one of the first prospects of CMOS image sensors in OCT [62]. The goal of the study was to
improve the frame rate known in fibre optic sensors. Fibre optic sensors have low frame rate
due to low scan speed, as only one pixel per unit time can be scanned. In order to improve
the frame rate a parallel detection scheme was proposed. CCD image sensors are able to apply
parallel detection but are forced to do signal processing o↵-chip. More disadvantages follow,
such as, the modulation frequency has to be known, integration time is high and in order to
improve the SNR averaging has to be applied which decreases the speed. In addition, the DC
light level limits the dynamic range [63]. By proposing a CMOS smart detector array some
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of these disadvantages were challenged. The development towards a fast 3D image acquisition
in internal imaging, highly desired in the medical field, was the goal. This study was built on
previous development of a former image sensor, also designed by Bourquin [64].

System Description

The system presented in the paper can be seen in Figure 4.11 [62]. This shows the interferom-
etry structure with an SLD source, with 1.95 mW power, central wavelength (�c) = 850 nm,
FWHM (��) = 20 nm, Beam splitter (BS), Microscope objectives (L1, 4.6 mm focal length,
L2, 7.2 mm focal length), Achromatic lenses (L3, L4, 80 mm focal length, L5, 60 mm focal
length), Aperture stop (AS), Sample (S), Reference Mirror (RM), the detector array and read-
out circuitry.

Figure 4.11: The OCT CMOS Smart Detector System Set-Up [62]

The system works as follows. From the SLD a spatial coherent light is directed onto the beam
splitter with the use of L1 and L2. The 50/50 non-polarizing beam splitter directs the light
into the RM and onto the sample, S. The RM is moved (with the speed of v = 1.6 mm/s) in
order to detect the depth as this is a TD-OCT system. With the use of lenses L3 and L4, the
light power reaching the sample was around 760 µW. Finally, L5 was adjusted for magnification
factor of 1.3. In order to receive an interference at the detector the di↵erence in path length
between the RM and the sample have to be within the coherence length of the light source. By
uniform depth scanning of the RM, the shift in the frequency resulted in the Doppler frequency
of fD = 2v/� = 3.7 kHz. By using the AS, the fringe contrast could be adjusted.

Pixel Structure

Inside the 2D detector array, 58 x 58 pixels, each pixel includes a photodiode, an amplifier with
a feedback to control the current source, a rectifier and a low pass filter, see Figure 4.12.
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(a) Detector Array (b) Block Diagram of the Pixel

Figure 4.12: Photodetector and Pixel Structure [63]

To start with the detector array, Figure 4.12 [a], it includes the pixels, with pitch of 110 µm,
reference voltages, bu↵ers and row and column address blocks. With the use of row and column
address decoders, the pixel modulation amplitude is directly readout. The data from the array
is then digitized with a 12 bit ADC. The reference voltages are used to reset the pixel.

The pixel can be seen in Figure 4.12 [b], with a 35 µm x 35 µm photodiode. Inside each pixel
the signal from the photodiode is amplified and goes through signal processing steps in order
to remove the DC component. This is done by assessing the envelope of the interference signal
modulation. The signal demodulation is performed in parallel without signal sampling and
read from one pixel at a time. As the signal is detected at the photodiode and converted into
current, the voltage controlled current source (CS) is subtracted and the di↵erence is amplified
with a transimpedance amplifier, from current to voltage output. The feedback loop, which
uses an amplified signal to control the current source, biases the amplifier. The feedback loop
controls the frequency range by introducing a low pass filter. If the frequency is below the
corner frequency, -3dB, the feedback acts as a short circuit. However, if the frequency is larger
than the corner frequency the feedback acts as open and the output is amplified with the gain
G. The output is then rectified to a positive value and filtered with a low pass filter where its
corner frequency is adjusted to give the integrated signal.

Results

The design of the 2D smart detector included only few pixels and thereby resulted in low
resolution. The photodiode in each pixel consumed only 10 % of the total area, thus a large
part of the signal is wasted. The resulting frame rate is low or 6 fps and the limiting factor was
due to the ADC. The maximum output voltage from the sensor was around 850 mV and the
minimum noise 1.2 mV resulted in the dynamic range of 57 dB. The shot noise contribution to
the value was calculated by, see Equation 4.13:

�i,sn =
p
2eBI (4.13)

where � is the standard deviation, I is the current through the photodiode and B is the band-
width. The total noise power and the shot noise measured at 142 pW and 67 pW, respectively.
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The results from the system simulation alongside pixel sensor parameters are summarized in
Table 4.3.

Table 4.3: Specifications and Results of the 2D Smart Detector Array

Sensor CMOS Detector Array

Resolution 58 x 58 pixels
Pixel Size 110 x 110 µm2

Photodiode 35 x 35 µm2

Fill Factor 10 %
Frame rate 6 fps
Dynamic range 57 dB
Min. RMS Noise 1.2 mV
Axial Resolution 16 µm
Lateral Resolution Unreported

From this first generation of CMOS imager use in OCT, multiple improvements could be added
to obtain better specifications and results. The first goal would be to increase the resolution
with more pixels. In [62] 2 µm CMOS technology was used, which today is relatively large.
This may be decreased to 0.9 µm technology for example. This would allow for more pixels in
the same area or additional functions inside each pixel. Another improvement on the detector
would be in increasing the fill factor. As for a limitation in area, a microlens array could be
attached to focus the light towards the photodiode, as in this design there were none. Another
suggestion, for an increase in frame rate, would be to add more readout locations which would
increase the readout speed.

Finally, an improvement could be done on the FWC and the shot noise. By increasing the FWC
which is the amount of electrons that can be stored in a pixel and minimizing the shot noise
further, the SNR and the DR could be increased. The well stores charges which are collected
during an integrative process. The size of the capacity depends on photodiode and possibly an
additional capacitor. The capacitance of the photodiode depends on the doping which is set by
the technology process. This metric is closely related to the dynamic range. Larger well capac-
ity has larger capacitance in the photodiode and smaller voltage change occurs with collection
of a new charge. From Equation 2.2 it can be seen that the factors which determine the size of
the well is the diode capacitance, the electron charge, the initial and maximum voltage.

4.4.2 CMOS-DSP Camera

A study published in 2006 showed an example of an OCT system where its detector is a com-
mercial CMOS-DSP camera (iMVS-155, AKAtech SA, Switzerland [65]). The advantage of this
commercial sensor is the feature of a random pixel access. This possibility allows for an increase
of readout speed by choosing a Region Of Interest (ROI). However, the random access comes
at a tradeo↵ between speed, image resolution and size. For video imaging, such as in industrial
applications, random access is a more advantageous option as the camera has the possibility of
optimizing the frame rate. This OCT system was used for researching rough metallic surfaces.

System Description

In Figure 4.13, the CMOS image sensor OCT system is presented. With the SLD light source
the wave is pointed through a convex lens (L1) onto a beam splitter (BS) which then travels
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to a reference mirror on one hand and to the sample (SMP) on the other hand. The camera is
focused on the sample with the camera objective (CO). In this system a polarizer (POL) and a
rough reference surface is added to maximize SNR for higher visibility and higher AC/DC ratio
of the light intensity components. Also by o↵-centering the camera, the parasitic DC light from
the beam splitter, can be reduced [61].

Figure 4.13: OCT CMOS-DSP Image Sensor System [66]

The camera uses a 1024 x 1024 pixels CMOS sensor, fabricated with 2 µm CMOS process,
which has a logarithmic voltage response to light intensity as follows, see Equation 4.14:

V = m · log10
I

I0
(4.14)

where I is the light intensity on the pixel, I0 the initial light intensity and m is a constant.

The camera has a random addressable CMOS image sensor where ROI imaging is enabled.
For a fully random readout, an asynchronous circuit for both driving and reading the sensor
is applied. Asynchronous circuit operates without clock signals and changes only once the
inputs have been received. Thereby their behavior is close to instantaneous which results in the
advantage of faster frame rates. However, the disadvantages are due to the way of propagation,
which could cause a delay, as well as possible race conditions, which could cause an incorrect
state. By using random addressable pixels, data can be accessed and read at any moment in
time. Nevertheless, the price to pay for a high frame rate is either with the image resolution or
the image size [67].

Pixel Structure

The proposed pixel structure produces a continuous signal proportional to the light intensity.
The sensor response is logarithmic due to the photocurrent flow through the logarithmic resistive
load. The resistive load is implemented as a diode connected transistor, see Figure 4.14.
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Figure 4.14: Implementation of the Pixel [67]

From the photodiode, light is converted into a photocurrent which flows through the load
transistor, R. With a photocurrent ranging from femto to nano Ampere the transistor operates
in the weak inversion, see further in Chapter 7. The voltage over the load is then bu↵ered with
a source follower. Row select determines if the pixel is read. The circuit load and capacitance
define the pixel response time, ⌧ , which depends on the light intensity. The relation between
the two, retrieved from a data sheet of the DSP camera (iMVS-155), can be seen in Figure 4.15.

Figure 4.15: Pixel Response Time versus Light Intensity [66]

As the light intensity increases, the lower the response time is. Nevertheless, under very low
illumination, this response time has to be kept in mind. In case the frequency of the optical
carrier is greater than the cuto↵ frequency of the pixel at certain intensity the signal gets at-
tenuated and the SNR reduced [66]. A tradeo↵ between light intensity, scan speed and SNR
will be up for debate.

The advantage of a logarithmic pixel is the possibility to sense light intensity over a wide range
and for the CMOS-DSP camera upto 120 dB. However, due to its light intensity response
defining SNR becomes di�cult. In order to measure such quality, Equation 4.15 has been
derived:
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S

N
=

�signal ·
�Vsignal

��signal

Vnoise
(4.15)

where �signal is the illumination level, Vsignal is the output signal and Vnoise is the noise level
[68].

Results

For the results of this study a particular ROI was chosen of 64 x 30 pixels. By the choice
of fewer pixels to read out, the readout is faster or the frame rate but at the same time the
resolution is low. Thereby the tradeo↵ lies in that the frame rate was optimized on the cost
of the resolution. In this application the frame rate was of interest and the resolution not a
vital parameter. The main reason for presenting this study in this thesis was to show a method
of optimizing the frame rate of an OCT system as well as the use of commercialized devices.
The results from the system simulation alongside the pixel sensor parameters are summarized
in Table 4.4.

Table 4.4: Specifications and Results of the CMOS-DSP Camera for the ROI

Sensor CMOS Detector Array

Resolution 1024 x 1024 pixels
Resolution of ROI 64 x 30 pixels
Pixel size 8 x 8 µm2

Fill Factor 70 %
Frame rate for ROI 235 fps
Dynamic Range Unreported
Axial Resolution 22 µm
Lateral Resolution 14 µm

The advantage of this study is the use of this o↵-the-shelf CMOS-DSP camera which reduced
the cost of an OCT system. The random addressable pixel allows for a higher frame rate.
However, even though the electronic scanning with the use of a reference arm is eliminated,
the disadvantage is that the SNR does not change with increasing source power due to the
logarithmic signal response, see Figure 4.16.
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Figure 4.16: Logarithmic Light-to-Voltage Response of the Pixel [67]

4.4.3 Global Shutter CMOS Image Sensor

CMOSIS, which is an image sensor company in Belgium, published their 700 fps 2 Mega Pixel
global shutter image sensor with 2 Me- full well charge in 2015 as part of a European Union
funded project called CAReIOCA [57]. The goal of this project was to eliminate time consuming
procedures when diagnosing tissues such as for cancerous cells [69]. By using global shutter
readout, the sampling is done on all pixels at the same time, which is required for a fast OCT.
The sensor is designed for an FF-OCT system where the important specifications of high frame
rate and resolution had to be reached. Other specifications included dark FPN and dark read
noise, which were not as critical. The advantage of using such a high full well, 2 Me-, is the
possibility of viewing a small signal in a bright background whereas the shot noise limits the
performance. By such full well capacity, shot noise performance is good which allows for sensing
of weak variations in the contrast.

System Description

The system was based on the FF-OCT technique and was explained in Section 4.2.4. In short
the system takes the di↵erence between two images, from the mirror and a subject, and the
di↵erential image is detected by the image sensor.

The sensor has 1440 x 1440 pixels with 12 µm pixel pitch. The architecture was designed in
0.18 µm with a supply voltage of 5 V and 1.8 V. The architecture of the image sensor can be
seen in Figure 4.17 where the main blocks are shown.
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Figure 4.17: Image Sensor Architecture [57]

Due to the requirement of high frame rate, the sensor has to be read out from both sides of
the pixel array, where two rows can be read out on each side. Therefore the column amplifiers
and ADC are designed on half of the pixel pitch. The sensor includes 36 pairs of Low-Voltage
Di↵erential Signaling (LVDS) outputs.

Pixel Structure

The pixel has to combine the global shutter and a large full well capacity with a limited pixel
area. In Figure 4.18 the pixel schematic is shown with 6 µm x 6 µm photodiode of 19 fF
capacitance. For the large well capacity a parallel connected NMOS capacitor of 87 fF is added.
Other properties were added to the circuit such as thicker gate oxide in order to increase the
signal swing. The pinned photodiode was eliminated as a large full well capacity would be
di�cult to reach. Finally, with a second sampling stage CDS could have been added. However,
it would have limited the full well capacity as well.

Figure 4.18: CMOSIS System Pixel Sensor [57]
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The pixel works as follows. After a reset (RST ), the source follower (sf1) amplifies the light
signal charges that are stored in the large full signal well. The PC switch is a current source
load for the source follower and is used to charge a sample capacitor (Cs) with the switch (SH).
Finally the second source follower (sf2) bu↵ers the signal onto the column bus whereas the
switch (SEL) selects the pixel for readout.

Results

Below in Table 4.5 specifications reached with the global shutter image sensor is listed.

Table 4.5: Specifications and Results of the Global Shutter CMOS Image Sensor

Sensor CMOS Detector Array

Resolution 1440 x 1440 pixels
Pixel size 12 x 12 µm2

Full well charge 2 Me-
Fill Factor 25 %
Frame rate 730 fps
Dynamic range 66 dB
Dark current 3799e-/s
Axial Resolution 1 µm
Lateral Resolution 1.5 µm

By comparison with a conventional image sensor of 90 ke� full well capacity, the CMOSIS
global shutter sensor showed significantly more contrast and detail, see Figure 4.19.

(a) CMOSIS Image Sensor (b) Conventional

Figure 4.19: OCT Image Comparison [57]

While the low coherence light o↵ers high axial resolution and the technique overcomes using
light beam scanning and optical reference scanning, the disadvantage about FF-OCT is the
di↵erence in acquisition time which is much longer than in scanning OCT. Thereby, object
motion during the acquisitions time could cause signal blur, lower contrast and undesirable
signals [70].
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4.5 CMOS Image Sensors Design Methodology in OCT

Previously, multiple studies which presented the use of CMOS image sensors in OCT have
been introduced and studied. Beforehand di↵erent OCT techniques and their signal retrieval
optimizations were presented. In this section the CMOS sensors and their system results are
summarized and compared.

4.5.1 OCT CMOS Image Sensor Comparison

Previously three di↵erent literature studies, which applied a CMOS image sensor as a detector
to their system, were presented. The first study presents the research on applying a CMOS
image sensor to an OCT system instead of a CCD or a fibre optic sensor [62]. The second study
shows a way of improving the frame rate using a CMOS sensor in an OCT system [66]. Finally,
the third study presents a state-of-the-art image sensor optimized for an FF-OCT system [57].
In Table 4.6 a comparison of the image sensor results and properties are shown.

Table 4.6: Comparison of the Specifications and Results from the Image Sensors

Sensor 2D Smart Array CMOS-DSP Global Shutter CMOS

Publication 2001 [62] 2006 [66] 2015 [57]
Type TD-OCT FF-OCT FF-OCT
Resolution (Pixels) 58 x 58 1024 x 1024 1400 x 1400
Pixel size 110 x 110 µm2 8 x 8 µm2 12 x 12 µm2

Frame rate 6 fps 235 fps 730 fps
Dynamic range 58 dB Unreported 66 dB
Axial Resolution 16 µm 22 µm 1 µm
Lateral Resolution Unreported 14 µm 1.5 µm

4.5.2 Design Methodology

From an image sensor design point of view, the essential parts which has to be included in the
structure of an OCT image sensor are a large full pixel well, high pixel resolution and an as
large photodiode area as possible. The design, at the same time, depends on the predefined
specifications, such as the cost and area.

From the comparison it can be seen that the FF-OCT technique systems had most to gain
with the addition of CMOS sensors. The study with the 2D smart array detector applied the
time-domain technique and with the addition of a CMOS detector a full field view is retrieved
which was beneficial for the speed and resolution. However, the sensor itself included few pixels
and due to the scanning of the arm, the frame rate was low.

The CMOS-DSP sensor was developed with higher frame rate due to the random addressable
pixels. By specifying a region of interest, a di↵erent approach to OCT was presented.

Finally, the global shutter CMOS detector showed very high performance. Some factors that
were a disadvantage for the previous sensors were improved, such as the resolution, frame rate
and the dynamic range. From the study of the techniques it became clear that a full well size
played a large role in the detection sensitivity. However, for further improvement the main
possibility would be to increase the full well capacity even further with a di↵erent architecture,
optimizing the photodiode fill factor and even increasing speed more.
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5
Conclusion

Through this first part of the thesis, a feasibility study on the potential of CMOS image sensors
in OCT has been constructed. From the explanation of the light source, subject and the de-
tector, the tradeo↵ between the optimal region of the light source and subject tissue alongside
the optimal quantum e�ciency of the silicon image sensor were discussed. Factors that play a
role in an informal decision on a light source and a detector have to be based on the type of
the subject tissue and the properties of the sensor, which then again could be limited by the cost.

Furthermore, di↵erent OCT principles were discussed with the focus on the improvement of the
speed with working in the frequency domain. By comparison, the FF-OCT had an advantage
in performance with the possibility of taking a direct image without a complex system. Finally,
a literature study presented three studies where the focus has been on CMOS image sensor
detectors in OCT. The first paper being published in 2000, had some promising results. Even
though further work on the sensor included improvements on both the resolution, fill factor,
frame rate and dynamic range, the use and feasibility of CMOS image sensors in OCT was
shown. The next paper, from 2006, showed the use of a commercial CMOS-DSP camera. With
its use of an ROI with random addressable pixel technique the frame rate was highly increased.
In 2015, as a part of an European Union sponsored project, CAReIOCA, CMOSIS released a
sensor for OCT which showed state-of-the-art results concerning speed, resolution and dynamic
range.

The contribution of this thesis to the field of engineering and optical tomography is the summary
of the topic and literature study to prove the feasibility of CMOS image sensors in Optical
Coherence Tomography. This thesis tries to go into most aspects of Optical Tomography with
the focus on the detectors. The goal of the thesis is to inform the reader on the current status
of the published position of CMOS image sensors in the field of Optical Coherence Tomography
with the focus on improvements. This feasibility study showed that in OCT an image sensor
with a large FWC accomplished higher detail than previously published conventional sensors.
In conclusion, the use of CMOS sensors in OCT increases flexibility of the device, reduces the
cost and could possibly even further improve the image quality. However, whether a new sensor,
further optimized than the Global Shutter sensor from CMOSIS, will return a significant value
in research, is unknown.
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6
Artificial Neural Networks

Artificial neural networks have been a research topic since the 1940s [71]. However, only fairly
recently have researchers discovered a great potential for artificial neural networks due to ad-
vancements in computing power. Advancements in GPUs (Graphics Processing Units) enabled
faster training of large scale networks, the most computation intensive task, using algorithms
such as the backpropagation algorithm. The state-of-the-art devices o↵er a great amount of
performance, but at the cost of power consumption. A single device can use up to several
hundreds of Watts, which obviously does not fit every application’s power envelope.

In order to address this problem, research is done in specialized, less power hungry solutions.
Both Application-Specific Integrated Circuits (ASICs) and Field-Programmable Gate Arrays
(FPGAs) are used. Fully customized ASICs can be implemented either in the digital or analog
circuitry. While depending on application, digital circuitry can o↵er shorter time-to-market
development due to the possibility of using existing logic elements. The sizing of the circuit
depends on the precision needed for the application. Analog circuitry, on the other hand, can
o↵er very low power consumption, small area and precision at the price of increased circuit
design complexity compared to digital circuits.

This chapter focuses on artificial neural networks in general. Bear in mind that only fundamental
background information is provided, since an in-depth look at neural networks is outside the
scope of this work. Section 6.1 firstly explains the general concept and the structure behind
neural networks with an introduction to the developments of the memristor. Thereafter it goes
into learning algorithms, their execution and performance. In order to show the use of neural
networks medical applications, which benefit highly from neural networks, are presented and
their prospects are discussed in Section 6.3. Finally, in Section 6.4 the description of the project
and how the second part of the thesis aligns up is presented.

6.1 Neural Networks

Artificial neural networks are based on a concept derived from the biological behaviour of our
brain. The brain uses millions of cells in parallel for learning purposes. Algorithms have been
developed which capture the brain’s learning functionality and enable our devices to operate
in a similar fashion. These learning methods use a known data set to learn from, after which
the artificial neural network can be used by itself to classify unexpected inputs. Therefore it is
important to have a large, diverse and complete training set. Artificial neural networks have
gained a lot of momentum over the last years. The ability to teach machine skills similarly to
that of the human brain proves to be useful in an increasing number of applications ranging
from image recognition to diagnosing patients. Therefore, artificial neural networks are not
limited only to human-like skills such as image or speech recognition, but can also learn to
diagnose diseases, by studying an immense amount of data.
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Basically, artificial neural networks can be divided into two types, either as a feed-forward net-
work (single or multi-layer perceptrons) or as a recurrent network. Feed-forward networks have
an input layer, a hidden layer and an output layer. The computation is done layer by layer from
the input to the output [72]. For recurrent networks, signals have the ability to travel in loops
back and forward within the network.

In relation to the concepts of the human nervous system, the components of the neural network
bear the same name of the neuron and a synapse, see Figure 6.1 [a]. Like in the human brain, the
neuron processes and transmits information through a synapse to the next neuron. The synapse
is a complex junction where an individual neuron can link to thousands of other neurons, which
is used to transmit the signal to other neurons [73]. An artificial neuron is a processing unit
which adds its weighted inputs together and with an activation function (non-linear transfer
function) generates an output [74], see Figure 6.1 [b]. The simplest form of an activation
function is the Heaviside step function but problems can be solved by other more complex and
accurate functions such as the sigmoidal function which can be defined as S(x) = 1

1+e�x .

(a) Synapses and Neuron in the Human Brain (b) Synapse and Neuron in a Neural Network

Figure 6.1: Comparison between Artificial and Biological Neurons [75]

An important, but compute intensive, feature of neural networks is its learning ability. With
learning algorithms the accuracy of a neural network can be improved. The learning algorithms
involve training models which can solve di�cult problems when the conventional computer al-
gorithms are not su�cient. Training networks can be described in two steps, first the learning
stage and secondly the recall stage [72]. The learning stage is about adjustments of weights and
the recall stage is when the network settles and goes into equilibrium with weights closest to
the optimal values the algorithm was able to reach.

6.1.1 Memristor

Synapses increase quadratically in complexity when more neurons are added to the network,
because each new neuron has to connect to every other neuron. Therefore, an e�cient imple-
mentation of multiple neurons can be challenging. However, a simple yet e�cient structure
called a memristor has been shown to have potential as a synapse. The theoretical structure
was first published in the 1970s by Leon Chua [76], where its placement belonged alongside the
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three fundamental passive elements, the resistor, capacitor and inductor. The basic function
of the memristor was to base its resistance on the previous signal flowing through the device.
With this, the device could act as a non-volatile memory, memorizing the previous function.
Nevertheless, no physical model was implemented for years to come. It was not until recently,
with the recent advancements in computing, that development was driven forward. Multiple
types of memristors have now been published such as a Titanium dioxide memristor [77], [78],
Polymeric memristor [79], [80], Layered memristor [81] and Self Directed Channel (SDC) mem-
ristor [82].

The last mentioned memristor, SDC, is the most recent one and has opened the door for
commercial memristors [83]. Dr. Campbell developed and introduced the SDC memristor in
2017. For interested readers the published structure of the memristor, top overview and cross-
section, is presented in Figure 6.2 and discussed briefly below.

(a) SDC Memristor Top Overview (b) SDC Memristor Cross-Section

Figure 6.2: SDC Memristor Structure [82]

The two terminal memristor works as follows. On each terminal there are electrodes, marked
as W , where the voltage over the device changes with the previous signal. The Ge2Se3 active
layer is where the switching occurs due to Ge � Ge homopolar bonds. The Ge2Se3 adhesion
layer, Ag layer and Ge2Se3 mix layer form the Ag source layer. These two layers, the Ge2Se3
active layer and the Ag source layer, are not in contact which allows for higher processing and
operating temperatures as Ag is not able to migrate into the Ge2Se3 active layer. The SnSe
layer assists a selective incorporation of Ag ions into the Ge2Se3 active layer [82]. The device
does not require a complex fabrication process thereby allowing for faster and more reliable
production. This device gives the ability of a fast response and high endurance.

6.2 Learning Algorithms

Learning algorithms involve training methods and how to execute them e�ciently, depends on
the application. Learning can be done on-chip, if the same system will execute the model with
new input data as well, or o↵-chip when learning is done on a separate system than the system
executing the trained model. A hybrid approach is also possible, as mentioned earlier.

Simple, small networks are best approached by CPUs and larger networks by GPUs if power
consumption is not of interest. However, other applications would benefit from custom solu-
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tions, either using ASICs or FPGAs.

The learning algorithm architectures are varied and developed to train the network optimally.
Many algorithms have been published and one of the most popular learning algorithm is the
backpropagation algorithm. This algorithm was first proposed by Werbos in the 1970s but
was further developed by Rumelhart and Le Cun in the 1980s [84]. This algorithm is CPU
and GPU friendly. However, the Random Weight Change (RWC) algorithm is more suited for
custom hardware solutions.

6.2.1 Execution of Training Algorithms

Traditionally, neural networks are trained on CPUs and more recently on GPUs. These im-
plementations have had great success in the development of new algorithms as well as with
debugging small networks [84]. While the use of GPUs decreased the execution time signifi-
cantly, power consumption is in the order of several hundreds of Watts. Recently, FPGAs and
ASICs are being adopted which enables customized solutions with a lower power consumption.
Also the execution time can be decreased for large networks [74]. While FPGAs o↵er reconfig-
urability, their power consumption does not fit all applications (for example within/on a human
body). ASICs o↵er implementation of fully customized circuitry, either in the analog or digital
domain.

However, for some cases a mixture of on- and o↵-chip learning can be used. Such a system was
described in [85]. There the backpropagation algorithm was executed on a host computer and
from there weights were calculated. These weights were then uploaded to the hardware were
another algorithm was implemented on chip for finer-grain training.

Concerning hardware development, both the neuron and synapse have certain features and chal-
lenges. A neuron performs addition of weighted inputs and with an activation transfer function
generates a non-linear output. E�cient implementation of the input addition and the activa-
tion transfer function depends on the system and application. The synapse, which controls the
communications between the neurons, can quickly become complex and vast due to the wiring.
Synaptic weights have to be precise for proper convergence of the algorithms. These as well
have to be update-able. Challenges thereby include minimizing wiring and required precision.

ASICs can be implemented either in the digital or analog domain. In the analog domain the
signals can be presented either as a current or a voltage di↵erence. In the digital domain, the
design is more straightforward and can rely on existing logic elements. Synapses can be created
with memory cells or latches where the algorithm relies critically on the precision of the data
type (integer, double precision, floating point etc) used and the required number of bits. Neu-
rons can be implemented with adders and multipliers [72].

Even though the analog circuitry is highly complex compared to the digital circuitry, the ana-
log domain is able to o↵er more power and area e�cient circuits [72]. When implementing
the weight for the synapse, memory elements both in the digital and analog domain can be
used. Nevertheless, in the case of digital elements, a latency is observed in the computation
time. For analog systems, capacitors or resistors can be used as storage. However, due to the
manufacturing, analog accuracy is limited and must be designed with a certain tolerance.
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6.2.2 Backpropagation Algorithm

The backpropagation algorithm is an e�cient learning algorithm. By computing an error of
a network at the output, the error is fed back into the hidden layer and used to adjust the
weights of the neuron. The network uses this error to adjust the weights in order to approach
the current output towards a desired output [74]. The algorithm can be described as follows,
the error, E, is generated by subtracting the output value, y, from the target value, t. The
backpropagation algorithm performs gradient descent for minimizing E2, where E is as shown
with Equation 6.1:

E =
1

2

X

j2outputs
(tj � yj)

2 (6.1)

The weight update, w, for the system, from wn to wn+1 is, see Equation 6.2:

wn+1 = wn +�wn+1 (6.2)

where �wn+1 is, see Equation 6.3:

�wi,j = �⌘ @E

@wi,j
= �⌘�y (6.3)

Here, ⌘ is the learning rate and � the sigmoidal function. The activation function can be
presented as, see Equation 6.4:

�j = yj (1� yj)
X

k2outputs
w�j (6.4)

Figure 6.3 summarizes these steps for a multi-layered network where the weight is updated from
the output back to the input.

Figure 6.3: Backpropagation Implementation

From various inputs, a summator is previous to each activation function. The activation function
then generates a non-linear output. From the final output (Output Y ), the weights are updated
towards the input depending on the error. The disadvantage of the backpropagation algorithm
is that the hardware implementation is very complex [85]. The algorithm relies on di↵erential
equations, which are expensive in dedicated hardware.
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6.2.3 RWC Algorithm

An example of a more hardware friendly algorithm, due to simple circuit implementation, is
called a Random Weight Change (RWC) algorithm. This will be discussed in an example in
Chapter 7. RWC can be implemented in a relatively simple circuitry without derivative calcu-
lations of the activation function [85], [86]. In Figure 6.4, the hardware architecture is shown.

Figure 6.4: The RWC Learning Algorithm [85]

To describe this process, initially the neuron is programmed with starting weights, w, inside the
multi-layer neural network. The analog weight updating vector (�w) is generated and updated
via training. This is done by an analog random signal generator which is programmed to the
network. A training data vector is applied to the input for the training. At the output of the
neural network, the di↵erence between the output (yj) and the target value (tj) is taken. From
this di↵erence, an error vector (") is retrieved and with an absolute value circuit, absolute values
are generated. An analog absolute value circuit will be discussed in detail in Chapter 8. Lastly,
the signal is converted into voltage. In order to realize whether to update the weights or not,
values generated previously are compared to the most recent values by a comparator. This is
done by storing the previous value on a capacitor, D. The output from the comparator, �",
defines the update for the next cycle [85].

For a comparison of the algorithms, Figure 6.5 shows how the backpropagation and RWC
algorithm close in towards a solution. Backpropagation approximates a solution with a gradient
descent while RWC does not descent with the steepest slope but slowly decreases to reach the
final solution [86].



75 Delft University of Technology

Figure 6.5: Comparison between Backpropagation and RWC Algorithm [86]

As explained in the beginning learning systems can be combined into a hybrid system. This
can be done with the backpropagation algorithm and the RWC algorithm. This often turns
out to be the best case due to algorithm iterations. Applying only hardware algorithm to the
network would take too long due to its random seeking behavior. For a software-only version,
the learning weights are non-compatible due to non-ideality of the hardware. By combining
the two, the weights are optimized using a software, updated to the circuit, which then adapts
them to its hardware. This shortens the iteration time and optimizes the weights.

6.2.4 Performance

Neural networks have been adapted to a wide range of applications where they outperform the
standard (original) implementation or have similar performance. Applications such as com-
puter vision, recognition methods and function optimization, all benefit from neural networks.
In order to weigh and estimate the performance from a certain neural network, parameters
which have a high importance are firstly the size of the network and secondly the computing
power. The capacity of a system can be estimated from the number of weights in the system
and as such the final implementation complexity and training di�culty can be assessed more
precisely [84]. Performance is measured in connections per second (cps) which directly implies
the amount of data being processed in the network per second. However, the performance of the
learning algorithm is measured by connection updates per second (cups). As an example, the
performance required for complex vision problems and sophisticated speech recognition models
are in the order of Giga cps. While the commercial computer is only able to handle simple
recognition this has motivated the development of special co-processors [72], [84].

In summary, when implementing specialized hardware for neural networks certain challenges
arise. For the synapse, the number of synapses scale quadratically with the number of neurons,
which causes an immediate increase in area. Weights have to be defined with high precision
and have to be update-able. For the neuron, summation of weighted input and non-linear cal-
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culations must be performed [72].

6.3 Published Applications of Neural Networks

Neural Networks have proved to be highly beneficial for medical purposes, in applications such
as cochlear implants, visual stimulation and even vagus nerve stimulation. All these applications
benefit from low power consumption as well as small area. Below, couple of applications are
briefly presented with their features and developments in order to gain some insight into the
current importance of neural networks.

6.3.1 Cochlear Implants

The way external sound is transformed into information understandable to the brain involves
a complex processing. External sound waves are led through a passage to an eardrum which
vibrates under their influence. By three bones, malleus, incus and stapes, the sound vibrations
are interpreted and carried to the cochlea. The fluidic cochlea creates waves which cause move-
ment of cochlear hair cells. This movement then converts into an electrical signal, a nervous
impulse, which conducts through the auditory nerve to the brain. The structure of an ear can
be seen in Figure 6.6 [a].

Cochlear implants are able to replace certain functions of the ear where there is damage. The
standard device includes a microphone, speech processor, transmitter, receiver and an electrode
array, as shown in Figure 6.6 [b]. The processor digitizes the external sound with the use of a
microphone. The transmitter transmits the signal to an internal receiver where the information
is converted into electrical impulses along the electrode array which stimulate the auditory nerve.

(a) Structure of the Ear (b) Cochlear Implant merged with the Ear

Figure 6.6: Structural Representation of an Ear with and without a Cochlear Implant [87], [88]

State-of-the-art cochlear implants are able to provide near to normal speech understanding in
quiet conditions, nevertheless, the quality quickly fades away in the presence of environmental
sounds [89]. This problem has been addressed by multiple algorithms such as trying to attenuate
the noise component of the noisy background or by spatially separating the target signal and
the interfering noise. However, the requirements for these methods are not always fulfilled.
Single-microphone speech enhancement algorithms show that the improvement on the SNR,
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leads to improved speech intelligibility but the errors might lead to a distortion. Furthermore,
machine learning has been used to estimate the gain function which has shown large intelligence
improvement. By using neural networks, improvement has been made on noise in speech [89].
Future development of neural networks in speech recognition is expected to have even higher
accuracy and performance to unforeseen conditions. For interested readers, an example of a
feed-forward neuron model implant can be seen in Figure 6.7. By adding a feed-forward neural
network to the cochlear implant, the system has the possibility of accepting multiple sounds in
a multi-channel system.

Figure 6.7: Feed-forward Neuron Model [90]

Future developments include the combination of low power chips and neural network. This
o↵ers the possibility of implants which are fully implantable. This is done by eliminating the
external part of the standard implant as proposed in [91].

6.3.2 Visual Applications

Visual impairment is limiting for people’s daily tasks. Certain technologies have the ability of
improving their life by computer vision based assistance. Both color recognition and object
recognition can be emphasized [92], [93]. By enhancing vision, shapes of objects and color can
be further viewed. A software neural network is used in order to train the algorithm to optimize
the system closest to reality. For both blinds and visually impaired individuals, there is a big
room for development and improvements.

Neural networks have shown their prospects in creating visual connections for those in need of
a real time sight. A company called Eyra, has already announced their future product, Horus,
which uses artificial intelligence to enable sight for blind and visually impaired people. The
product launch is expected during 2017/2018 [94]. Other products, hopefully with release dates
in the near future, will greatly benefit from neural networks and include implanted chips for
brain injury [95] and vague nerve stimulation [96].

In summary, whether it is for the system to learn to analyze di↵erent sounds or optical signals,
applying and improving learning algorithms and neural networks is highly advantageous.
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7
Architecture

The main goal of the project was to design a neural network with associated learning capabili-
ties fulfilling the requirements of limited area, low power consumption and low noise. With the
inspiration from image sensor methodology the design was approached from an image sensor
pixel array design. The initial challenges to the system included ways to sense the signal, its
processing and data handling. Further along challenges arose for competitive solutions towards
the specifications.

In this chapter the project is approached from a high level towards the design of single compo-
nents in the network of the neuron architecture. Section 7.1 starts by explaining weak inversion
in order to give an understanding of the behavior behind the circuit developed. Weak inversion
is an operating region of a MOSFET transistor which is known for o↵ering the possibility of
extreme low power consumption. Section 7.2 discusses the structures developed at Caeleste and
its features are explained from a broad perspective. Section 7.3 presents the system architecture
with a learning algorithm in order to show a useful application of the developed absolute value
filter.

7.1 Weak Inversion

In addition to the background knowledge presented in Chapter 2, operation regions of the MOS-
FET transistor are presented, with the focus on weak inversion. As this behavior was ignored
for years due to a very low current level, its use rose to the surface during the 1970s, when the
electronic watch requested limited power consumption [97]. The weak inversion or subthreshold
behavior was discovered in relation to how the drain current had an exponential dependency
on the gate voltage, as the leakage current kept flowing in an OFF mode.

A MOSFET transistor has either a n- or p-channel and as mentioned before, the carriers are
either electrons (n) or holes (p). In Figure 7.1 [a] an n-channel MOSFET (NMOS) transistor
can be seen.

Figure 7.1: NMOS Transistor Structure
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The NMOS transistor shows two n-type (n+) regions, the drain voltage, VD and the source
voltage, VS . The low resistivity gate layer, which can be polysilicon, alumnium or tungsten
metal, is the gate voltage, VG. All these voltages are defined with respect to the local substrate,
the base voltage, VB. The silicon dioxide layer, SiO2, is the gate oxide with a thickness of
tox. The silicon dioxide is commonly used due to its stability and quality as an insulator. The
channel between source and drain is defined by the gate width, W , and the gate length, L. The
PMOS is di↵erent in a way that the doping is reversed and is built into an n-well substrate.

The MOSFET transistor has three operation regions, the subthreshold region, the resistive
(triode/linear) region and the saturation region where its definition is dependent on the gate
voltage and the threshold voltage, VT , of the transistor. When a gate voltage is applied, a
depletion region forms. Depending on whether the electrons or holes are the majority carriers,
the behavior can be translated to either one by changing its polarity. In short, for NMOS,
when the gate voltage is below the threshold voltage (VGS < VT ) the transistor acts in the
subthreshold region. When it is above (VGS > VT , VDS  VGS � VT ) it acts in the triode
region. For the small signal model this behavior is linear. For (VGS > VT , VDS > VGS � VT )
the transistor is in saturation. The same goes for a PMOS when the signs are reversed. The
transistor behavior in di↵erent operation regions can be seen in Figure 7.2 which presents the
transfer characteristics of the drain current, ID, as a function of the drain to source voltage,
VDS .

Figure 7.2: ID versus VDS Characteristics of an NMOS [98]

The behavior of the transistor can also be described by the drain current as a function of the
gate source voltage or how the VGS influences the size of the drain current, see Figure 7.3 [a],
whereas under the threshold voltage, VT , the channel is o↵. However, when a drain current is
measured at log scale the drain current is made more visible under the threshold voltage and
is not fully o↵, this behavior is called weak inversion or the subthreshold region, see Figure 7.3
[b]. As the gate-source voltage is high enough but still under the threshold voltage it can create
a depletion region large enough to conduct current. Minority carriers were before looked at as
an undesirable leakage current by limiting the performance of the transistors. Nevertheless, for
low power applications this is highly beneficial [99].
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(a) ID versus VDS Characteristics of an NMOS (b) ID versus VGS Characteristics of an NMOS

Figure 7.3: Transistor Behavior in Di↵erent Operating Regions [100]

The gate oxide thickness, tox, defines the capacitance per unit area, see Equation 7.1:

Cox =
✏ox
tox

(7.1)

where ✏ox is the permittivity of the oxide which is normally 3.9✏o. The permittivity of free space
is ✏o = 8.85 · 10�14 Fcm�1. An important factor which describes the behavior of the structure
is the thermodynamic voltage, see Equation 7.2:

Vt =
kT

q
(7.2)

where k is the Boltzmann constant, q elementary charge and T the absolute temperature. This
describes how the electron energy is influenced by the temperature. For an intrinsic semicon-
ductor in the dynamic equilibrium, the concentrations of electrons and holes are equivalent, ne

= ph = ni. However, in doped semiconductors mobile carriers in equilibrium obey the law of
mass action, which predicts their behavior in dynamic equilibrium [101], see Equation 7.3:

ne · ph = n2
i (7.3)

where ne represents the electrons, ph the holes and ni is the intrinsic carrier concentration in
silicon as a function of temperature (ni = 1.45 · 1010 cm�3 at room temperature, T = 300
K). In transistors this concentration can be controlled by doping. Boron is commonly used as
a doping, NA, for PMOS transistors where holes, ph, are the majority carriers. In contrast,
in NMOS Phosphorus is used as a doping, ND, where the majority carriers are electrons, ne.
Typical doping levels can be approximated for both, by NA, ND ⇡ 1015 � 1016 cm�3. For these
carriers their concentrations can be approximated by, for holes and electrons, respectively, in a
PMOS transistor as, see Equation 7.4:

ppmos
⇠= NA npmos

⇠=
n2
i

NA
(7.4)

The same applies for the NMOS transistor, ND. In order to understand these e↵ects on the
behavior of the transistor, the threshold voltage function is derived. When a positive voltage
is applied to the gate of an NMOS transistor the holes are repelled from the surface and a
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depletion layer forms. This increases the surface potential,  s, and in relation to the depletion
layer the negative charge density, Qb, can be derived as, see Equation 7.5, [97]:

Qb = ��bCox

p
 s (7.5)

where Cox is the oxide capacitance and �b, the substrate modulation factor, see Equation 7.6:

�b =

p
2qNb✏si
Cox

(7.6)

where Nb is the doping concentration of the substrate and ✏si is the permittivity of silicon. Even
though Qb presents only a fixed charge then as electrons are attracted to the positive surface
potential, mobile charges form on the surface, Qi. The small inversion layer created by this
charge has a low voltage drop. The total charge density underneath the silicon surface, QSi,
can be given with Gauss law as, see Equation 7.7:

QSi = Qb +Qi = �Cox(VG � VFB �  s) (7.7)

where VG is the gate voltage and VFB is the flat band voltage which is the voltage when no
charge is around. By further derivation of Equation 7.5 and 7.7, the threshold voltage can be
derived as, see Equation 7.8:

VT = VFB +  s + �b

p
 s (7.8)

The threshold voltage, VT , is though rarely calculated by hand as it is highly dependent on
the CMOS technology parameters. In order to retrieve the threshold value, simulations with
SPICE are able to calculate the values from a device model.

7.1.1 Drain Current in Weak Inversion

The current in a transistor is a combination of both drift and di↵usion currents. Drift current
is caused by an applied electric field and is defined by the charge carriers mobility and the
electrical field [102]. In n-channel MOSFET the drift current is, see Equation 7.9:

Idrift = q · ne · µn · E (7.9)

where ne is the number of electrons, µn is the mobility of electrons and E is the electrical field.
Di↵usion current is caused by a change in charge concentration which can be described as an
electron flux. From Ficks law the di↵usion current can be derived as [102], see Equation 7.10:

Idiff = q ·Dn ·r⌘ (7.10)

where ⌘ is the charge concentration and Dn is the di↵usion constant. By the Einstein relation,
the constant can be represented as follows [103], see Equation 7.11:

Dn = µn · Vt = µn · kT
q

(7.11)

The change in the charge concentration can be approximated as follows [104], [105], see Equation
7.12, 7.13, 7.14:

⌘ =
dn

dx
=

np(0)� np(L)

L
(7.12)

where the charge concentration at the source in p-substrate, np(0), is:
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8
Non-Linear

Absolute Value Filter
Electronic filters have their use in many applications and can be used for signal processing by
eliminating unwanted features and enhance the wanted features inside a circuit. The absolute
value filter is a signal filter which filters out the real component discarding its sign. As a part
of the learning algorithm, an important novel absolute filter design is proposed. The proposed
filter is a non-linear filter, where the output is not dependent on the input, operated in weak
inversion. In order to analyze the performance of the filter, large and small signal analysis are
applied.

In Section 8.1 non-linear filters are presented and discussed. Thereafter, in Section 8.2, a
couple of di↵erent published absolute value filter circuits are presented. Section 8.3 presents the
developmental phase of the absolute value filter structure alongside the current mirror. Finally,
in Section 8.4 the filter is analyzed, simulated and discussed.

8.1 Non-Linear Filters

Filters are either linear or non-linear. They are able to amplify or reject signals at certain
frequency ranges. A filter is able to process a signal by either altering the amplitude or the
phase of the signal. The most common representation of filters are their gain versus frequency
and phase versus frequency characteristics descriptions [110]. This frequency domain behavior
can be described by a transfer function (H(s)) which is the ratio of the Laplace transform of
its input and output, see Equation 8.1:

H(s) =
Vout(s)

Vin(s)
(8.1)

Here s is a complex frequency variable. How the filter a↵ects the magnitude and phase can be
seen if s is replaced by j!, where j is

p
�1 and ! is 2⇡f .

When dealing with non-linear filters there are only limited similarities to linear systems. Fre-
quency domain analysis methods and a solution of state equations in time-domain do rarely
apply for non-linear circuits [111]. Problems concerning circuit response and synthesis are com-
mon. With non-linear circuits the circuit response acts di↵erently to di↵erent inputs and is
not dependent on others [112]. Non-linear systems can often be represented by a mathematical
expansion such as that described by Taylor and Volterra [113]. However, in this thesis complex
analysis is avoided by approximations using the common methods.
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8.2 Absolute Value Filter Publications

Multiple absolute filters have been published [114], [115], [116]. Absolute value filters are also
known as full-wave rectifier circuits. As mentioned in Chapter 6.2, the RWC learning algorithm
was originally implemented with a current mode absolute value circuit. Here below a short
description of such a filter is presented. Thereafter another simple absolute value filter, based
on Junction Field E↵ect Transistors (JFETs) is presented and explained. However, most of
these circuits involve taking an absolute value of one signal. This means that other processing
components need to be added to achieve the desired function for the learning algorithm. As for
area being a limiting factor in the proposed network further development on a absolute value
filter is presented in Section 8.3.

Current Mode Absolute Value Filter

In Figure 8.1 a translinear absolute value filter in the subthreshold region is presented. This
circuit converts bidirectional current, IBD, into two output unidirectional currents, I1 and I2.
The bias current, IB, then sets the operating point of the circuit. Translinear circuits are
current-mode circuits based on the translinear principle which is outside of the scope of this
thesis. However, this filter gives an idea on an implementation of a low transistor count and
low power absolute value filter.

Figure 8.1: Translinear Current Mode Absolute Value Circuit [117]

Depending on whether IBD is higher or lower than zero, the current goes through the transistors,
M3 or M4 and M5. Transistor M5 creates a current mirror and deriving the output currents
when IBD � IB, results in I1 ' |IBD| and I2 ' 0 or vice versa. These currents can then be
connected together giving the final current of, see Equation 8.2:

I1 + I2 ' |IBD| (8.2)

Absolute Value Filter using Two Matched JFETs

In [118] an absolute value filter was designed using Junction Field E↵ect Transistors (JFETs)
for low supply voltage applications. Despite the variety of existing absolute value filters, few
have been developed for low power applications. In Figure 8.2 a simple absolute value circuit
is presented.
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Figure 8.2: Proposed Absolute Value Circuit [118]

The absolute value filter works as follows. Since the NMOS transistors are identical, one transis-
tor works in the saturation region while the other one is operating in the triode region. The DC
bias sets the pinch o↵ voltage, VP , and the load resistance is high enough for the output current
to be smaller than the drain currents from the transistors. With derivation of the currents, the
expression of the output can be found as, see Equation 8.3:

Vout
⇠=

1p
2
|Vin| (8.3)

The application does not require a voltage output but can be beneficial as no current to voltage
converter needs to be applied in the RWC learning algorithm circuit.

8.3 Architecture

The goal of the implementation of the absolute value filter was to be able to take the absolute
value of the di↵erence between two di↵erent input signals. This can be the output from the
network and the target data fed into the network. Previously, a couple of absolute value filters
were mentioned but they only o↵er one input. Thereby, in order to implement such filters
the network would require further circuitry to the component which at the same time would
decrease the performance of the desired filter due to the area and power limitation.

The development of the absolute value filter started with a circuit capable of taking the dif-
ference between two signals or a di↵erential amplifier. As the 5T di↵erential amplifier, which
was discussed for the input stage in Chapter 7, o↵ers a compact structure, good gain due to an
active load, a good CMRR, a good PSRR and high input impedance, it was used as a starting
point of the development procedure.

With a structure capable of taking the di↵erence, the 5T amplifier, a structure which also takes
the absolute value of the di↵erence, had to be modified into the structure. When taking a
absolute value of a di↵erence of numbers the outcome is always positive. Thereby one arm has
to be larger than the other at all times. This arm aswell has to be prepared for both of the
inputs. Such an architecture is described in Figure 8.3.
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Figure 8.3: PMOS Single Ended Absolute Value Filter Architecture

As there are two inputs, the left arm will always represent a higher or equal value to the
right arm. This means that whether VA or VB is high or low the right arm will always output
the value which will be subtracted from the left arm. Thereby the output will always be positive.

The structure was developed by realizing that whether VA or VB had an incoming signal, not
both, drain current ran through the left arm but not the right one. On the other hand whether
both or none had an incoming signal, the right arm would mirror the left one. Then in order
for symmetry of the circuit, double transistors were added on the left side. But symmetry is
an advantage as the impedance over both of the arms is the same and the signals are a↵ected
in a similar manner through both arms of the circuit. From this, it can be further derived that
fewer transistors in this implementation is not feasible.

With further development of the architecture its sensitivity towards variations becomes evident
in the performance of the circuit. In the case of variations of the threshold voltage, VT , of the
input PMOS transistors, mismatch would cause a shift in the voltage output. In the architecture,
the transistor M10 has its gate connected to its drain VD = VG = VGS . All the transistors are
in the subthreshold region where they follow Equation 8.4:

VGS  VT (8.4)

This means unless Vout is smaller or equal to VT this circuit will not work. Thereby, its sensitivity
towards variations cause the output to easily slide to one of the rails. However, by applying
a di↵erential output this highly sensitive part of the circuit could be avoided. The di↵erential
architecture can be seen in Figure 8.4.
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Figure 8.4: Di↵erential Absolute Value Filter Architecture

In addition, a di↵erential NMOS input architecture is compared to the PMOS one, in order to
decide which one is more advantageous, see Figure 8.5.

Figure 8.5: NMOS Di↵erential Absolute Value Filter Architecture

The sources of o↵sets a↵ecting the presented architectures largely originate from:

• Variations of the threshold voltage, VT , causing mismatch between transistors.

• Variations of the size of the transistors causing a mismatch of the W/L ratio between the
transistors.

Variations of the transistor’s width, W , and length, L, a↵ects the drive current and the change
in threshold voltage can aswell shift the drive current.
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Concerning variability, a Monte Carlo analysis was made on the previously mentioned absolute
value filter circuits. Monte Carlo simulation analysis is a tool which can be applied to a circuit in
order to see how their behavior and performance is under random mismatches in the circuit. The
Monte Carlo method uses a statistical analysis which simulates the response of the circuit with
transistor parameters which are randomly varied according to a special statistical distribution.
With this method a small signal analysis was done to estimate the mean voltage gain and the
standard deviation was calculated for each structure, see Table 8.1.

Architecture Mean Voltage Gain Standard Deviation

PMOS Input/Single-ended Output -63.1 dB 50.0 %
PMOS Input/Di↵erential Output -27.7 dB 4.5 %
NMOS Input/Di↵erential Output -13.2 dB 6.8 %

Table 8.1: Absolute Value Filter Architecture Variability Comparison

For these simulations the set sizes of the transistors are kept the same, see Table 8.2.

Transistor W L

NMOS 1 µm 1 µm
PMOS 1 µm 1 µm
ntuner 28 µm 3.2 µm
ptuner 28 µm 1.6 µm

Table 8.2: Transistor Sizes of the Architectures

As predicted, the PMOS input transistor architecture with a single-ended output is highly sen-
sitive to mismatch. On the other hand the di↵erence and the preference between the NMOS and
the PMOS input transistors with di↵erential outputs are up for discussion. From the variability
comparison of the architectures it can be seen that while a PMOS-based input o↵ers a little bit
lower resistance to variations, NMOS o↵ers higher gain.

Another pointer to add, as described previously, is that the majority carriers in NMOS are
electrons and holes in PMOS. The mobility of electrons (1400 cm2/V · s) is much higher than
of holes (450 cm2/V · s) in silicon [119]. For the same speed the NMOS inputs can therefore
o↵er smaller area with smaller capacitors. This can be related to that the size of the capacitors
a↵ect the RC time constant (⌧) with the following relationship, see Equation 8.5:

⌧ =
1

RC
(8.5)

Since for our application area and power are of high interest, the NMOS input architecture
with a di↵erential output was chosen, see Figure 8.5. The structure is a set of NMOS input
transistors and PMOS diode connected resistances. The circuit is biased by an ntuner which
acts like a current source changing the voltage into current. The ntuner controls the current
through the circuit. Due to an ultra low power budget of the circuit the current source is kept
in the nano Ampere range. The inputs to the circuit are VA and VB. The output function is
the absolute value of the di↵erence between the two, times the gain that the circuit provides,
see Equation 8.6.

Vout = V+ � V� = A · |VA � VB| (8.6)

where A is the gain of the circuit.
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8.3.1 Gain Boost Technique

If the architecture does not provide su�cient gain, a current source can be added into the
feedback in order to boost the gain. An example is shown in Figure 8.6.

Figure 8.6: NMOS Di↵erential Absolute Value Filter Architecture with Gain Boosting

The added current source distributes the current into two branches, decreasing the current
through the diode connected resistor. This results in a decrease in the transconductance, gm,
of the transistor. This can be seen from the following relationship, see Equation 8.7:

gm =
qID
nkT

(8.7)

Now as the gm is decreased, the resistance of diode connected resistor is increased, see Equation
8.8:

R =
1

gm
(8.8)

This proportionally boosts the gain of the circuit causing a higher voltage drop over the load.

8.3.2 Current Mirror Architecture

In order to bias the circuit in the desired operating region a precision biasing circuit needs to be
added to the absolute value filter architecture. A common biasing method is by a current mirror.
However, this can be and was also used as an active load in the first proposed architecture. A
current mirror is able to mirror its current into another device while keeping the output current
(Iout) constant. A basic current mirror scheme can be seen in Figure 8.7 [a] and [b], with both
NMOS and PMOS structure, respectively.
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(a) NMOS Current Mirror (b) PMOS Current Mirror

Figure 8.7: Current Mirror Architectures

Both circuits are based on two transistors where the circuits work as follows. A bias current
is fed into the transistor, M1, where its gate and source are connected, forcing it into the
saturation region. The current is changed into a voltage which is applied at the gate of the
second transistor, M2, causing an identical current to flow through the transistor if both the
transistors are identical. From a mathematical form, it can better be described as follows.
The current through the transistor, M1, without respect to channel-length modulation is, see
Equation 8.9:

Ibias =
1

2
µnCox

W1

L1
(VGS � VT1)

2 (8.9)

While through the outer transistor, M2, the current is, see Equation 8.10:

Iout =
1

2
µnCox

W2

L2
(VGS � VT2)

2 (8.10)

As the gate current is zero and both of the transistors have the same VGS , their relation can be
derived as follows, see Equation 8.11:

Iout = Ibias ·
W2/L2

W1/L1
(8.11)

From these results the dependency on identical transistor sizes can be seen. This determines
the current mirror vulnerability to mismatch. This behavior can be further explained by the
small signal circuit in Figure 8.8.

Figure 8.8: Current Mirror Small Signal Model
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From this circuit a key parameter, the output resistance, Rout = rds2, can be calculated. When
the size of the two transistors di↵er, rds determines which has a larger current. An ideal current
mirror has zero input resistance and a high output resistance. From the small signal model, it
can be seen clearly that the current supply is not dependent on the output voltage. If for a
desired application, higher output resistance is needed, a cascode transistor with M2 is possible.

8.4 Circuit Analysis and Results

In Chapter 7, the subthreshold region was presented. For circuits which operate in the sub-
threshold region problems such as lack of controllability, inaccuracy and requirements of numer-
ous voltage and current sources occur [120]. Analysis is highly important to ensure the correct
operation of a circuit. Signal analysis such as a large signal analysis, which is used to set up
the bias conditions and takes into account the non-linear behavior of the circuit, and a small
signal analysis, which assumes a correct bias of the transistors and linear behavior for the small
signals, can be applied. The absolute value circuit is highly non-linear, therefore simplifications
of the analysis are applied. Due to the non-applicable frequency response, the analysis of the
noise is done from di↵erent bias points. Also in this thesis the absolute value filter structure
gain was not optimized using the gain boost technique and is left for further development if
needed.

8.4.1 CMOS Technology

Before continuing the circuit analysis and simulation the CMOS technology of choice is of great
importance. The CMOS technology has to be chosen for low power application and has to o↵er
su�ciently small parameters and analog modules, including capacitors and resistors. Di↵erent
technologies exist but for simplicity, a 180 nm XFAB module (XC018) will be used for both the
calculations and the simulations [121]. The technology is of choice as it is compatible with 1.8
V and low power modules.

In Table 8.3 a few parameters needed for the analysis of the absolute value filter are presented.
These parameters are retrieved from an XFAB process module.

Table 8.3: 180 nm XFAB Transistor Model Parameters of Interest

VT µn Cox

NMOS 0.56 V 307 cm2/V s 8.46 fF/µm2

PMOS -0.7 V 59 cm2/V s 8.85 fF/µm2

However, further decision of the correct CMOS technology process is to find a process compatible
with 1.8 V but also o↵ering high voltage modes. High voltage mode allows for a galvanic isolation
and separation between high and low voltage areas on the chip [122]. This would be beneficial
in case of di↵erent supply voltages towards the network. At the same time, the final decision
on a technology process depends on the final neural network structure.

8.4.2 Large Signal Analysis

The first step of the circuit analysis is to secure a correct operation of the circuit. This is done
by biasing the circuit. The goal of the circuit is to o↵er very low power consumption. With a
current sweep the final decision was to supply the current mirror of a bias current of 10 nA. The
low current biases the circuit into the subthreshold region or weak inversion. The decision was
derived by sweeping across a current range. It was concluded that for a lower current the circuit
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was fully cuto↵ and thereby not feasible. Then any higher current showed a worse response
which was expected due to the load of the circuit as 1/gm.

Figure 8.9 presents points on the circuit used for the large signal or low frequency DC analysis.
The points are presented as A, B, same for all NMOS inputs, and C. As the input signals are
in the range of couple of milli Volts resulting from the environment of the circuit 10 mV is
chosen. Due to this low voltage behavior the gate voltage of the NMOS inputs has to be biased
in order to detect the signal.

Figure 8.9: NMOS Di↵erential Absolute Value Filter Architecture with DC Points of Interest

The minimum sizes of the transistors in the circuit can be seen in Table 8.4. From the results
of the gain in Table 8.1 are done for transistors with four times the sizes shown here below.
Thereby the biasing and DC point values do not change as the ratio of W/L is kept the same.

Table 8.4: Transistor Sizes in the Absolute Value Filter

Transistor M1 - M10 M11

W/L 0.25µm/0.25µm 7µm/0.8µm

Now, in order to calculate the DC points the following subthreshold drain current equation is
presented [123], see Equation 8.12:

ID = ID0 ·
W

L
· e

VGS
nVt (1� e

VDS
Vt ) ⇡ ID0 ·

W

L
· e

VGS
nVt (8.12)

where ID0 can be calculated by Equation 7.17. As the current through each of the di↵erential
paths is around 5 nA. The gate-source voltage, VGS , which is the voltage drop over the diode
connected resistors can be calculated using the derivation, see Equation 8.13:

VGS = n · Vt · ln(
ID

ID0 · W
L

) (8.13)

Starting with point A. With W/L = 0.25µm/0.25µm = 1, Vt =
kT
q ⇡ 26 mV and n ⇡ 1.5 and

alongside with the values presented in Section 8.4.1 and Equation 7.17, VGS is calculated as
0.32 V . Thereby, point A can be calculated as follows, see Equation 8.14:
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VA = Vout = Vcc � ID ⇤Rout = Vcc � VGS ⇡ 1.48V (8.14)

For a little more accuracy some headroom should be included. Headroom of roughly 100 - 150
mV results in a Vout in the range of 1.4 V . By including the headroom and threshold voltage
the input bias nodes, point B, were set out to be around 1.1 V .

From Section 8.4.1 and Equation 7.17, VGS is 0.25 V . For point C, can then be estimated as
follows, see Equation 8.15:

VC = VB � ID ⇤Rout = VB � VGS ⇡ 0.85V (8.15)

Thereby with some headroom, the range for VC is around 0.7 V . This was confirmed via simu-
lation.

When a low frequency analysis is applied to the circuit, capacitors and inductors inside the
circuit are ignored. By simulating the circuit in DC mode, it is possible to see how the circuit
depends on other parameters inside the circuit. In Figure 8.10 the DC transfer characteristics
can be seen. Vin in this case is VA which is swept from 0 to 1.8 V while VB is held constant at
1.1 V .

Figure 8.10: Absolute Value Filter DC Transfer Characteristics

From this picture the circuit performance can be estimated. From the range of around 0.8 to
1.4 V the circuit is working.

8.4.3 Small Signal Analysis and Transient Response

Due to the non-linearity of the circuit, the transfer function of the system is highly complex.
However, the circuit behavior can be understood from Table 8.5, forcing the response into the
digital domain, depending on which rail it is pulled towards.
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Table 8.5: Circuit Behavior represented in a Truth Table

VA VB Vout

Low Low Low
High High Low
Low High High
High Low High

From this table, the estimated output functions can be derived as follows. For the left arm, see
Equation 8.16:

V+ = VA · gm + VB · gm (8.16)

For the right arm, see Equation 8.17:

V� = VA · gm + VB · gm (8.17)

Finally, its transient response, simulated with square waves, can be seen in Figure 8.11. Again,
the input signal is in the order of 10 mV to act as the possible detected input signal.

Figure 8.11: Absolute Value Filter Transient Behavior

The circuit is highly attenuated unless when applying the gain boost technique as explained in
Section 8.3.1. However, as this structure might only be used for detecting whether an update
to a weight is required or no, how much gain is needed is not determined for the time being.

8.4.4 Noise and Power Dissipation

The noise in the subthreshold region consists largely of thermal noise and flicker noise [123].
Thermal noise is randomly excited by charge carriers and can be calculated in the subthreshold
region with Equation 8.18:

i2n = 2kTngmB (8.18)

where k is the Boltzmann constant, T is the absolute temperature, n is the subthreshold slope, B
is the bandwidth and gm is the transconductance. The transconductance is then determined by
the ratio of drain current and the gate-source voltage, id/vgs. In weak inversion, it is predicted
that the more the current density is reduced, the closer gm reaches its maximum [123], see
Equation 8.19:
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gm / Id
nVt

(8.19)

Thereby, an increase in current density will lower the thermal noise.

The origin of flicker noise is related to the carrier number fluctuation theory which can be read
about in [124]. Equation 8.20 shows the factors influencing the flicker noise power:

i2n =
K

fCoxWL
(8.20)

where K is the technology parameter, f is the frequency, Cox is the oxide capacitance, W is
the gate width and L is the gate length. Thereby the dependency on certain parameters can
be seen. With lower frequency the flicker noise becomes more influential. The parameters, K,
f and Cox, are parameters which are more di�cult to change. However, sizing W and L of a
transistor, clearly improves the flicker noise.

As AC analysis is only valid for LTI (Linear Time-Invariant) systems a way to estimate the
noise for this non-linear circuit is by selecting few points on the large signal transition curve or
the DC transfer characteristic graph, see Figure 8.10. From there an AC analysis is done with
a noise analysis in those points.

In Table 8.6 the noise is simulated from two di↵erent bias points, where VA is firstly 1.05 V and
secondly 1.0 V and VB is constant at 1.1 V for both. This results in four uncorrelated noise
sources, from each input to each output. The total input referred noise, vntot, for the circuit,
with four sources, is then calculated by, see Equation 8.21:

v2ntot = v21n + v22n + v23n + v24n (8.21)

Each noise source is referenced from the input to the output it is measured from. Thereby v21n
is the noise from VA to V+, v22n is VA to V�, v23n is VB to V+ and v24n is VB to V�. For the
simulation the noise was simulated from 100 Hz to 1 MHz and the total input referred noise is
presented for each point in Table 8.6.

Table 8.6: Noise Analysis at Di↵erent Bias Points

Bias Points v21n v22n v23n v24n vntot

VA = 1.0 V, VB = 1.1 V 984 µV 322 µV 625 µV 339 µV 1256 µV
VA = 1.05 V, VB = 1.1 V 614 µV 397 µV 495 µV 446 µV 988 µV

The original sizes of the filter, shown in Table 8.4, were sized up by four for this simulation.
But with increasing the sizes of the transistor, the flicker noise can be decreased. However, this
is not the case with the thermal noise. The sizing of the transistor does not a↵ect the thermal
noise as the ratio of W and L is kept constant in this case. By decreasing the length however,
the current density can be increased and the thermal noise decreased. Nevertheless, this might
influence the signal power. In Figure 8.12 the e↵ects from the transistor sizing on the noise are
shown. For the flicker noise both W and L are sized up by a constant C but for the thermal
noise only L is sized by a constant C.
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(a) Flicker Noise Dependency on Transistor Sizing

(b) Thermal Noise Dependency on Transistor Sizing

Figure 8.12: Subthreshold Noise Optimizations on Flicker and Thermal Noise

Figure 8.12 [a] shows how the flicker noise decreases when the transistors are sized up. This
was expected from Equation 8.20. Figure 8.12 [b] shows how the thermal noise increases as the
ratio of W/L becomes smaller. This was a behavior derived from Equations 8.18, 8.19 and 8.12.

Finally, the power can be easily estimated by using Equation 8.22:

P = Vsupply · I = 1.8V · 10nA = 18nW (8.22)
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The power estimation of the circuit is very low due to the low rail supply and tail current.
When simulated, the total power consumption is 87nW. The di↵erence can be traced back to
variations in and sizing of the transistors, to the noise and the accuracy of the simulator in
weak inversion.

8.4.5 Future Work

Overall improvements on the circuit involve optimizing the gain and realizing an absolute value
filter circuit without the attenuation. All this has to be carefully laid out with tradeo↵ in mind
while focusing on low power and small area.

Also, the noise specifications were not fully optimized and therefore remain high. Possible im-
provement methods were shown as how the transistor size a↵ects noise power. In Figure 8.12
the influence from input A to output V+ and V� on the flicker and the thermal noise with
transistor sizing was shown. Full optimization of the noise specifications remains for future
work. The proposed architecture in this thesis will not necessarily be the definitive architecture
for the neural network. The decision depends on if the noise levels are acceptable and comply
with the set requirements, alongside other modules within the project. Ultimately, this decision
is made by Caeleste further along in the design process, which is outside the scope of this thesis.
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