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An Integrated Framework to Evaluate
Information Systems Performance
in High-Risk Settings: Experiences
from the iTRACK Project

Ahmed A. Abdelgawad and Tina Comes

Abstract Evaluation and testing are significant steps in developing any information
system. More attention must be devoted to these steps if the system is to be used in
high-risk contexts, such as the response to conflict disasters. Several testing method-
ologies are designed to guarantee that software fulfills technology requirements;
others will assure usability and usefulness. However, there is currently no integrated
evaluation framework with agreed standards that bring together the three elements:
technology requirements, usability, and usefulness. This gap constitutes a barrier to
innovation and imposes risks to responders or affected populations if the technology
is introduced without proper testing. This chapter aims to close this gap.

Based on a review of evaluation methods and measurement metrics for informa-
tion systems, we designed an integrated evaluation framework including standard
metrics for code quality testing, usability methods, subjective usefulness ques-
tionnaires, and key performance indicators. We developed and implemented a
reporting and evaluation system that demonstrates our evaluation framework within
the context of the EU H2020 project iTRACK. iTRACK developed an integrated
system for the safety and security of humanitarian missions. We demonstrate how
our approach allows measuring the quality and usefulness of the iTRACK integrated
system.

Keywords Evaluation framework · Software quality testing · Requirements
engineering · Usability · Usefulness · High risk · Humanitarian disaster
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Introduction

In the Middle East and other high-risk areas, those who try to aid the most
vulnerable are increasingly risking their own lives and safety. The number of
humanitarian workers who fall victim to attacks continues to rise, according to
the Aid Worker Security Database (Humanitarian Outcomes, 2019). Meanwhile,
seeking to maintain access to populations in need, humanitarian organizations in
the field are confronted with mounting tensions. Consequently, there is a new role
for technology to support operations. Nevertheless, these innovations, particularly
information and communication technologies (ICT) used in conflicts, can cause
severe risks. These risks range from privacy violations to threatening the lives and
safety of those the systems are designed to protect in the first place.

Evaluation and testing are a significant step in the development life cycle of any
software system, and it is a vital phase in the quality assurance of ICT systems
(Jovanović, 2009). The goal of software evaluation frameworks is to assess the
quality and sophistication of the system from different points of view (Boloix &
Robillard, 1995). However, thus far, there is no integrated evaluation framework
combining testing functionality, quality, and usefulness of the software to assist
in humanitarian conflict disasters. Such a framework requires the standards and
problems of humanitarian innovation and experimentation to be met (Sandvik et al.,
2017), and the context of the problem to be considered. In conflicts, a significant
challenge is dealing with sensitive information and organizational barriers to
information sharing (Van de Walle & Comes, 2015) and evaluating risks as they
emerge (Van de Walle & Comes, 2014). The lack of an integrated framework and
commonly agreed standards constitutes a significant barrier to innovation. At the
same time, technology introduction without proper testing may impose risks to
responders and beneficiaries alike.

Based on a review of evaluation standards and metrics, this chapter compiles
and proposes an integrated evaluation framework for ICT systems in humanitarian
conflicts. The proposed framework aims at assisting in measuring the quality and
usefulness of a system on different levels, from the performance of individual
components to the overall system. The Institute of Electrical and Electronics
Engineers IEEE defines software system quality as the degree to which a system,
component, or process meets specified requirements and the degree to which a
system, component, or process meets customer or user needs or expectations
(IEEE Computer Society, 1991). Meanwhile, the International Software Testing
Qualifications Board ISTQB defines quality in general as the degree to which
a component, system or process meets specified requirements and user/customer
needs and expectations (ISTQB, 2018). It defines software quality as the totality of
functionality and features of a software product that bear on its ability to satisfy
stated or implied needs (ISTQB, 2018). In sum, the quality of the software is
concerned with meeting the specified requirements and user satisfaction. The former
is achieved by testing the software system’s components individually or together, or
the whole system against the requirements in terms of specifications, use cases,
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3. Usefulness

The Suggested Integrated 
System Evalua�on Framework

2. Usability1. Quality

Fig. 1 The proposed integrated system framework

Fig. 2 Conceptual operational representation of the iTRACK system. (Adapted from iTRACK
(2022a))

design documents, etc. In contrast, the latter is accomplished by testing the system
usability and user satisfaction (Nielsen, 1993).

System usefulness means that a product, website or application should solve
a problem, fill a need or offer something people find useful (Sauro, 2018a).
Based on Fred Davis’ usefulness construct, system usefulness is about helping
users accomplish job tasks quicker, improving job performance, productivity, and
effectiveness, and making the job easier to do in general. Figure 1 shows the pillars
of our proposed integrated system evaluation framework.

The evaluation methods reviewed in this chapter and the methods included in our
integrated framework are applied in the context of the EU H2020 project iTRACK
(https://www.itrack-project.eu). The iTRACK project aims to develop a single
open-source integrated system for real-time tracking of both people and assets, in
addition to threat detection to support decision-making during civilian humanitarian
missions run by humanitarian organizations operating civilian missions (iTRACK,
2018). Figure 2 illustrates the conceptual operational representation of the iTRACK

https://www.itrack-project.eu
https://www.itrack-project.eu
https://www.itrack-project.eu
https://www.itrack-project.eu
https://www.itrack-project.eu
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Fig. 3 iTRACK navigation
app. (Adapted from iTRACK
(2022b))

system, while Fig. 3 shows a snapshot of the iTRACK navigation app (displaying
threat locations) running on mobile phones as an example of the iTRACK system
components.

This chapter is organized as follows: the next section provides an overview of
our methodology. The “Results” section describes the evaluation methods reviewed
and the methods included in our framework in the context of the iTRACK project.
Under the same section, we present our implementation of the evaluation framework
in a computer system in terms of the iTRACK reporting and evaluation system. We
conclude with a summary and discussion.

Methodology

To achieve the goal of this chapter, we surveyed relevant sources for “software
testing methods” and “technology usefulness instruments” to collect quality and
usefulness assessment methods and metrics. Websites of organizations connected
to humanitarian conflicts were the target of our initial investigation, such as Aid
in Danger, the European Interagency Security Forum EISF, and the United Nations
Development Program UNDP. We followed an exploratory approach and used a
variety of keywords like: “software testing,” “software evaluation,” “information
system testing,” “information system evaluation,” “software quality,” and “infor-
mation system quality,” sometimes even just using “software” and searched for
relevant material in results. This search, however, did not yield sufficient results.
To mitigate the situation, we have used the exact search keywords mentioned above
and broadened our search circle to include sources like the following:

• International Organization for Standardization ISO (https://www.iso.org/
publication-list.html)

• International Electrotechnical Commission IEC (http://www.iec.ch)

https://www.iso.org/publication-list.html
https://www.iso.org/publication-list.html
https://www.iso.org/publication-list.html
https://www.iso.org/publication-list.html
https://www.iso.org/publication-list.html
https://www.iso.org/publication-list.html
https://www.iso.org/publication-list.html
http://www.iec.ch
http://www.iec.ch
http://www.iec.ch
http://www.iec.ch
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• IEEE (https://www.ieee.org)
• ISTQB (https://www.istqb.org)
• Scientific publications (via Google Scholar and others)
• Other sources which are available on the Internet in general

The results of this search were organized under the three pillars of our intended
framework: quality, usability, and usefulness. The resulting framework was used to
develop the iTRACK reporting and evaluation system.

Results

Framework Description

The quality of software, as indicated previously, is about meeting the specified
requirements and user satisfaction. The former is achieved by testing the software
system components individually or together and the whole system against the
requirements in terms of specifications, use cases, design documents, etc. The latter
is achieved via testing the system usability and user satisfaction directly with users
and subjectively via questionnaires administered to them. System usefulness can be
measured in terms of performance indicators of an individual user, a team, or an
organization because of using the system. It can also be subjectively measured by
explicitly asking the users to provide their opinions on the system’s usefulness.

Our literature review results are compiled under the first two main subsections:
“Software Testing and Quality” and “Software Usability.” Each of these subsections
was concluded by our selected methods and metrics for the iTRACK system. The
third main subsection focuses on the usefulness of the iTRACK system.

Software Testing and Quality

Software Testing Methods

All software testing methods are classified under either Black-Box, White-Box,
or in-between, i.e., Gray-Box (Jovanović, 2009). The software testing method is
decided based on the testers’ access to the internal structure of the software system
under test (its source code):

• Black-box testing (a.k.a. specifications-based or behavioral testing) is a software
testing method in which there is no need to access the source code of the tested
item (Black Box Testing, 2018).

• White-box testing (a.k.a. clear-box, glass-box, transparent-box, open-box, code-
based testing, or structural testing) is a software testing method to test a software

https://www.ieee.org
https://www.ieee.org
https://www.ieee.org
https://www.ieee.org
https://www.istqb.org
https://www.istqb.org
https://www.istqb.org
https://www.istqb.org
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item with knowledge of its internal structure, design, and implementation (source
code) (White Box Testing, 2018a, b).

• Gray-box testing combines the black-box and white-box software testing meth-
ods (Gray Box Testing, 2018).

Software Testing Levels

In addition to the testing method, software testing is also conducted on four levels:

• Unit testing level (a.k.a. component, module, program, or structural testing)1

(Types of Software, 2018) is a typical white-box method testing level. Unit
testing is micro testing which is done by developers to ensure that each and every
individual unit of source code performing well enough to match their expectation
(Types of Software, 2018; Müller & Friedenberg, 2011). This testing level is all
about answering the question of “did we build it right?”.

• Integration testing level aims at examining how units/components/parts of
the system work together. The different units/components are tested working
together to ensure that interfaces and interactions among them or other parts
of the system (e.g., operating system, file system, hardware) are performing
well and in compliance with the requirements/specifications (Types of Software,
2018; Müller & Friedenberg, 2011).

• System testing level is a system test concerned with the complete functionality
and behavior of the whole system (Müller & Friedenberg, 2011). The envi-
ronment where this testing level is conducted should resemble the production
environment to reduce the environment-specific failures (Müller & Friedenberg,
2011). System testing level may include tests based on risks and on requirements
specifications, business processes, use cases, or other high-level text descriptions
or models of system behaviour, interactions with the operating system, and system
resources (Müller & Friedenberg, 2011). This testing level inspects functional
and nonfunctional requirements and could be conducted by an independent tester
(Müller & Friedenberg, 2011).

Figure 4 shows the relationship between the testing methods and the testing
levels.

The iTRACK Software Testing and Quality Assurance

Unit testing has been performed using the tools in the iTRACK development
environment. The requirements for the tests were developed in a series of interviews,
field research, and simulation tests (Noori et al., 2017). Complete documentation is
available on the project website https://www.itrack-project.eu. Successive versions

1 A structural or an architectural testing aims at knowing what is happening inside the system.

https://www.itrack-project.eu
https://www.itrack-project.eu
https://www.itrack-project.eu
https://www.itrack-project.eu
https://www.itrack-project.eu
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Fig. 4 Testing levels and
methods

Black Box

Unit Test ingWhite Box

Gray Box Integrat ion Test ing

System Test ing

of the iTRACK corresponding deliverables have reported the resulted testing
metrics. One of the metrics reported is the code coverage which is an analysis
method that determines which parts of the software have been executed (covered)
by the test suite and which parts have not been executed, e.g., statement coverage,
decision coverage or condition coverage (McKay et al., 2016).

In the iTRACK development environment, integration testing for mainly the
server-side components was carried out as well. In a simulation exercise in
April 2018, another integration testing, including the client-side components, was
performed in addition to system-level testing to evaluate end-to-end workflows.
Before the final deployment, another system-level testing was conducted. After
deployment, other metrics like the numbers and rates of bugs and issues reported,
fixes, enhancements, improvements and new features released, and issues reopened
(for others, please check (Data, 2018; Issues, 2018)) can indicate the quality of the
iTRACK system.

Software Usability

Usability testing level (a.k.a. acceptance testing) is the final testing phase prior
to sending the software to the production environment in the market. This level
aims at answering the question of “did we build the right thing?”. The testing is
conducted firstly in the developers’ workplace by the internal developers, testers,
or users employed for that reason, which is called, in general, alpha testing. Then
the testing is conducted at the users’ place by the actual users to provide feedback
before releasing the system to the market, which is called beta testing (Types of
Software, 2018; Müller & Friedenberg, 2011). The goal in acceptance testing is to
establish confidence in the system, parts of the system or specific non-functional
characteristics of the system. Finding defects is not the main focus in acceptance
testing (Müller & Friedenberg, 2011).

Acceptance in terms of usability is defined as “a quality attribute that assesses
how easy user interfaces are to use. The word ‘usability’ also refers to methods for
improving ease-of-use during the design process” (Nielsen, 2018a). Usability can be
measured both objectively by asking users to complete specific tasks and observe
them, and subjectively by asking users to fill out questionnaires about the usability
of the software system.



154 A. A. Abdelgawad and T. Comes

Usability Testing Sessions

Usability testing aims at observing users using the tested software under test. A set
of users, preferably similar in characteristics to the end users, should be employed
and asked to fulfill goal-based tasks using the software; during these testing sessions,
usability problems would be observed (Corona, 2019). Observations are made in
terms of how users interact with the software. Then the developers will know the
required features and understand issues facing the users while working with the
software. Accordingly, developers can make improvements.

Usability Evaluation (Testing Metrics)

As mentioned above, the users will be given a set of tasks to complete during the
testing session. The following metrics could be calculated:

Learnability

Is a metric for how easy it is for the user to learn using the system (Nielsen,
2018a; EN_Tech_Direct, 2018). Learnability can be measured by measuring if a
user becomes faster in performing a task:

Learnability = T2 − T1

T1

where T1 and T2 are the durations taken by the user to accomplish the same task for
the first and the second times, respectively.

Efficiency

Measures how fast a user can accomplish tasks after learning the system (Nielsen,
2018a; EN_Tech_Direct, 2018). Efficiency could be measured by finding the total
time saved between the first and the last times doing a specific task using the system.

Effectiveness

Measures how well the users achieve their goals by using the system
(EN_Tech_Direct, 2018). Effectiveness could be measured by classifying the
accomplishment level of the tasks by different users (in terms of S for success,
F for failure or P for partial Success).
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For example:

User 1
User 2
…
User M

Task 1
F

F

F

F

S

S S

S

S

PS

Task 2 Task 3 … Task N

F

PS

Completion Rates

“Often called the fundamental usability metric or the gateway metric, completion
rates are a simple measure of usability. It’s typically recorded as a binary metric (in
terms of 1 for task success and 0 for task failure). If users cannot accomplish their
goals, not much else matters” (Sauro, 2018b).

For example:

User 1
User 2
…
User M

Task 1
1

1

0

0

0

0 1

1

1

1

Task 2 Task 3 … Task N

1

1

Usability Problems

This measure is about user interface problems that the users encounter during the
test. The observer should “describe the problem and note both howmany andwhich
users encountered it. Knowing the probability, a user will encounter a problem at
each phase of development can become a key metric for measuring usability activity
impact and [return on investment] ROI. Knowing which user encountered it allows
to better predict sample sizes, problem discovery rates and what problems are found
by only a single user” (Sauro, 2018b).

Observer notes should be based on the frequency of the usability problem: “Is
it common or rare?”, the impact of the problem: “Will it be easy or difficult for the
users to overcome?”, and the persistence of the problem: Is it a one-time problem
that users can overcome once they know about it or will users repeatedly be bothered
by the problem? (Nielsen, 2018b).
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Errors

“Record any unintended action, slip, mistake or omission a user makes while
attempting a task. Record each instance of an error along with a description. For
example, ‘user entered last name in the first name field’” (Sauro, 2018b). Afterward,
the observer can add severity ratings to the errors. Otherwise, categorize these errors.
“Errors provide excellent diagnostic information and, if possible, should be mapped
to [user interface] problems. Errors are somewhat time-consuming to collect, as
they usually require a moderator or someone to review recordings” (Sauro, 2018b).
Errors are detected via the observer’s notes, for example, “user entered last name in
the first name field” (Sauro, 2018b).

Task Time

“Total task duration is the de facto measure of efficiency and productivity. Record
how long it takes a user to complete a task in seconds and or minutes. Start task
times when users finish reading task scenarios and end the time when users
have finished all actions (including reviewing)” (Sauro, 2018b).

User 1
User 2
…
User M

Task 1
00:05:30

00:06:45

00:04:25 00:01:20

00:02:15

00:14:30

00:04:25 00:13:20

00:12:15

00:05:30 00:01:30

00:06:45

Task 2 Task 3 … Task N

Page Views/Clicks

“For websites and web-applications, these fundamental tracking metrics might be
the only thing you have access to without conducting your own studies. Clicks have
been shown to correlate highly with time-on-task which is probably a better measure
of efficiency. The first click can be highly indicative of a task success or failure”
(Sauro, 2018b). Page Views/Clicks could be detected by counting the clicks and
page views by the system itself.

Expectation

“Users have an expectation about how difficult a task should be based on subtle
cues in the task-scenario. Asking users how difficult they expect a task to be and
comparing it to actual task difficulty ratings (from the same or different users) can
be useful in diagnosing problem areas” (Sauro, 2018b).
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Task Level Satisfaction

“After users attempt a task, have them answer a few or just a single question about
how difficult the task was. Task level satisfaction metrics will immediately flag
a difficult task, especially when compared to a database of other tasks” (Sauro,
2018b). For example, was “Task M” easy to do?

Single Usability Metric (SUM)

“There are times when it is easier to describe the usability of a system or task by
combining metrics into a single score, for example, when comparing competing
products or reporting on corporate dashboards. SUM is a standardised average of
measures of effectiveness, efficiency of satisfaction and is typically composed of 3
metrics: completion rates, task-level satisfaction and task time” (Sauro, 2018b).

Usability and User Experience Subjective Evaluation

Over the last 30 years, several usability and user-experience subjective question-
naires have been used to assess the usability aspects as well as reliability and validity
of software systems. EduTech Wiki collected many of these questionnaires. They
can be used for all systems, including websites and mobile apps (Usability and User
Experience, 2018).

According to Perlman: “Questionnaires have long been used to evaluate user
interfaces . . . Questionnaires have also long been used in electronic form . . .

For a handful of questionnaires specifically designed to assess aspects of usability,
the validity and/or reliability have been established . . . ” (Perlman, 2018). In the
following table, we enlist some of the subjective questionnaires resulted from our
review.
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Questionnaire
title

Questionnaire
type Number of items

Sub-
scales/construct Reference

Perceived
Usefulness and
Ease of Use

7-points scale 12 Perceived
usefulness, and
perceived ease of
use

Davis (1989)

Software
Usability Scale
(SUS)

5-points scale 10 Usability and
learnability

Borsci et al.
(2009), Brooke
(1996), Sauro
(2015) and
System Usability
Scale (2017)

Standardized
User
Experience
Percentile
Rank
Questionnaire
(SUPR-Q)

11-points scale 8 Usability, trust,
appearance, and
loyalty

Sauro (2015)

User
Experience
Questionnaire
(UEQ)

7-points scale 26 Attractiveness,
perspicuity,
efficiency,
dependability,
stimulation, and
novelty

Laugwitz et al.
(2006, 2008)

The iTRACK Usability and User Experience Testing

The iTRACK system consists of several packages with different roles in supporting
humanitarian aid workers. Based on these roles, a list of usability tasks was
prepared. This list compiles the possible iTRACK system features to be tested
per the iTRACK system component. Each feature to be tested is provided with a
description of its test. The idea, in general, is to find if the participants will be able to
fulfill the required tasks with success, partial success, or failure. One of the iTRACK
system features is the “threat creation,” which, as the name implies, enables users
to create a threat report so that other iTRACK system users can be careful. One
example of a test activity description for this feature is “create threats on the map,
indicate, e.g., threat types, estimated impact, etc.”

The metrics mentioned previously in the review will be used whenever suitable
to find our usability issues. For our selected usability task example, before doing
this task, the participants should answer the following question:
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After finishing the task, the participants should log the time they took to complete
it and report if the result was success, partial success, or failure. Then answer a
question like the one they have answered before the task:

These Before and After Task questions will enable calculating most of the usabil-
ity metrics mentioned in the “Usability Evaluation (Testing Metrics)” subsection of
this chapter.

As indicated in the review, many questionnaires could measure different con-
structs subjectively. Usually, users’ time is limited and filled with several activities.
To use this limited time efficiently, our team has selected only Davis’s Perceived
Usefulness and Ease of Use questionnaire and UEQ questionnaires to be adminis-
tered as subjective usability measures. Davis’s Perceived Usefulness and Ease of
Use questionnaire is short and assesses the usefulness and ease of use, while UEQ
provides more insights into the user’s experience. These questionnaires are to be
administered to users for each of the iTRACK system components individually
to understand the text of the questionnaires within the context of each of these
components.
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iTRACK Perceived Usefulness and Ease of Use
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iTRACK UEQ

The iTRACK System Usefulness

System usefulness is about how the system is helping users in accomplishing their
job tasks quicker; improving their job performance, productivity, and effectiveness;
and, in general, making doing their job easier, in other words, the enhancement in
performance of the users doing their jobs as a result of using the system (Davis,
1993). In predicting the actual system use, Davis found that system usefulness is
1.5 times more important than ease of use or usability (Sauro, 2018a; Davis, 1993).

The iTRACK system aims to improve the security and efficiency of civilian
humanitarian missions. Using the iTRACK system is expected to enhance the
performance of its users. In the following subsections, we will describe the metrics
that we think would be useful in assessing the performance of the iTRACK system
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Fig. 5 Indicator measurement levels granularity (arrows go toward higher levels of aggregations)

components, the usage of these components, in addition to the performance of the
individuals, teams, and overall organization because of using the iTRACK system.

A humanitarian mission could be divided into three phases: (1) planning, (2)
executing, and (3) response and recovery. Each of these phases has different tasks
according to the mission on the one hand and the threat/attack this mission is facing
on the other hand. These tasks are performed by individuals who could be part of
one team or gathered from different teams. Accordingly, an indicator could be on the
highest resolution scale, i.e., measuring the performance of an individual working
on one task. It could be scaled up to the case in which this individual is working
through an entire phase or a whole mission. The same principle applies when the
indicator is scaled up from an individual to a team or an organization. Figure 5
shows indicator measurement levels granularity that we have used while composing
the performance indicators in the following subsections.

Usage Indicator of the iTRACK System

Individual Usage per System Component

Usage indicator uii: how many times an individual uses (open to look for or check
anything) one of the iTRACK system components per time unit, therefore uii is
measured in [times/hour].

Team Average Usage per System Component

Usage indicator uit: the average number of times of all individuals who belong to a
team t use one of the iTRACK system components per time unit:

uit =
∑

i∈t uii
|t |

uit is measured in [times/hour], where |t| is the number of all individuals who belong
to the team t.
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Organization Average Usage per System Component

Usage indicator uio: the average number of times of all individuals who belong to
an organization o use one of the iTRACK system components per time unit:

uio =
∑

i∈o uii
|o|

uio is measured in [times/hour], where |o| is the number of all individuals who
belong to the organization o.

Coordination Indicator Using the iTRACK System

Reaction Time to Messages

The iTRACK system provides users with the ability to exchange text messages. The
value of this indicator is based on how long it takes a user to react because of a
message she/he has received on average. Indicators like replying to the message or
performing an action because of the message content could be insightful. However,
aside from being hard to measure, there are cases where a message does not need a
reply or an action to be performed. For simplicity, reaction to a message could be
considered as opening or reading this message (marking it as read). For example,
during the first task of the planning phase PT1, the time passed between receiving a
certain message x by an individual until reading it is .rmtPT1x . Accordingly:

• For an individual, the total reaction time to all messages during this task is

.rmtPT1total = ∑
x∈PT1 rmtPT1x , and the average is .rmtPT1average =

∑
x∈PT1 rmt

PT1
x

|{x:x∈PT1}| .
• For an individual, the total reaction time to all messages during all tasks of the

whole planning phase is .rmtPtotal = ∑
x∈P rmtPx , and the average is .rmtPaverage =

∑
x∈P rmtPx|{x:x∈P }| . Similarly, .rmtEtotal and .rmtEaverage and .rmtRtotal and .rmtRaverage can be

calculated.
• For an individual, the total reaction time to all messages during the whole mission

is .rmtmission
total = ∑

x∈M rmtMx or .rmtPtotal + rmtEtotal + rmtRtotal, and the average is

.rmtmission
average =

∑
x∈M rmtMx|{x:x∈M}| .

If the indicator is to be calculated for a team or an organization, the value can be
calculated as the average of averages of all individuals who belong to that team or
that organization.

Time-Saving Using the iTRACK System

This indicator requires two different entities (two individuals, two teams, or two
organizations) to execute the same task. One of these entities uses the iTRACK
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system, while the other does not. Otherwise, a comparison can be conducted
between the performance of the same entity in the current time and the last time
this entity performed the same task, phase, or mission to measure the learnability.
A comparison can also be conducted between the performance of the entity in the
current time and the first time this entity performed the same task, phase, or mission
to measure the efficiency (this answers questions like: how are we doing compared
to the first time we have used the iTRACK system? and what is our overall trend
using the iTRACK system?).

Individual Time-Saving Indicator

Let .tsPT1i denotes the individual’s time saved per task PT1. Therefore, .tsPT1i is the
difference between the time elapsed by an individual (using the iTRACK) and the
time elapsed by another individual (not using the iTRACK) – otherwise, the past
reading of the time elapsed by the same first individual – executing the same task
PT1. Accordingly, the individual’s time saved for all tasks during the whole planning
phase is .tsPi = ∑

x∈P tsxi ; similarly, we can calculate the individual’s time saved
during the execution phase .tsEi , and the individual’s time saved during the response
and recovery phase .tsRi . Furthermore, the individual’s time saved during the whole
mission is .tsMi = tsPi + tsEi + tsRi .

Team Average Time-Saving Indicator

For the task PT1, the average time saved across individuals who belong to a team

t performing this task is .

∑
i∈t ts

PT1
i|t | . The same equation can be applied for a phase

(e.g., P) and a whole mission, i.e., .
∑

i∈t tsPi|t | and .

∑
i∈t tsMi|t | , respectively.

Organization Overall Average Time-Saving Indicator

For an organization o, the average time saved across all individuals who belong to
this organization during the task PT1, the phase P, for example, or the whole mission

can be calculated by .

∑
i∈o ts

PT1
i|o| , .

∑
i∈o tsPi|o| , and .

∑
i∈o tsMi|o| , respectively.

In general, the time saving related to specific tasks like loading trucks and
completing deliveries. can be separately considered independent indicators.

Cost Saving Using the iTRACK System

The cost could be calculated as the actual cost of executing the task(s), phase(s),
or mission(s) per an individual, team, or organization, which is challenging to be
done quickly. Otherwise, it can be taken as the average cost per the time unit for
an individual during executing task(s), phase(s), or mission(s) multiplied by her/his
time elapsed executing this/these task(s), phase(s), or mission(s), respectively. The
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same approach can be applied to a team or an organization by summing the cost of
the individuals who belong to this team or organization, respectively.

Like the time-saving indicator, this requires two entities (individual/team/organiz-
ation) to execute the same task for comparison. One entity uses the iTRACK system,
while the other does not. Otherwise, the comparisons can be conducted between the
performance of the entity in the current time and the last time the entity performed
the same task, phase, or mission to measure the learnability. The comparisons can
also be conducted between the performance of the entity in the current time and
the first time this entity performed the same task, phase, or mission to measure
the efficiency. Like the time-saving indicators, cost saving for specific tasks like
loading trucks and completing deliveries can be separately considered independent
indicators on their own.

The iTRACK Usefulness Subjective Evaluation

Several questionnaires can subjectively assess the system’s usefulness from the
users’ viewpoint. For example, from the reviewed questionnaires that cover use-
fulness in the “Usability and User Experience Subjective Evaluation” subsection of
this chapter:

• Davis’ Perceived Usefulness and Ease of Use
• CSUQ/PSSUQ
• USE

To subjectively measure the usefulness of the iTRACK system or one of its
components, as mentioned earlier, Davis’ Perceived Usefulness and Ease of Use
questionnaire could be used, as it has been very well accepted and used for a
long time (as it is part of the Technology Acceptance Model TAM) (Müller &
Friedenberg, 2011). Considering the limited time of the users testing the iTRACK
system, another reason to select Davis’ is that it is shorter than the others.

System Implementation

System Overview

The iTRACK reporting and evaluation system are a web system implementation
of the proposed integrated system framework that monitors different indicators
concerning the iTRACK system and its users during different missions and presents
these indicators. The web system was designed to serve the iTRACK system users
by giving them indicators about the system performance and their performance.
Figure 6 shows the context diagram or level zero workflow diagram (a.k.a. data
flow diagram) of the iTRACK reporting and evaluation system. The main external
entities in addition to the “User” are the “Database” on “MySQL Server” and the
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Fig. 6 Context-level
workflow diagram of the
iTRACK reporting and
evaluation system

Database/
MySQL Server

Browse Repor�ng 
and Evalua�on 

System Web

User

Sta�c Web 
Content/

Web Server

“Static Web Content” on the system’s “Web Server.” The database has several tables
related to the users and system management and the main tables, which the system
uses to store indicator-related data. Communication between the primary process of
browsing the “Web Server” entity and other entities is two ways in all cases except
with the “Static Web Content” entity, taking into consideration that the “User” entity
can edit data in the “Database” entity when conducting system management.

The iTRACK reporting and evaluation system source code is available at
https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System, under
GNU General Public License v3.0. The iTRACK reporting and evaluation
system is web-based2 and was built using common standard web technologies
such as HyperText Markup Language (HTML), Cascading Style Sheets (CSS),
and JavaScript (W3Techs, 2016) on the client-side. The iTRACK reporting and
evaluation system uses Python/Django web-service framework on the server-side.
Python programming language is popular among data scientists. According to the
KDNuggets software poll in 2016, Python came in the second position after R with
a share of 45.8%, with +51% growth over 2015 (R, Python Duel, 2017). Such
popularity is reflected in the availability of several Python packages commonly
used in developing scientific/data science applications like ours.

System’s Graphical User Interface

The iTRACK reporting and evaluation system is a web-based system that provides
different views corresponding to different functionalities. The system provides a
User view for the users and an Admin view for the administrators to maintain
the system’s database. Figure 7 shows the components of the iTRACK reporting
and evaluation system. The primary view is the User view which shows the
iTRACK development indicators, the users’ survey inputs and results, and the users’
performance indicators, including standard operating procedures (SOP)/policies

2 With proper installation, the system can be used offline on a PC or within a local area network.

https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System
https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System
https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System
https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System
https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System
https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System
https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System
https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System
https://github.com/ahgawad/iTRACK-Reporting-and-Evaluation-System
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Fig. 7 Components of the iTRACK reporting and evaluation system implementation

compliance surveys inputs and results.3 On the other side, the Admin view presents
a tool for the system’s administrators to add new development indicators, add new
iTRACK future system components, add users’ surveys, and add new SOPs/policies
performance indicators in addition to users’ accounts management. In addition to
describing the system’s graphical user interface, this section works as a user manual
and guide on how to use the system.

User View

The iTRACK reporting and evaluation system has a main/instructions page. The
primary/instructions page is shown in Fig. 8. Menus on the navigation bar at the
top of this page and all other pages also work as an entry point to all system
functionalities. In addition to the Home menu, which refers to this specific first
page, the menus are:

• Development Indicators menu item refers and guides the user to the development
indicators page.

• User Surveys menu item which takes the user to either:

– Users Surveys Show page
– Users Surveys Entry page

• Performance Indicators menu item which guides the user to one of four options
which are as follows:

– Performance Indicators Load sub-menu item which allows users with the
correct permissions to load the performance logs generated by the iTRACK
system to the iTRACK reporting and evaluation system

3 Based on the best practices of the UN and other humanitarian organizations, the iTRACK project
introduced a set of standard operating procedures (SOPs) and policies to support humanitarian
missions.
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Fig. 8 The main and instructions page

Fig. 9 Login page

– Performance Show sub-menu item which guides the user to show the results
of the performance indicators logged by the iTRACK system components

– SOP Entry sub-menu item which enables a user with proper permissions to
fill the SOPs/policies compliance survey for a particular mission

– SOP Show sub-menu item which allows a user to see the SOPs/policies
compliance report

In general, the user view is possible to be accessed by users with proper permissions.
These permissions can be set in the admin view by a system administrator (Fig. 9
shows the login page to the admin view).
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Fig. 10 The page of the development indicators (select indicator and component)

Fig. 11 The page of the development indicator (indicator values)

Development Indicators Page

Any logged-in user can view the development indicators on the Development
Indicators page. The system is not limited to any of the development indicators,
tested software components , or software versions presented on this page shown in
Fig. 10 (Fig. 11 shows the indicator values). With future extensibility in mind, new
development indicators, tested software components, and software versions can be
added via the admin view.

Users’ Surveys Entry Page

The users’ survey page enables the logged-in user to fill one of the user surveys
available in the iTRACK reporting and evaluation system for any tested software
components. The user can select the survey, component name, and version, as shown
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Fig. 12 The page of the user surveys input (select survey)

Fig. 13 The page of the user surveys input (survey to fill)

in Fig. 12. Pressing the Search button retrieves the selected survey from the system
and shows it on the same page as shown in Fig. 13. The system will not allow
the user to answer the same survey for the same combination of a tested software
component and version more than one time.

Users’ Surveys Results Page

The user-surveys results page displayed in Fig. 14 allows the user to see the
collective results of a specific user survey for a particular combination of a tested
software component and version for the team(s) she/he is a member of. If the user
is an administrator, she/he will be able to see a collective result for the whole
organization. The user might be interested in seeing more recent results or even
older ones; the system allows the user to select a starting and ending date, which
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Fig. 14 The page of the user surveys results (select survey)

Fig. 15 The page of the user surveys results

will be used to retrieve survey answers answered in between. The system retrieves
the results from the database and shows them in the form of a diverging stacked bar
chart (as shown in Fig. 15).

Performance Indicators Load Page

Software components log several indicators according to their design. The iTRACK
reporting and evaluation system allows an administrator to upload any tested
software component’s log file (if prepared in the correct format, see the GitHub
repository referred to earlier in the “System Overview” subsection for more
information). Figure 16 shows the Performance Indicator Upload page, in which the
administrator can provide the path of the log file. As soon as the log file is selected,
the system parses and views it, as demonstrated in Fig. 17. If the selected file has
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Fig. 16 The page of the performance indicators upload

Fig. 17 The page of the performance indicators upload

any lines with formatting errors, they will not be parsed. The administrator can then
upload the logs to the server of the iTRACK reporting and evaluation system. The
system saves only new records and ignores any repetitions.

Performance Indicators Show Page

As described earlier, the tasks are performed by individuals. These individuals could
be part of one team or grouped into different teams. Therefore, if an indicator is
on the highest resolution (i.e., measuring the indicator’s value for one individual
working only on one task), it could be scaled up to this individual working through
an entire phase or even the whole mission. The same principle applies when scaling
up from an individual to a team or the whole organization. In the system, to view
performance indicator results, the iTRACK reporting and evaluation system allows
a user with administrative privileges, as shown in Fig. 18, to select:

• The user(s) to whom the performance indicator values belong, otherwise select
an entire team
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Fig. 18 The page of the performance indicators (select indicator)

• The indicator itself
• The mission(s) in which the performance indicator values have been captured
• The task(s) in which the performance indicator values have been captured,

otherwise a whole phase

As shown in Fig. 19, the system shows detailed results concerning the iTRACK
performance indicator for the selected parameters. To facilitate human readability,
the results include textual comments about the indicator values, including some
essential descriptive statistics like the general trend of the indicator, maximum value
and its date, minimum value, and its date. In addition, the system presents a chart
plotting the values of the indicator, including the linear trend.

SOPs/Policies Entry Page

The iTRACK technology is supposed to help humanitarians act according to the
SOPs and policies. A logged-in user can fill the SOPs/policies compliance survey
for a mission she/he is the leader of (otherwise, if she/he is an administrator), as
shown in Fig. 20.

The user will be able to fill out a survey for the selected mission to assess the
compliance of the staff of this mission with the SOPs and policies. Figure 21 shows
a snapshot from the SOPs/Policies Entry page with SOPs and policies checkboxes
list. The figure also shows an example of an error message that will appear if the
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Fig. 19 The page of the performance indicators (human-readable textual results)

Fig. 20 The page of the SOPs/policies input (select mission)

user tries to check an SOP dependent on other SOPs that have not been checked yet
or uncheck an SOP dependent on other SOPs that are still checked.

SOPs/Policies Show Results Page

A logged-in user with the correct permissions to view the SOPs/policies survey
results for particular mission(s) can use the SOPs/Policies Show Results page
shown in Fig. 22. The page allows the user to select a mission or more to view
the results. The system accordingly shows the detailed results concerning the
compliance with SOPs/policies of the selected mission(s), as shown in Fig. 23. The
results are grouped under SOPs/policies tags. To also facilitate human readability,
these results contain textual comments showing the SOPs/policies the team has not
complied with. In addition, the system presents a chart showing the values of the
SOPs/policies compliance indicator.



An Integrated Framework to Evaluate Information Systems Performance. . . 175

Fig. 21 The page of the SOPs/policies compliance entry (fill the survey with error messages)

Fig. 22 The page of the SOPs/policies results (select mission(s))

Fig. 23 The page of the SOPs/policies results (human-readable textual results)
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Fig. 24 The admin view for logged-in users

Administration View

The administration view could be viewed as a database management system for the
underlying database of the iTRACK reporting and evaluation system. In this view,
a user with proper administrator credentials can add, edit, and remove records from
the different tables related to all indicators and results shown in all views of theUser
view mentioned earlier. This will keep the database updated with new and correct
records. Figure 24 shows the page that will appear by calling the Admin view after
passing the username and password authentication page.

As an example of the related admin pages, the previously mentioned set of
performance indicators was added to the iTRACK reporting and evaluation system.
Nonetheless, an administrator can add a new/edit/delete one or more performance
indicators. As shown in Fig. 25, a performance indicator can be defined by:

• Adding an indicator name
• Adding the indicator’s unit of measurement
• Deciding if the indicator is an average or an absolute value
• Deciding if the indicator uses a normal or inverted scale
• Deciding if the indicator is related to user performance or related to the

performance of a technical component (e.g., the “Threat Detection”)
• Adding the indicator’s whereabouts (which is the name used for this indicator in

the log file generated by the software components)
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Fig. 25 The page to add a new performance indicator in the admin view

Summary and Discussion

Evaluation and testing are significant steps in developing software, but they are
critical if innovation is used in highly sensitive contexts such as humanitarian
conflicts. It is a vital phase in quality assurance of the system in terms of assess-
ing the system quality and sophistication from diverse viewpoints. Nonetheless,
an integrated evaluation framework that combines technology, functionality, and
usefulness tests does not exist. This chapter presents metrics that were developed to
help measure the quality and usefulness of a system and apply them to the case of
the iTRACK system, a tracking and monitoring system for humanitarian conflicts.

This chapter reviewed the adequate evaluation methods and metrics to compile
this integrated evaluation framework to assist in measuring the quality and useful-
ness of the iTRACK system. We have indicated that the software system quality is
assessed in terms of software testing. We have introduced different software testing
methods and levels used in software testing in general.

The usability of the iTRACK system is assessed separately, either via the
system usability testing directly with users or via questionnaires administered to
them. Moreover, for users to find any system useful, this system should solve a
problem they face, fill a need, or offer them something. System usefulness is about
helping accomplish job tasks quicker; improving job performance, productivity, and
effectiveness; and making it easier to do the job. To measure the usefulness of the
iTRACK system, we have proposed several performance indicators, in addition to
subjectively recognizing the users’ opinions about the usefulness of the system.

The iTRACK integrated system evaluation framework has been reviewed by sev-
eral iTRACK project partners that belong to academia and software development,
and their notes were taken into consideration in the final version. Figure 26 shows
the pillars and details of the final framework.
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Fig. 26 iTRACK integrated system framework

The chapter also presents the iTRACK reporting and evaluation system that
implements the proposed framework. A detailed look at graphical user interface
design and functionalities was provided. The iTRACK reporting and evaluation
system was developed with extensibility in mind. Extensibility is in terms of
the system’s capability of allowing its administrators to add new development
indicators, performance indicators, surveys, SOPs, etc.

In April 2018, the iTRACK project conducted a simulated environment exercise.
This exercise is an example of applying the iTRACK integrated system evaluation
framework, as it was the first iTRACK system testing with users. During this exer-
cise, participants tested the ready iTRACK system components. The participants
were asked to complete specific tasks using the iTRACK system. The suitable
usability and usefulness metrics and questionnaires proposed in this chapter were
used during the exercise. The iTRACK reporting and evaluation system was used
during the exercise. Some development results, like code coverage, were included
in the iTRACK reporting and evaluation system as examples of the development
indicators. The results of the questionnaires collected during the exercise were
included in the iTRACK reporting and evaluation system as examples of users’
surveys as well. Finally, some performance indicators were randomly generated
for presentation purposes instead of actual results for privacy reasons. Results of
the mission’s SOPs/policies surveys were randomly generated and included in the
system for presentation purposes as well.

For future work, the framework still requires more testing with the iTRACK
system as well as other systems. For the iTRACK, the selected set of indicators
and surveys was reviewed by the iTRACK partners as mentioned above. However,
other systems will inevitably require other indicators. Our integrated framework
and our reporting and evaluation system implementation facilitate extensibility
in that sense by design. Accordingly, new development indicators, performance
indicators, surveys, etc., could be easily added to the framework and the reporting
and evaluation system based on the choices and needs of the target system. The
reporting and evaluation system is available as an open source to facilitate further
design changes or specific project adaptation requirements.
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