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Abstract

In modern neurosurgical practice, a surgeon can see a patient’s fiber tracts (nerve tracts)
on a monitor in the operating room. This design study investigates the benefit of adding the
uncertainty of the tracts and aims to improve the surgeon’s orientation while reducing visual
clutter.

Based on an interview with a neurosurgeon and our experience during a surgery visit, we
designed, implemented, and evaluated a new visualization method for intraoperative use.
We present two new visualization techniques: a partial hull that appears when a surgeon
approaches it and a distance meter that serves as a warning tool.

We conclude that there is a need for the intraoperative visualization of fiber uncertainty and
recommend doing clinical trials using these methods.
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Introduction

When a neurosurgeon removes a brain tumor, the preservation of brain function is of paramount impor-
tance. Fiber tracts, which are bundles of nerve fibers, connect the different areas in the brain. Some of
these tracts are essential for primary functions such as movement or speech. Damaging these tracts
will cause severe irrecoverable neurological deficits, so surgeons avoid them at all costs. The main
problem is that these critical tracts look identical to ones that are not so essential. Visualizing fiber
tracts in the operating room allows surgeons to take them into account while operating.

Although the fiber tracts are invisible to the naked eye, they are computable with the data from an
MRI scan. This computation, called fiber tracking, allows surgeons to see the fiber tracts on a monitor
in the operating room. Unfortunately, many factors limit the accuracy of fiber tracking, causing the
image in the operating room to give a false sense of precision. When surgeons need to operate very
close to a critical fiber tract, they keep the patient awake and apply electrical stimulation to verify the
tract position. Otherwise, they consider safety margins around these critical brain structures [5].

Considerable research focuses on either the uncertainty estimation or its visualization. For the un-
certainty estimation, bootstrap methods [71] are popular because they only require making a single
volume scan, saving time and money. There is also ongoing research in fiber tract uncertainty visual-
ization. Uncertainty visualization is a big topic by itself and covers a wide range of fields, going from
ocean forecasts [22] to fluid dynamics [38] to fiber tracking. Of particular interest are illustrative meth-
ods that show different levels of uncertainty [23]. Even though fiber tract uncertainty visualization is well
studied in the literature, it only focuses on preoperative planning. Often it is developed from a techni-
cal perspective, rarely evaluated in the field, and lacks consideration of the constraints of the operating
room [28]. This work bridges the gap between intraoperative visualization and uncertainty visualization.

Apart from the lack of uncertainty data, the current clinical intraoperative visualization has two main
problems. First, the visualization uses three orthogonal planes called sagittal, coronal, and axial, as
shown in Figure 1.1. Often, the surgeon looks at the patient from a different angle, as in Figure 1.2a.
The surgeon then makes a mental reconstruction of the anatomy, which takes a long period of practice.
The second problem is visual clutter in the fiber visualization. The tracts are visualized as an opaque
spaghetti plot, causing parts of the slice to become invisible, as evident from Figure 1.2b.

This study has three design goals to improve intraoperative visualization in neurosurgery. The first
goal is to improve the surgeon’s orientation by changing the plane to be visualized. The second goal
is to show the fiber uncertainty, and the last goal is to reduce the visual clutter. In the process, we do
an initial interview with a neurosurgeon, visit a surgery, connect our visualization to a neuronavigation
device and finally evaluate the design with the surgeon.
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Sagittal

7Q Coronal

Figure 1.1: The three orthogonal anatomical planes (adapted from [65]).

|

(a) The bottom-right view shows the brain surface in 3D. (b) The cluttering is apparent from the top-right view.

Figure 1.2: Fiber tracts in the operating room. The blue rod represents the surgical tool, the colored blobs represent the fiber
tracts.

Our research questions are as follows:

1. Does showing an alternative viewing surface, as opposed to the orthogonal planes, help with the
surgeon’s orientation?

2. How does showing the fiber tract uncertainty help surgeons in the neurosurgical workflow?
3. Will showing only select illustrative features be sufficient in conveying spatial information?

The rest of the thesis is structured as follows. Chapter 2 gives the required medical background and the
more technical aspects of fiber tracking and uncertainty estimation. Chapter 3 analyzes the input data
and surgeon tasks, while Chapter 4 explores the related work in the visualization domain. In Chap-
ter 5, the design is explained and Chapter 6 contains a neurosurgeon’s evaluation of the visualization.
Chapter 7 closes off with some concluding remarks and suggestions for future work.



Background

The main topic of this thesis is uncertainty visualization in fiber tracking, but in order to understand the
visualization requirements it is necessary to have some background knowledge of the medical domain.
When a patient is diagnosed with a brain tumor or glioma, a physician may decide decision to perform
surgery. Before surgery, a patient has to take an MRI scan, which is then used to calculate the location
of important fiber tracts. The related imaging techniques required for fiber tracking will be introduced in
Section 2.1. The process of fiber tracking is described in Section 2.2. During surgery, a surgeon uses
a device called a neuronavigator (Section 2.3) to navigate through the brain.

2.1. Diffusion Imaging

The human brain is largely composed of two substances: grey matter and white matter (Figure 2.1).
The surface consists of grey matter: neurons that are essential for movement, memory, emotion and
many other functions. White matter can be seen as the infrastructure that connects many of the grey
matter areas: they are elongated tracts consisting of axons and transmit electrical signals to the grey
matter.

S

4
5 r Grey

‘ —matt
\ ‘ matter
e 4

(a) A single slice of MRI data shows the dis- (b) White matter is a complex interconnec-
tinction between grey and white matter. tion network of fiber tracts.

White
matter

b,

Figure 2.1: Grey matter and white matter make up a large portion of the human brain. Fiber tracts are bundles of white matter.

In medical imaging, there are multiple ways of making a 3D image of the body. CT and MRI domi-
nate due to their high resolution and their good signal-to-noise-ratio [51]. Computed Tomography (CT)
is essentially a rotating X-ray scanner that uses ionizing radiation to create an image [47]. Magnetic
Resonance Imaging (MRI) does not use radiation, but uses a magnetic field to create the image. It
is better for imaging soft tissue, such as the brain. Fiber tracking is done based on Diffusion Tensor

3



4 2. Background

Imaging (DTI), which in turn is based on Diffusion Weighted Imaging (DWI). The next subsections will
go into each of these. Figure 2.2 summarizes the relationship between MRI, DWI and DTI.

MRI ( DWI

Figure 2.2: Relationship of MRI, DWI and DTI. Diffusion Tensor Imaging is a specific method for modelling a Diffusion Weighted
Image, which falls in the class of Magnetic Resonance Imaging.

2.1.1. Magnetic Resonance Imaging

In order to understand why the computed fiber tracts such as the ones shown in Figure 2.8 will always
include some form of uncertainty, it is first necessary to understand the basics of how an MRI scanner
works. An MRI scanner consists of three layers, as illustrated in Figure 2.3. The outer layer is the
main magnetic coil, and produces a constant homogenous magnetic field B in the order of teslas. The
middle layer consists of gradient coils that allow to alter this B field in £,  and 2 directions, in the
order of mT. Finally, the inner layer contains the radio frequency (RF) coils that send and receive RF
signals to and from the tissue. The signal affects the quantum spin of the hydrogen nuclei in the tissue,
resulting in a detectable response frequency. The gradient coils allow locating where the signals came
from, allowing for a 3D volume reconstruction with a resolution in the order of millimeters. How exactly
this spin excitation works is a complex topic that is outside the scope of this thesis, but two parameters
that are controlled by the technician are the Repetition time (TR) and the Time to Echo (TE). TR is the
time between different excitations, and TE is the time between sending the RF signals and receiving
the response, as shown in Figure 2.4. Varying the parameters results in different outputs, such as
a T1-weighted image (short TR and short TE), a T2-weighted image (long TR, long TE) or a Fluid
Attenuated Inversion Recovery or FLAIR (Very long TR and TE). Each one has different characteristics
and is better at contrasting different types of tissue. See Figure 2.5 for a comparison.

B, coil RF tx/rx coil

x gradient coil y gradient coil

z gradient coill

Figure 2.3: The different coils from an MRI scanner [49].



2.1. Diffusion Imaging 5

TE TE
RF ECHO
TR TR

Figure 2.4: TR is the time between different excitations, TE is the time between sending and receiving.

T1-weighted T2-weighted FLAIR

Figure 2.5: T1-weighted, T2-weighted and FLAIR images. Depending on what information is required, a different image is used
(adapted from [12]).

2.1.2. Diffusion Weighted Imaging

Images such as T1-weighted, T2-weighted and FLAIR are examples of scalar volumes. They are es-
sentially the three-dimensional analog of grayscale images. This means that instead of only having the
x— and y-coordinates of a regular image, there is also a z-coordinate. The value at each voxel (vol-
ume element) is scalar, hence the term scalar volume. Although theses scalar volumes are clinically
very useful, their resolution too low for showing fiber tracts. To compute the tracts, Diffusion Weighted
Imaging (DWI) is used.

DWI works by measuring how well water molecules diffuse through the tissue, and in what directions.
This is done by starting with synchronized hydrogen atoms, applying a small magnetic gradient in a
single direction, and then applying the same gradient in the opposite direction. If the water was not
able to move in the direction of the gradient, the effect of the two gradients cancel out each other, and
the result is that the hydrogen atoms are still synchronized. If the water was able to move during the
first gradient, the effects do not cancel out and the hydrogen atoms are not synchronized any more. By
performing this sequence in multiple directions (at least six, but using more gives better results [14]),
the diffusivity can be calculated in all those directions. The result is a 4D scalar image, with the fourth
dimension being all the different diffusion directions that have been used.

When diffusivity is equal in all directions is called isotropic diffusion, but when diffusion is only pos-
sible in certain directions because of movement restriction, it is anisotropic. Figure 2.6 illustrates an
example of anisotropic diffusion. Fiber tracts consist of axons and their insulating myelin sheaths, which
restricts water movement. If the bundles of axons are sufficiently large, one can measure the diffusivity
along their length. In order follow the trajectory of these tracts, this 4D diffusion image is turned into a
3D second-order tensor image.

2.1.3. Diffusion Tensor Imaging

Diffusion Tensor Imaging (DTI) was introduced in 1992 as a way of modeling the orientation of muscle
fiber [1][2]. After that, it gained wide clinical application in brain tumors, spinal cord diseases, epilepsy,
diffuse axonal injury, multiple sclerosis, Alzheimer disease, and ischemic stroke [43]. Here, it is used
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Figure 2.6: In anisotropic diffusion, the diffusion of the water molecules is restricted by the shape of the tissue. Adapted from [4].

to calculate fiber tracts. A tensor is the mathematical extension of a vector: a scalar is a tensor of order
0, and a vector is a tensor of order 1. We are interested in the diffusion tensors which are of order 2
and can be represented by a matrix. More specifically, a 3x3 matrix since we use it in 3D-space.

Dyx ny Dy,
D= Dyx Dyy Dy, (2.1)
Dy Dzy Dy,

The three diagonal elements (D,,, D,, and D,,) are proportional to the diffusion along the three coor-
dinate axes. The off-diagonal entries are proportional to the covariances of displacements along these
axes. By doing an eigen decomposition of this tensor matrix we obtain the eigenvectors (vq, vy, v3)
and eigenvalues (4,, 4, and 43).

Just as vectors (first order tensors) with three elements can be visualized as a 3D arrows, so can
3x3 matrices (second order tensors) with a 3D ellipsoids [69]. This is done by computing the eigen-
vectors and aligning them with the axes of the ellipsoid, as in Figure 2.7a. In fact, this is exactly how
tensor fields are commonly visualized, as in Figure 2.7b.
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(b) One slice of a diffusion tensor volume [4]. Each tensor is
represented with an ellipsoid. By following the main direction
(a) v, v, and vz represent the ellipsoid axes. of the tensors, one can extract the fiber shape.

Figure 2.7: Tensors represented as ellipsoids. The long side of the ellipsoid coincides with the main diffusion direction.

The DTI volume is essentially a simplified model of the full DWI dataset, and calculating it requires
a least-squares fit of the DWI volume. DTl is not only useful for calculating fiber tracts, but also for the
study of the heart muscle [64].
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A drawback of DTl is that it does not deal well with regions of crossing fibers [43], as the diffusion
tensor will try to average them together. One option is to use spherical deconvolution to estimate
the fiber orientation distribution function [62][50]. However, because DTl is still so wide-spread in the
industry and because of its simplicity, it is the method of choice here.

2.2. Fiber tracking

The goal of fiber tracking or tractography is to compute the location of the fiber tracts, based on the
available data. Figure 2.7b illustrates the main concept of fiber tracking. One starts with an initial
point called a seed point, and follows the diffusion direction until certain stopping criteria are met.
There are two categories of fiber tracking algorithms: deterministic and probabilistic [43]. The main
difference between the two is that the probabilistic approach attempts to form a probability distribution
instead of a “best fit” estimate. This does not make probabilistic fiber tracking more accurate than
the deterministic counterpart, but it is better at conveying the uncertainty. Fiber tracking is usually
performed by radiologists, and is currently quite a labour-intensive task. The reason for this is that a
fiber tracking algorithm typically only considers diffusion data, not the actual anatomy. Tweaking the
parameters such a the seeding region, ending region and/or stopping criteria are essential for obtaining
good results [43][54].

2.2.1. Four important tracts

There are many different fiber tracts that all vary in shape, size, and function. Figure 2.8 shows ten
different ones. It is important to note that during surgery, it is not possible to visually distinguish the
different tracts from each other. For this reason, the tracts have to be visualized on the navigational
monitor. Our collaborators currently use four different tracts in their neurosurgical workflow and plan to
add more in the future. The ones they use are: [54]

Figure 2.8: Ten different fiber tracts [33]. Although clearly distinguishable here, during surgery they look like one large mass of
white matter.

» The Tractus Corticospinalis (CST), also called the pyramidal tract, is responsible for transmitting
movement signal to the muscles of the body (motor function).

» The Arcuate Fasciculus (AF) is concerned with phonology (how words and sentences sound) and
articulation (pronouncing those words).

» The Inferior Fronto-Occipitale Fasciculus (IFOF) deals with the semantics of language.
» The Radiatio Optica (OR) connects parts of the brain related to vision.

The pyramidal tract was the first tract that was used in neurosurgery, since it represents the largest
tract system, is traceable most easily and that is most robust against tracking errors [43].
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2.2.2. Uncertainty modelling

The pipeline going from MRI to visualization has four main stages: data acquisition, diffusion modelling,
fiber tracking and visualization [60]. Each of the stages adds uncertainty to the pipeline. For instance,
the data acquisition stage adds uncertainty due to noise, distortion, or moving patients. The diffusion
modelling stage adds modelling errors, as the measurements from the different gradient directions
are fitted into a single tensor. The fiber tracking process is very sensitive to user parameters, such
as the seed region definition, the stopping criteria or the integration scheme. Finally, the visualization
parameters such lighting add further variability to the results. The pipeline and their associated sources
of uncertainty are shown in Figure 2.9.

( Uncertainty

‘ noise, distortion, model assumptions, interpolation, illumination,

motion artefacts, numerical errors, integration scheme, path simplification,
partial volume effect parameters user parameters interpolation

( Data Acquisition ( Diffusion Modeling ( Fiber Tracking (W

Figure 2.9: Visualization pipeline with the associated uncertainties [5].

Various approaches have been done to model this uncertainty [60]. One method in particular is called
Wild Bootstrapping [27]. In this technique, the residuals that remain after fitting the diffusion tensors are
randomly multiplied by —1 or +1. Every time this process is repeated results in a unique tensor volume
on which deterministic fiber tracking can be applied. This saves having to do multiple acquisitions which
is important in a clinical setting as these acquisitions cost time and money.

2.2.3. Validation

When using the fiber tracking data in a clinical setting, especially during an intraoperative setting, it
is essential that the information can be trusted. Validation of the results is therefore a crucial factor.
Unfortunately, validating fiber tracking results is far from trivial. In the past, it has mainly been validated
by a qualitative comparison with data obtained from dissection [43]. In fact, our knowledge of human
neuroanatomy comes primarily from postmortem investigation using techniques such as the Klingler
dissection [56].

Actual validation can be done postoperatively or intraoperatively. Postoperative validation is an indirect
clinical validation that is done by evaluating the motor, language or visual deficits after the surgery. In-
traoperative validation is done by applying electrical stimulation to areas which are believed to contain
certain tracts. The first attempts correlating the DT fiber tracking findings to intraoperative electrophys-
iological measurements showed quite some discrepancies, amongst others because of the shifting of
major white matter tracts during a neurosurgical procedure. This was which demonstrated by compar-
ing pre— and intraoperative fiber tracking, acquired by an MRI applied during surgery [42]. Intraoperative
imaging is uncommon, because the operating room has to be completely adapted to include an MRI
scanner, and accessability to the patient is reduced. It is more common to apply electrical stimulation
to identify the major white matter tracts intraoperatively. During surgery, the patient is kept awake and
asked to perform task related to motor, language or visual function. If, for instance, the patient notices
a visual deficit during an electrical stimulation, the precise location of the optic radiation fiber tract has
been found [43]. Motor function can be validated by measuring muscle activity [11].

2.3. Neuronavigation

A neuronavigation system allows a surgeon to navigate inside the brain [66]. The system consists
of a tracker and monitor (Figure 2.10b), the surgical instrument (Figure 2.10d), and a head clamp



2.3. Neuronavigation

reference (Figure 2.10a). By relating the position of the surgical instrument with respect to the head
clamp reference, the system can calculate the position of surgical instrument up to an accuracy of
around 1 mm, according to our collaborators. The monitor displays the current position of the surgical
tool, and the three anatomical slices that intersect the instrument tip. Figure 2.11 shows them being

used during neurosurgery.

Registration The neuronavigation system only keeps track of the locations of the head clamp refer-
ence and that of the surgical instrument, so in order to calculate the position of the surgical instrument
with respect to the MRI image, a registration step is performed at the start of the surgery [47]. This is
essentially determining the location of the MRI image with respect to the head clamp reference. The
surgeon uses the pointer tool (Figure 2.10c) to trace the skin of the patient. When a large enough
surface area of the skin has been traced, the system tries to fit the skin data points to the MRI image.
This never results in an exact fit, but a registration accuracy of around 1 mm can be achieved.

i

T o o o

(a) Head clamp and reference. It is essential that (b) Tracker and surgical monitor. The tracker localizes the
the head remains still during surgery, and by rigidly head clamp reference and the surgical instrument. The
attaching the reference to the head clamp, it serves monitor shows MRI slices at the location of the surgical in-

as a reference for the head position. strument.

(c) The pointer tool is used amongst others for reg-
istering the patient. The small reflective balls allow (d) The tumor resection device is used to suck up
the tracker to locate the tool. the tumor. The reflective balls are not shown here.

Figure 2.10: Elements of a neuronavigation system. When using optical tracking, there must be a line of sight between the
tracker, the head clamp reference and the surgical instrument. Throughout the text, the word ‘pointer’ is used to refer to any

surgical instrument.
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Figure 2.11: Neuronavigation setup during surgery. 1. Tracker that locates both the surgical instrument and the head clamp
reference. 2. Navigational monitor showing slice views. 3. Head clamp reference. 4. Surgical instrument.



Design process

Any visualization task can be analyzed using three questions [39]:
* What data does the user see?
» Why does the user use the visualization tool?
* How are the visual encoding and interaction idioms constructed in terms of design choices?

Answering these three questions gives an abstraction of the visualization problem and makes it possible
to design a visualization without having in-depth domain knowledge. This chapter deals with the first
two questions, the last one is addressed in Chapter 5.

3.1. What: Data abstraction

The basis of medical imaging is covered in Section 2.1, but it is useful to have a concrete list of (derived)
data that can be used in a visualization. A summary of how it all fits together is shown in Figure 3.3.

Anatomical (scalar) data The basis of neuronavigation lies in the anatomical data: a 3D scalar
field. Multiple imaging techniques are possible, such as T1-weighted imaging, T2-weighted imaging or
FLAIR. Itis the anatomical data that allows the surgeons to recognize structures and orient themselves
in the brain. This data comes directly from an MRI device. See Figure 3.1a.

Segmentations Certain anatomical structures are best visualized by showing them separately. For
instance, a tumor can be segmented from an MRI scan by taking an isosurface. When there is no clean
tumor boundary, this segmentation can be done manually as well. This derived data is a 3D geometry
and forms a closed surface. A segmentation of the entire head is shown in Figure 3.1b.

Fiber tracts These are calculated by applying fiber tracking on the 3D tensor field as explained in
Section 2.2. The result is a 3D geometry that is composed of a set of streamlines. See Figure 3.2a.

Fiber tract uncertainty This is data that is derived on the fiber tracking process. It is a 3D scalar
field that gives an indication of the likelihood of the presence of a fiber tract. See Figure 3.2b.

Pointer This is a surgical instrument that is tracked by the neuronavigation system. After the proper
transformations have been applied, it gives the position and orientation of the tip in 3D space. A physical
pointer is shown in Figure 2.10c, but it is usually visualized as a simple cylinder.

Foot switch This is not a data element but rather an input device for the surgeon. It is commonly
used to freeze the neuronavigation monitor.

11
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(a) Volume render of a clipped T1 volume. This data is referred to (b) Segmentation of the head. This is a geometrical model
as ‘anatomical data’. and contains no volumetric data.

Figure 3.1: Two data types representing the head: volumetric (left) and geometric (right).

(b) Fiber tract uncertainty is a scalar volume like the
(a) Fiber tract streamlines are the result of a fiber tracking algorithm. This anatomical data. Here, more certain fibers are colored
does not contain uncertainty data. red while more uncertain fibers are colored green.

Figure 3.2: Two data types representing the tracts: volumetric (right) and geometric (left).

3.2. Why: Surgeon tasks

From a high level, the tasks of the surgeon during a tumor resection are easy to understand:

* Remove as much of the tumor as possible.

» Damage as little healthy tissue as possible, specifically the important fiber tracts.

These tasks are especially difficult because often there is no clean boundary between the fiber tracts
and the glioma, and doing damage to the tracts will lead to lasting neurological deficits. The tasks are
often also conflicting with each other when there is no clear tumor border. It is the responsibility of the
surgeon to make a judgement of how much tumor can safely be removed in the presence of fiber tracts.
In order to get a good understanding of the problems a surgeon faces during surgery, we visited a real

surgery.
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Hardware Data Derived data

_~+—Tumor segmentation
_, 3Dscalardata_:
Ve (T1, T2, FLAIR) T~ Head/brain segmentation

S~ 2D slice

~4D dif{gi{ﬁ;‘ data_. 35 oy — Fiber tract lines
> Fiber uncertainty

MRI scanner

AN

_—— Transformation ___

Neuronavigator matrices —— Pointer location

~ Footswitch
status

Figure 3.3: Overview of the data flows. The MRI scan is done preoperatively, the neuronavigator provides live data and is the
only direct way for the surgeon to interact with the visualization.

3.2.1. Surgery visit

Brain surgery can be done both under anesthesia and awake. The advantage of doing an awake
surgery is that the patient can provide important feedback by reporting loss of sight or sensation. Cog-
nitive function and speech is continuously monitored, and electrical stimulation of the brain areas can
be used to find the fiber tracts. The disadvantage of awake surgery is that it requires more personnel
for the patient communication, and the experience could be traumatizing for the patient. During the
visit, the surgery was done under anesthesia.

Registration The first step is making sure that the patient’s body and head are in the correct position.
In order to prevent the head from moving during the surgery, the patient’s skull is clamped using a head
clamp (Figure 2.10a). As explained in Section 2.3, the location of the head is then registered to the
neuronavigation system by tracing the pointer along the skin of the patient. See Figure 3.4.

OR sterilization When the registration is complete, the room has to be made sterile. This means that
the patient is almost entirely covered up, the medical equipment is covered in plastic and the surgeons
wear paper over their clothing. This is necessary to minimize that chance of an infection in the brain.

Skull opening Next, the head is partly shaved, a skin flap of about 10x10 cm is cut and held in place
using clamps. Three holes are drilled in the skull, and a bone flap is sawn out. The remnants of bone
and the flap are saved. Finally, the meninges (tissue between the skull and the brain) are carefully cut
open and held in place with the skin.

Tumor resection The resection itself took a couple of hours to complete. A tumor resection device
(Figure 2.10d) is used to suck away the tumor, one small piece at a time. Two surgeons are working
very closely together, both looking through the microscope or at the navigational monitor (Figure 6.1).
Once the tumor is gone, the healthy brain tissue moves towards the newly available space, causing a
registration offset. For this reason, the tumor boundary is removed first, causing the least amount of
brain shift.

Closing up Once the tumor has been removed as much as possible, the head can be closed again.
The meninges are stitched, the bone flap is put back in place using screws, the drill remnants are glued
back and the skin is stitched as well.

3.2.2. Surgeon interview
The full transcript of the interview can be found in Appendix A, but the most important findings are
summarized here.



14 3. Design process

Figure 3.4: The registration step is performed before the OR is made sterile, because a fair amount of skin needs to be traced
to complete the registration.

Figure 3.5: Full (sterile) neurosurgical setup in the operating room. The monitor on the left shows the microscope image. The
nurse in the back is carrying out supportive tasks, amongst which is changing settings on the navigation monitor.

Uncertainty The surgeon is activity participating in fiber tracking research and is well aware of the
uncertainties it brings. He has ten years of experience verifying its accuracy, and is still adding new
fiber tracts to the neurosurgical workflow. Less experienced surgeons however, should also be able to
get of sense of how large the uncertainty can be without having to do years of research themselves.
When the tumor and fiber tracts are within one centimeter of each other, they choose to do the surgery
awake, and use electrical stimulation to verify the location of the fiber tracts. While operating in critical
areas, one surgeon is continuously watching the navigation monitor and informing the main surgeon of
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potential dangers.

Point of view According to the surgeon, a big flaw in the usability is the way the slices are visualized
on the navigational monitor. Their directions are always the same anatomically (Figure 1.1), but this
does not coincide with the angle from which the surgeon is looking. A mental reconstruction of the
anatomy has to be done, which can be quite difficult. In the ideal system, the brain is shown in 3D from
the perspective of the surgeon, and you can see which tracts you are going to approach in the depth.

Clutter The current system uses streamlines to visualize the fiber tracts, and all fibers within a certain
distance of the slice are shown. This results in a large area of the navigational monitor being blocked
from view because of these fibers (Figure 1.2b). When that happens, a nurse is asked to remove the
fibers from the visualization to regain the regular navigational function.

Brain shift While it is true that that brain shift will always increase the registration error, this does not
make neuronavigation useless. The general shift is always in the same direction, but the surgeon does
have to account for this offset. Anatomical landmarks such as the tumor border, a ventricle, or the gyri
and sulci of the brain surface can be used to verify how much the brain has shifted. This is done by
holding the pointer on one of these landmarks and looking at where the neuronavigation system the
pointer is. Especially the current 3D view can be used for this check.






Related Work

Every design process starts with an investigation of the current possibilities. This chapter deals with
the related work in the visualization field, and its goal is to show as many visualization techniques as
possible without going into much detail on each one. We will begin by showing ways to visualize the
input tensor field data directly without the use of fiber tracking (Section 4.1). As we will be visualizing
fiber tract uncertainty intraoperatively, the main visualizations of interest will be those of fiber tracts
(Section 4.2) and uncertainty (Section 4.3). The chapter will conclude with how the tracts should be
placed in context — as without any anatomical context, the fibers would float in mid-air (Section 4.4).

4.1. Tensor field visualization

Before considering visualization techniques for fiber tracking, we will first look at possibilities of visual-
izing the input tensor field directly. This is important for two reasons. One is to start off this literature
survey as broadly as possible, as it might give rise to inspiration for the design phase. The second
reason is that by omitting the fiber tracking step, we remove a stage in the visualization pipeline (Fig-
ure 2.9), resulting in less overall uncertainty.

The first option we consider are glyphs, mainly because of the sheer amount of available research.
The most basic visual representation of a tensor is an ellipsoid, as was illustrated by Figure 2.7a.
A popular alternative to ellipsoids are superquadrics, which improve the shape and orientation per-
ception [31]. More advanced glyphs make use of an orientation density function [57], such as Qball
glyphs [63] or HARDI glyphs [46]. The obvious downsides to using tensor glyphs intraoperatively is that
they are difficult to interpret. It does not provide any global connectivity information about major white
matter structures [40]. They can also lead to information overflow, distracting the surgeon from the task
of removing a tumor [43]. An example of a highly cluttered glyph representation is shown in Figure 4.1a.

Another approach to show the full tensor data is by means of volume rendering. Direct volume ren-
dering works by shooting rays through the volume and combining the data it encounters into a single
pixel color. The transfer function determines how the data points should be combined. Designing the
transfer function properly is nontrivial for scalar fields, but even harder for tensor fields. A possibility is
to create a colormap from tensor to RGB, such as hue-balls [30]. See Figure 4.1b for an example of
this technique.

The last tractography alternative we consider is extracting the white matter surfaces from the anisotropy
in the data. Anisotropy is a measures of how non-isotropic the diffusion tensor is. Water that can
move freely has an anisotropy of 0, while water that that can strictly only move in one direction has
an anisotropy of 1. Using this metric, you can create surfaces from the volume data either by calcu-
lating isosurfaces [58] or by using the derivatives to calculate creases [32]. An example is shown in
Figure 4.1c.

17
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(a) Volume of glyphs [15]. (b) Volume rendering using hue-ball coloring [30]. (c) Anisotropy creases [32].

Figure 4.1: Tensor field visualization methods provide an alternative to fiber tracking.

4.2. Fiber tract visualization

The previous section shows that it is possible to show the white matter structure even without fiber
tracking. However, it gives very little control over which tracts are shown. By doing the fiber tracking
one has more control over which fibers are shown by setting the seed region. Moreover, uncertainty
estimation is easier when the tracts have been computed. The techniques that will be considered in
this section are streamlines, hulls, contours and illustrative methods.

Streamlines The most basic form of streamlines is a simple polyline without any shading, as was
shown in Figure 3.2a. More common types are colored polylines (Figure 4.2a) and cylindrical tubes
(Figure 4.6e) [57]. Streamtubes [72] go one step further as they encode specific information such as
anisotropy from the diffusion tensor on each point (Figure 4.10a). The main advantage of streamlines
is are that they are very straightforward; it clearly shows the results of the tractography process. The
main disadvantage is that too many fibers will still lead to visual clutter.

Hulls In order to reduce the visual clutter of the streamlines, the streamlines can be wrapped up in a
hull, such as in Figure 4.2. Most of the time, this will also lead to a better spatial perception because
there is a larger surface area that can be shaded [8][16]. The advantage of wrapping the fibers in a
hull is the intuitive visualization. The results look like flexible tubes which are closely related to the
expected appearance of a major white matter bundle [40]. The major downside is that the generation
of surfaces that wrap the fibers is error prone for complex cluster shapes [44][57].

(a) Streamlines using color to encode the lo- (b) Tightly wrapped hull around the stream-
cal direction. lines.

Figure 4.2: Hull wrapping improves the spatial perception of the tracts [35].

Contours When viewing anatomical data, this is commonly done using slices of the volume. Although
itis possible to show a 3D hull through a 2D slice, sometimes itis preferable to show only the intersection
of the hull with the slice. Sometimes showing a contour is the only option, such as when overlaying the
data on the surgical microscope [41]. Figure 4.3 shows examples of fiber contours. An advantage of
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using contours is that is has the minimal amount of clutter and is easy to understand. A disadvantage
is the lack of spatial information.

(b) Tumor (a) and the pyramidal tract (b) in-
(a) Fiber tracts (pink and purple) and a tumor (orange) in- tersecting the focal plane of a surgical micro-
tersecting an axial slice of a T1-weighted image [9]. scope [36].

Figure 4.3: Contours show the intersection of a 3D shape with a plane.

lllustrative These techniques do not attempt to provide a photorealistic image, but instead focus on
conveying as much information as possible with the smallest amount of visual complexity. Most com-
monly they try to mimic hand-drawn images by only using lines. For instance, Figure 4.4a manages to
convey an excellent spatial perception by adjusting only the margin (halo) around the lines. Figure 4.4b
manages to do the same thing by leaving only a small subset of hint lines and internal contours instead
of the full fiber tracking data. An advantage of illustrative techniques is their low visual complexity, a
disadvantage is their implementation difficulty, especially in interactive applications.

(a) With depth-dependent halos, the width of the margin around the lines (b) Hint lines, outline and internal contours of a single
is dependent on the depth [17]. tract [44].

Figure 4.4: lllustrative techniques showing fiber tracts.

4.3. Uncertainty visualization

The techniques presented in the previous section do not show any uncertainty, giving the illusion that
there is none which may result in a dangerous assumption when used in surgery [21]. In current clinical
practice, a safety margin between 5 mm and 1 cm is used around the tracts [43]. When a fiber tract
is located close to the tumor, taking a safety margin that is too large means that a part of the tumor
should be left in. In general, a greater extent of resection is associated with improved survival [45], so
the goal is to get a more accurate visualization of the uncertainty than just a fixed safety margin. Ways
to show this uncertainty include glyphs, hulls, volume rendering, illustrative techniques, animation and
point displacement.
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Uncertainty glyphs Glyphs are included here mostly for the sake of completeness, as showing it
intraoperatively would result in an extremely high visual complexity. It is similar to Figure 4.1a, with the
additional information of the uncertainty of each tensor. The tensors themselves are not certain either,
as they are a best-fit of many MRI images taken from different directions. One way to show this, is
using uncertainty cones [26] such as in Figure 4.5.

Figure 4.5: Uncertainty glyphs. The cones of uncertainty show a 90% confidence angle [26].

Uncertainty hulls This is the most common method of showing fiber tract uncertainty. In case of
noisy unreliable data, a thick hull could be added, while in highly reliable data, the hull would be thin-
ner [43]. An even more sophisticated visualization is adding layers to the hulls to show different levels
of uncertainty [40]. There are many variations possible, but two important categories are those that are
based on isosurfaces, and those that are based on hull wrapping. Isosurfaces can be used when an
uncertainty volume is available, for instance in the form of a visitation map [7]. Figure 4.6a shows an
example of an isosurface-based visualization.

When using hull wrapping, as selection of the fibers is made on a certain metric, for instance the
distance to the central streamline [59]. Here, a smooth wrapping of all fibers of interest is very impor-
tant [40]. Figure 4.6b and Figure 4.6¢ show possible visualizations.

Another approach of modeling the hull is using Principal Component Analysis for modeling the stream-
lines [18]. By making a distribution of points in the PCA-space, a median and confidence interval can
be defined. Figure 4.6d shows an example using weather data, but it should also be possible using
fiber tract streamlines.

A non-parametric way of showing the distribution of streamlines is using contour boxplot [70] or a
curve boxplot [38], as shown in Figure 4.6e. Like a regular boxplot, a contour boxplot allows showing
a mean line, a median line, multiple hulls corresponding to a certain percentage, and outliers.

Direct volume rendering Showing (multiple) hull is a good way of showing the tract uncertainty, but
another possibility is using direct volume rendering [68]. This allows showing the uncertainty in more
detail without the restriction of having discrete layers, but it does require designing a transfer function.
Figure 4.7 shows two examples using this approach.

lllustrative Just like it is possible to show the deterministic fiber tracts using illustrative techniques, it
is also possible to show the uncertainty in that way. Figure 4.8a shows multiple contours and silhou-
ettes of fibers. This differs mainly from the uncertainty hulls in that it uses flat shading, which reduces
visual complexity but also reduces depth perception. Figure 4.8b shows an uncertainty lens which
only displays the illustrative uncertainty in a selected region of focus. Other channels of showing the
uncertainty include saturation and textures [21].



4.3. Uncertainty visualization 21

(a) Isosurface: Uncertainty hull
based on a visitation map, with (b) Wrapping: multiple transparent hulls showing (c) Wrapping: multiple transparent
an additional safety margin [7] different levels of streamline coverage [19]. hulls and uncertainty rings [16].

(d) Confidence lobes together with a cen-
ter line. The center line is based on the
streamline-median The lobes are based on
the distribution of the streamlines in PCA- (e) A curve boxplot that shows a 50% confi-
space [18]. dence interval together with the outliers [38].

Figure 4.6: Different hull visualizations used for showing streamline uncertainty.

(b) Using volume rendering and hue for encoding the uncertainty in the
(a) Volume render based on an uncertainty vol- thickness of a surface. (1) is green and more certain, while (2) is red
ume [67]. and thicker [48].

Figure 4.7: Volume rendering for showing surface uncertainty.

Animation Although less common, animation can be used to draw attention to the (un)certainty of
tracts. Oscillations have been used to show uncertainty in fluid flow [34] and vibrations have been used
for showing surface uncertainty [6]. Another option is to show a moving pattern on the more certain
fibers to focus the attention on those levels. The speed of this animation increases as the fiber certainty
increases [21].

Point displacement Finally, Figure 4.9 shows how points on a surface can be displaced in order to
show surface uncertainty. The more uncertain the surface, the farther the points are displaced. This
has a similar effect as using vibrations on the surface, except that the image is static which makes it
easier to look at.
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(b) Uncertainty lens displaying streamlines color-
(a) Multiple silhouettes based on uncertainty level. coded to their uncertainty level.

Figure 4.8: lllustrative methods showing fiber uncertainty [5].

Figure 4.9: Surface uncertainty through point displacement. Uncertain surfaces appear as point clouds [20].

4.4. Anatomical context visualization

Some examples from the previous section show fibers in their anatomical context, others show isolated
fibers without any context. For intraoperative visualization, and especially for neuronavigation, it is
important to show this context. Before surgery, a radiologist creates an MRI image of the patient,
and this image is shown during neuronavigation. It allows the surgeon to orient him or herself in the
brain, and also helps to avoid damaging other important structures such as blood vessels. In current
neuronavigation systems, the anatomical data is shown using three orthogonal slices that intersect
each other on the pointer tip. In this section, we explore alternative ways of showing this context. This
can be basic (Figure 4.10a) or advanced using AR [10] such as in Figure 4.10b. Here, we will discuss
the current clinical technique using slices, using a 3D model, illustrative techniques and alternative
surfaces for showing the anatomical context.

Slices In the current neuronavigation systems, navigation is done by showing one slice from every
direction [41][9][73]. These directions are coronal, sagittal and axial, as shown in Figure 1.1. Two
examples of such systems are shown in Figure 4.13.

3D One option that is sometimes shown as a fourth view in a neuronavigation system is using a 3D-
model of the head, or of the cortex surface. This does not show the T1-weighted image such as the
slices do, but it much easier to relate spatial estimations. A user study has also shown that showing
the tumor in 3D was considered helpful [73]. Figure 4.11a shows an example of showing the structures
in 3D. Instead of a model, one can also use direct volume rendering. This has the advantage of not
having to segment individual structures, but the disadvantage that a separate transfer functions needs
to be designed for each type of image. Figure 4.11b shows an example.



4.4. Anatomical context visualization 23

(a) A wireframe of the skull is a very basic context (b) Augmented reality as seen by a surgeon wearing a head-
visualization [72]. mounted display [47].

Figure 4.10: Two extreme cases of anatomical context visualization.

(a) A model of the patient’s head being used as frame of ref- (b) Direct volume rendering of a T1-weighted image, not
erence [41]. showing fibers. Generated using 3D Slicer [29].

Figure 4.11: Showing the head as context in 3D.

Alternative surface Instead of showing the anatomical data using the orthogonal slices, another
option is to choose a different surface. For instance, a slice plane that is angled differently with respect
to the head, or a different surface shape altogether. Figure 4.12a shows fibers in a context called a
Virtual Klingler Dissection, which aims to mimic an actual dissection of the brain. Figure 4.12b shows
the surface in a cylindrical shape between the viewer and the tumor.

(a) The Virtual Klingler Dissection mimics the actual Klingler dissec- (b) Cylinder surface opening the way to the tu-
tion [56]. mor [53].

Figure 4.12: Alternative surfaces showing anatomical context in a non-conventional way.
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lllustrative For anatomical context there are also illustrative examples, although these can not be
found in current navigational systems yet. A shaded model like Figure 4.11a could for instance be sim-
plified by using suggestive contours [24], or replaced by just the outline of the brain [24]. Figure 4.14a
shows an example of using the outline for context. Figure 4.14b shows another pen-and-ink style visu-
alization. This one might not be useful intraoperatively, but it does show how much detail is possible
using illustrative methods.

(a) Fiber tracts are shown as 3D hulls through the slices. Top left: Axial T1 slice. Top right: coronal T1 slice. Bottom
left: axial T2 slice. Bottom right: sagittal T1 slice [40].
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(b) Tracts are shown as streamlines and the tumor as an outline. Top left: a surgical microscope overlay. Top right:
Axial view. Bottom left: sagittal view. Bottom right: coronal view [37].

Figure 4.13: Actual neuronavigation images from Brainlab. The slices that are shown always intersection with the surgical
instrument, so whenever the surgeon moves the instrument, all three slices are updated.
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(a) Multimodal visualization using the cortex outline for con-
text [3].

Figure 4.14: lllustrative methods of showing anatomical context.

(b) Pen-and-ink rendering of fiber tract in situ [61]. It is so
detailed that it almost appears shaded.






Design

The objective of this thesis is to design, implement and test a visualization that informs a neurosurgeon
of the uncertainty in the calculated fiber tracts. This visualization is to be integrated in a neuronaviga-
tion setup so that it can be used during tumor resection. This chapter explains the design in a linear
fashion, although in reality making any kind of design is a highly iterative process.

Section 5.1 starts by establishing our design goals. In addition, we have set up some desirable fea-
tures in Section 5.2, which we will use to compare potential visualization solutions. The visualization
is then divided into two distinct parts. The anatomical context, which is everything apart from the fiber
tracts is discussed in Section 5.3. Then, in Section 5.4, the fiber tracts and their uncertainty are consid-
ered. Section 5.5 introduces some possibilities of improving the shape and the depth, and Section 5.6
concludes with ways that the user can interact with the system.

5.1. Design goals

After having interviewed a neurosurgeon, three main design goals have been set in order to improve the
intraoperative visualization in neurosurgery. These goals are showing fiber tract uncertainty, improving
the surgeon orientation, and reducing clutter.

G1: Show fiber tract uncertainty The process of tractography introduces many sources of error and
uncertainty, but without showing that uncertainty it looks like the location of the fiber tracts is perfectly
clear. During awake surgery, surgeons use electrical stimulation to find a fiber tract if they think they are
close to one, but this can be very time-consuming. Showing the tracts intraoperatively already helps,
but showing the uncertainty gives the surgeon an even better indicator on when to start stimulating.

G2: Improve surgeon orientation In standard clinical practice, the surgeon sees three orthogonal
cross-sections of the brain, called slices (Figure 1.1). From our initial interview with a neurosurgeon, we
know that it is difficult to mentally translate the three slices to a three-dimensional anatomy. The pur-
pose of medical-image-data visualization is to explore patient data rapidly and accurately with minimal
cognitive effort [52]. Making the visualization more intuitive would allow surgeons to use the system
more easily, in particular surgeons that have little experience.

G3: Reduce visual clutter Typically, the fibers are shown as opaque streamlines which are a direct
result of the tractography. If there are too many streamlines this approach can lead to highly cluttered
visualizations [5]. When that happens, the underlying anatomical context becomes invisible and the
surgeon needs to ask an assistant to turn the fiber tracts off in order to see it. Using a different repre-
sentation of the fibers could help seeing both the fibers and the anatomical context at the same time.

The main design challenge lies in the combination of adding information (the uncertainty) and at the
same time reducing clutter, as these goals are partially conflicting. A careful balance needs to be found

27
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between these goals. In addition, we have to fulfill a number of technical requirements, which are as
follows:

* Interactive framerates are required, because a fast response time is essential during surgery.

» The software should be implemented in VTK, ideally as a 3DSlicer module [29], in order to make
the results reproducible.

» The navigation interaction should be done using the neuronavigator as supplied by our collabo-
rators.

5.2. Desirable features

Neuronavigation is not a trivial task from a visualization point of view. There are multiple structures that
need to be visualized simultaneously, and often, improving the perception of one structure reduces that
of another. After an analysis of the available visualization options from Chapter 4 and putting them in
context for the surgeon tasks, we came to the following list of desirable features. These features have
then been used to choose suitable visualizations.

Point of view Because the standard anatomical slices give the surgeon an extra mental reconstruc-
tion step, it is difficult to navigate. In order to improve the surgeon orientation, we propose that a
potential visualization is done from the point of view of the surgeon [55].

Navigation Although we are looking at fiber tracts in particular, the visualization functions first and
foremost as a navigational software. This means that the surgeon needs to be able to orient him/herself
in the brain by being able to recognize anatomical structures in the data. It is very important that the
visualization tool is able to show the anatomical context well.

Reference In order to relate the 3D position of the fibers to the pointer position, the surgeon should
be able to see the location of important structures with respect to the surgical instrument (pointer). For
instance, by showing the intersection of the fibers with the slice.

Locality The closer to the pointer, the more important the information is. A good visualization should
place extra emphasis on structures that are close by, and less emphasis on structures that are further
away.

Decision The decision that the surgeon needs to make is binary: either enter an area or not. Every-
thing that is shown should directly relate to this decision. This means that knowing ‘where there is fiber’
is more important than the exact shape of the fibers. For clinical intraoperative use, the actual border
of a major white matter tract is of main interest [43], and a good visualization should aid the surgeon in
making this decision.

Operating direction The surgeon wants to know what is ‘behind’ (in extension of) the pointer, as that
is the region where the surgeon has to decide to go to. For this reason, fibers ‘in the back’ are at least
as important as the fibers ‘in the front’.

5.3. Context visualization

Before going into the fiber tracts themselves, it is first necessary to determine how the rest of the brain
is going to be shown. Missing the context would mean that the fibers are simply floating in space, which
would score very low on the Navigation and Reference criteria. For this reason a context, or frame of
reference, for all other parts of the visualization should therefore be visible at all times [24]. The ideal
context would be a single 3D view in which all relevant structures are clearly visible. An obvious can-
didate would be to use volume rendering for the context. With a properly designed transfer function,
all relevant structures would be visible. However, knowing which exact structures are important and
how to design the transfer function to show them requires a lot of medical knowledge and is beyond
the scope of this project. Moreover, this transfer function would be dependent on what type of imaging
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data is available, which can be T1-weighted, T2-weighted, or FLAIR.

Another option that also uses a single 3D view, but does not require the design of a transfer func-
tion, is a surface-based approach. This involves segmenting the important structures before surgery,
and tweaking the opacities of the structures so that everything is visible. The downsides to this ap-
proach are that again, it is necessary to exactly know what structures the surgeon should know about,
and manually segmenting many structures for each patient is very labour-intensive.

To avoid these downsides, an alternative is to not show the entire volume of data, but showing a surface
by making a cut through the volume. This surface would need to move along with the pointer, because
of the Navigation, Reference and Locality criteria. Having this surface at the pointer however, would
mean that it becomes much harder to show something that is behind the pointer (Operating direction).
Showing multiple surfaces from different angles simultaneously could alleviate this problem, which is
exactly why the three orthogonal slice-based visualizations dominate in the field of radiological diag-
nosis [52][51]. We will consider three slice-based visualization options, and three alternative surface
options.

5.3.1. Slice-based

A slice-based approach uses several views simultaneously. These could be the anatomical (coronal,
sagittal, axial) planes, but this is what we are trying to avoid in order to improve the Point of view. The
alternatives to be considered are Surgeon-oriented views, Pointer-oriented views, and a combination
of the two.

Surgeon-oriented views One of our proposals is setting a virtual camera from the point of view of
the surgeon. Moving the pointer up, down, left and right from the surgeon’s perspective moves the
main view accordingly. For the other two views, we define a top view and a side view, which are all
rotated by 90 degrees with respect to the main view. The advantage of this approach is that it scores
best on Point of view, as it is exactly from the point of view of the surgeon. However, it scores a little
less on Operating direction, as there is no view that shows what is directly behind the pointer. A side
view is shown in Figure 5.1a.

Pointer-oriented views This proposal moves the main camera along the with pointer direction, and
sets the top and side views relative to that. The advantage here is that both the top view and the side
view show (by definition) what lies behind the pointer, but then scores a little less on Point of View. A
side view is shown in Figure 5.1b.

Combination Finally, a combination is also possible which sets the cameras based on the Surgeon-
oriented view, but the top and side view slices based on the Pointer-oriented view. See Figure 5.1c.
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(a) Surgeon-oriented side view: fixed cam- (b) Pointer-oriented side view: slice is along (c) Combination: slice is along the pointer
era, slice orthogonal to the camera. the pointer, the camera remain orthogonal. but the camera remains fixed.

Figure 5.1: Different configurations for side views. The corresponding front views would be from the point of view of the surgeon,
and from the point of view of the pointer respectively.

5.3.2. Alternative surfaces

Slice images are the simplest way to put fiber tracts into context. However, they do not convey the
three-dimensional shape of structures in the T1-data [56]. We will consider three alternatives: the ladle
surface, the sculpted surface and the Virtual Klingler Dissection.
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Ladle surface The basic idea of the ladle surface is shown in Figure 5.2b. This places more em-
phasis on the fact that we are actually dealing with a 3D structure than the sliced-based visualizations
do. It scores well on the Locality criterion, because the more context close the pointer is shown. A
disadvantage is that depth perception is hindered (Reference), and it is not possible to see what is in
the extension of the pointer (Operating direction).

Sculpted surface One way of reasoning about the ideal surface to visualize, is to show the surface
that the surgeon is most likely to go next. This surfaces changes over the course of the surgery; as
more tumor is removed, different areas of the brain are reached. An option is to start the surgery
by only showing the skin surface, and make holes in the surface when the surgeon starts to reach
deeper areas. ldeally, this would make the visualization look similar to the actual state of the surgery.
A downside is that the Operating direction is not visible.

Virtual Klingler Dissection The Virtual Klingler Dissection [56] tries to follow the anatomical structure
of the data instead of the geometrical surfaces discussed above. This places extra emphasis on the
3-dimensional nature of the data, and makes it easier for the surgeon to recognize structures. The
downside is that this is a very difficult solution implementation-wise, and it is not certain that this would
work well in a navigational context.

4
o

(b) Ladle surface: the pointer

“scoops” out a part of the surface as (c) Sculpted surface: every place
if it were a ladle. When the pointer the pointer visits is permanently cut
moves, the spherical hole moves away.

along.

(a) Slice-based surface: the tip of the
pointer moves along with the slice.

Figure 5.2: Slice-based surface and its alternatives.

5.3.3. Selection

Table 5.1 summarizes the context surfaces that have been considered. The scoring is based on our own
judgement. The surgeon-pointer combined views are considered to be the best option for visualizing
the anatomical context around the fiber tracts, so this solution has been chosen. An impression of what
that looks like is shown in Figure 5.3. The actual implementation is shown in Figure 5.4.

Point of View Navigation Reference Locality Operating direction

Anatomy-oriented slices - -

Pointer-oriented slices ++
Surgeon-oriented slices ++

Surgeon-pointer combination ++ ++
Ladle surface ++ .-
Sculpted surface ++ - -
Virtual Klingler

Table 5.1: The different context visualization options that have been considered. The Decision criterion is not relevant for the
context visualization. The surgeon-pointer combination is selected as the most suitable one.
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Figure 5.3: Impression of how the context should be shown. The main view is set to the surgeon’s perspective, then the side
and top views are automatically calculated. The cortex surface is shown for extra context.

5.4. Uncertainty visualization

As discussed in Chapter 4, there is a large class of different techniques for uncertainty visualization.
The candidates that will be discussed are streamlines, transparent hulls, volume rendering, intersection
only, silhouettes/outlines, the curve box plot, point displacement and animation.

5.4.1. Geometrical models

Streamlines Using streamlines or spaghetti plots is the most basic option in deterministic fiber track-
ing, as it simply shows the tracts exactly how they are calculated. There are different rendering options
such as plain polylines, shaded lines or the little more sophisticated streamtubes [72]. All of them have
the same disadvantage though, which is that they add a lot of clutter to the visualization.

Hull/ Curve Box Plot Users are often not interested in individual fibers but rather in fiber bundles [5].
By creating a hull around a fiber bundle, you get a much simpler geometric object that causes less
clutter than the individual fibers. Alternatively, a ‘Curve Box Plot’ [38], can be created by wrapping 50%
of the fibers in a hull, and showing the outliers as streamlines.

Multiple hulls An alternative to the Curve Box Plot is to show multiple hulls, each corresponding to
a different uncertainty level. In order to see these multiple hulls, they need to be partially transparent.
Needless to say, the more hulls are added, the more complex the visualization becomes.

5.4.2. lllustrative techniques

The idea of using illustrative techniques to visualize the fiber tract uncertainty is to show them using
a sparse visual representation. This is a promising alternative to a semi-transparent display, where
the ordinal depth cues, such as occlusion and shading are hardly recognizable for a transparent sur-
face [52].

Silhouette/Outline A lot of visual complexity can be removed from a hull by only showing a silhouette
or an outline of the fiber. For instance, multiple fiber silhouettes can be used to indicate different
categories of uncertainty [5]. This is very good for showing the general shape of the fiber [21], but a
downside is the reduced depth perception.
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(b) Views after entering the skull. The main view slice is

(a) Main view from the point of view of the surgeon (left), top view (top always perpendicular to the viewer, the other two are in line
right) and side view (bottom right). The top and side view are obtained by with the pointer. When moving deeper, the pointer always
rotating the main view by 90 degrees. moves upward in the top view and rightward in the side
view.
4

A

(c) Holding the pointer at an extreme angle shows that the
top and side view slices are in line with the pointer. In prac-
tice the surgeon will not hold a tool like this.

Figure 5.4: Implementation of the context visualization. All slices intersect the pointer tip at all times.

Intersection only (2D) Another way to reduce complexity is to limit the scope to 2D: only show the
uncertainty at the slice itself. This is a good example of the Decision and Locality criteria, as the surgeon
can see that there is fiber close by, without having to know where that fiber goes off to in the distance.
When used in combination with the pointer-oriented top and side views, it also show exactly how far
off the fiber is in the Operating Direction.

5.4.3. Other techniques

Volume rendering Volume rendering is also a valid option for uncertainty visualization. This does
require having an uncertainty volume, which is an assumed input in this thesis. It must be noted that the
quality of a volumetric representation depends on the data resolution, and, depending on the transfer
function, can lead to visual clutter [5].

Point displacement Another possibility is to render the fiber surface as a collection of points, and dis-
place the points along the surface normal by an amount proportional to the uncertainty at that point [20].
The downside is that it creates a very noisy-looking image with a lot of visual complexity.

Animation Finally, animation can be used to show the uncertainty. For instance, using vibration [6]
or animated textures [21]. The downside of this is that it can be quite distracting for a surgeon.

5.4.4. Use of color and transparency

For showing the uncertainty in fiber tracts, one option is to use light-to-dark coloring with a constant
(low) opacity [5]. On the other hand, it is known that saturated colors attract the attention to a higher
level than unsaturated colors [21], so it makes sense to color more certain regions with a more saturated
color. If the fibers are more certain, then it also makes sense to have a higher opacity. In particular,
the intersection of the inner fibers with the slice do not need to show MRI data as the fiber is the most
important anatomical feature at that point (Decision).
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5.4.5. Selection

Table 5.2 summarizes the uncertainty visualization techniques that have been considered above. In-
terestingly, the 2D intersection with the context plane scores high on many of the criteria, despite its
simplicity. For this reason it has been chosen as the main encoding for uncertainty. Since this does
not show the general direction and shape of the fiber, the outline is chosen to be visualized as well.
See Figure 5.5 for an impression, and Figure 5.6 for the implementation.

Navigation Reference Locality Decision Operating Direction

Streamlines -- -- .-

Hull / Curve Box plot - + +

Multiple hulls - + +
Silhouette/Outline ++ +

Intersection only (2D) ++ ++ ++ ++ 4
Volume rendering + +

Point displacement - - -

Animation -- -

Table 5.2: Different uncertainty visualization options that have been considered. The Point of View criterion is not relevant for
uncertainty visualization. The intersection with the surface has been chosen for uncertainty visualization, and and outline is
chosen to indicate the general fiber direction. *Only in combination with the pointer-oriented side/top view.

back s

Partial 3D hull

Outline
front side

Figure 5.5: Impression of the uncertainty visualization. The uncertainty is shown for three levels, at the slice plane. The central
level is also shown as an outline with a solid color at the front side of the slice, and dotted on the back side. The only 3D surface
is the partial 3D hull, close to the pointer. This surface is shaded in the actual implementation.

5.5. Shape and depth cues

A potential problem with the current visualization is the very limited amount of shape and depth queues.
There are multiple ways to improve depth perception without changing the entire visualization strategy.
The ones discussed below are either line-based, surface-based or motion-based.

Line-based The shape perception of the fiber can be improved by not only showing the contour of the
fiber, but some sharp interior edges as well. Examples on how to do this is by using interior contours [44]
or suggestive contours [13]. A way to improve depth perception using lines only could be done setting
halos around the lines, and adjusting the width of these halos as a function of distance [17]. That does
require dense line data, which is undesirable in this case.
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(b) Transparent hulls together with the out-

(a) Three levels of intersections with the \
line of level 3.

slice and the outline of level 1.

Figure 5.6: Implementations of the uncertainty visualization. The opacities of the intersections and hulls may be adjusted.

Surface-based Surface-based cues include shadows and shading. Shadows are difficult in this case
because of the lack of a suitable surface to cast the shadows on. Shading, such as Phong shading can
be used to improve the depth and shape perception of the fibers [16]. As a trade-off between showing
the full shaded fiber hull and not showing it at all, it is also possible to show a partial surface hull. The
idea of using this comes from a VR-setting (Figure 5.7), in which a user is also warned when nearing
a dangerous area. In our context, instead of rendering the full hull, we clip the fibers using a sphere
centered at the pointer tip. This also has the advantage of only showing the fibers that are close by
(Locality). An example of showing multiple partial hulls simultaneously is shown in Figure 5.8.

Motion-based Finally, a lot of shape and depth cues can be achieved using motion. In particular,
the motion parallax, the kinetic depth effect, and the perspective projection while in motion [52]. This
advocates the use of pointer-oriented views, as that brings a moving camera for free.

(a) When nearing a dangerous area, a part (b) When moving closer, the potential area (c) When moving even closer, the circle
of the virtual grid lights up in red. of impact is shown using a circle. widens.

Figure 5.7: The inspiration of the partial surface hull comes from the ‘Guardian’ feature of the Oculus Quest VR glasses. It works
very well for showing the location of a dangerous area.

Distance meter As a final tool to help the surgeon see the current distant to the tracts, an additional
view is added which shows exactly that. Since the ‘distance to the tract’ is not exactly defined because
of the uncertainty, the distance to each individual level is shown. Figure 5.9 shows the initial design,
and the result is shown in Figure 5.10.

5.6. Interaction

User interaction is an important aspect of this visualization, as the surgeon is not able to use a mouse
and keyboard while operating. Different interaction configurations are discussed below.

Neuronavigation system The main way to interact with the system is to connect to the neuronavi-
gation device and move the pointer. This is the most straightforward method, and results in the views
as shown in this chapter.
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(a) When moving close to a tract, the inner- (b) Moving closer, the center hull becomes (c) Moving even closer, all three levels are
most hull is shown first. visible too. shown.

Figure 5.8: The partial surface hulls only show when the pointer comes close to the tract. This is done both to avoid cluttering
the views, and to give interactive hints on where the hulls are located with respect to the pointer. Which levels are shown, as
well as the size of each of them may be adjusted.
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(c) Moving closer still, the pointer has en-
tered the low-risk region, while the mid-risk
and high-risk areas are at 0.5 and 1.5 cmre-
spectively.

(b) Moving closer, the low-risk region is at
2.5 cm while the mid-risk region is still at 3.5
cm.

(a) The pointer is about 3.5 cm away from
the low-risk region.

Figure 5.9: The distance meter shows the current distance to a tract. The saturated color corresponds to the high-risk region,
where the fibers are most certain. The line at the top of the meters represents the pointer.

Camera mode This is an alternative viewing mode which does not fix the position of the camera from
the main view. In this case, the virtual camera is place right behind the pointer in the main view and
moves along with it. In practice this means that the physical surgeon instrument becomes a virtual
camera. This is a useful feature to have at the start of the surgery, to set up main view by pointing at
the patient’s head from the surgeon’s point of view.

Record and replay Apart from using the system in a live environment (which requires a neuronavi-
gation device), it is also possible to record the location of the pointer so that it can be played back at a
later stage.

Mouse and keyboard This is the mode we used most during the development of the tool, and is useful
for anyone wishing to try it out. The mouse can be moved around in the main view, and the pointer
follows along. Moving deeper is done by scrolling up, and moving out by scrolling down. The ‘W’, ‘A,
‘S’ and ‘D’ keys are for rotating the pointer upward, leftward, downward and rightward respectively. The
‘Q’and ‘E’ buttons can be used to rotate the pointer along its own axis and is only used in camera mode.
Although mouse and keyboard is not as intuitive as using the neuronavigator, it does allow putting the
pointer in all possible positions.
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Figure 5.10: Full user interface including distance meter on the right. The intersections are shown of all levels, the outline and
partial hull of the third level only. The distance meter can be a considered a simplified version of the top view, with the pointer
just entering the level 3 zone. The pointer at the bottom of the distance meter remains stationary while the three uncertainty
levels vary according to their distance.




Evaluation and discussion

In order to evaluate the effectiveness of the design, a neurosurgeon is asked to try out the system. The
anatomical and fiber tract data from an anonymous person was used and registered to a phantom head.
The setup is shown in Figure 6.1. First, the system was demonstrated and the possible configuration
options were shown. After that, the surgeon got some time to familiarize himself with the system.
Then, the surgeon carried out a task using different visualization options, and finally we conducted an
interview to assess the effectiveness of the visualizations. The whole session was video-recorded, the
navigation monitor was recorded, and location of the surgeon pointer as well.

(b) Surgeon performing a task using an external
monitor.

(a) StealthStation running the stock software.

Figure 6.1: Setup for the evaluation. The Medtronic StealthStation S8 was used for tracking the pointer.

6.1. Task

In a real tumor surgery, the main objective is to maximize the extent of resection while minimizing
morbidity [45]. During an awake surgery, electrical stimulation is used to verify the existence of fiber
tracts. In this task, a phantom head is used instead of a real patient, so electrical stimulation is not
possible. For this reason, the following risk-regions have been defined for the fiber tracts:

» The high-risk region (level 1) must be avoided at all cost, as entering that region is certain to
cause neurological deficits.

» The mid-risk region (level 2) has a chance to cause neurological deficit, and should be avoided if
possible.

» The low-risk region (level 3) is considered safe and may be entered. It serves as a warning area
for the mid— and high risk regions.

37
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The task of the surgeon is then to reach as many areas of the virtual tumor as possible, without touching
the mid— and high-risk fiber regions. This task is repeated a number of times, with the following visual
configurations:

» With the transparent hulls enabled (Figure 6.2a)
» With the partial hulls enabled (Figure 6.2b)
» With the intersections enabled (Figure 6.2c)

The low-risk fiber outline is shown at all times.

(a) Transparent hulls. (b) Partial hulls. (c) Intersections.

Figure 6.2: Three different visualizations in which the surgeon had to perform the same task.

6.2. Design validation

After doing the task, we conducted an interview with the surgeon. He was most surprised with the new
views and liked the fact that the main view was now aligned with his own point of view: ¥ think it is a
very good approach towards a new view on where the structures are’. About the top and side views he
was a little less enthusiastic. This was partially because he had difficulty recognizing the anatomical
structures with the different orientations, and partially because he had to look at the different views
sequentially. He put this in contrast to how he looks at the conventional neuronavigation system, which
also has multiple views, but which he perceives as a single image. In cognitive psychology, this process
is known as chunking [25], and is gained with years of experience. He anticipated a long training period
for others to get used to this system, but admitted that the same holds for the conventional system.
‘With some training, yours might be preferable’. For making the system more intuitive, he suggested
using a single view in which the fibers were visible in the depth.

Overall, the surgeon was happy with the uncertainty visualization, but he suggested using two lev-
els of uncertainty instead of three. This would still make surgeons aware that the uncertainty exists,
but is easier to interpret. Especially the distance meter was a helpful tool in performing the task, as
it serves as a warning system that they are currently lacking. An improvement to the distance meter
could be integrating it more closely with the main view, as he had to shift his attention between them.
One suggestion was to let the pointer serve as a distance meter.

From the three visualization options that he tried, he found that the task was easiest using the in-
tersections as the location of the tracts was very clear. With that came two footnotes: he had already
practiced with the other two before that, so he was more familiar with the system. Furthermore, he
noted that for clinical use, having the tracts in 3D would be more beneficial. He preferred using the full
hulls over the partial hulls, but only because the partial hulls were too small. Especially when multiple
fibers are visualized, having the partial hull(s) would make sense: ‘You don’t want to visualize them all
at the same time. | think that it is a very good approach’. The outlines were effective in showing the
general shape of the fiber, but he was not sure how well it would work using multiple fibers. A potential
solution for this is having a partial outline similar to the partial hull, by only showing the outline that is
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near the pointer. When asked about possible other applications for the system, he suggested anatomy
training for medical students. The full interview can be found in Appendix B.

6.3. Discussion

The design goals for this visualization as stated in Section 5.1 have largely been achieved. Fiber un-
certainty is shown successfully using different methods (G1), and clutter has been reduced using only
outlines and partial hulls instead of streamlines (G3). Whether the surgeon orientation has been im-
proved with respect to the classical system (G2) can only be said for certain after more practice and by
having the visualization side-by-side with the classical system during a surgery.

That being said, during the evaluation the surgeon mentioned multiple times that he would rather have
a single view in 3D that contained all the relevant data. A single 3D view was considered during the
literature study (Section 4.4), but it makes context visualization much harder. One option is direct vol-
ume rendering, which casts rays through the data volume and gives some weight to each of the data
points it encounters. These weights, or the transfer function, must be designed in such a way that all
the relevant structures are visible. That would be a very interesting project by itself, but out of scope for
this one. Anther option is indirect volume rendering. In this approach, all the relevant structures have
to be segmented and shown as 3D surfaces. This is a time-consuming task that would have to be done
for every patient, but if in can be automated it is a viable option. In either case, the ideal visualization
would not need to use any slices.

Another limitation is the fact that the evaluation has only been done by showing the corticospinal tract
while during surgery multiple tracts are shown. The assumption is that by clipping the fibers locally us-
ing the partial hulls or a similar technique, the overall visual complexity does not increase significantly,
but this is yet to be evaluated. As for the partial hulls themselves, we recommend only showing one or
two single uncertainty levels using this technique, and with a bigger radius. Three levels did result in
some visual clutter and did not improve the overall experience.

Finally, the task was carried out using a phantom instead of a real person. Even though this did not
matter for the visualization, it is completely different from a real surgery. The surgeon could freely move
the pointer through the hollow head, which would be impossible with a person. In order to get a better
understanding of the intraoperative benefits, the system should also be tested intraoperatively.






Conclusion

In this design study, we created a new visualization that allows neurosurgeons to see the uncertainty in
fiber tract data during surgery. Knowing this uncertainty is relevant because it will influence a surgeon’s
decision to enter certain regions. We started by first obtaining relevant medical background, after which
we conducted an interview with a neurosurgeon and visited a surgery. When we had a clear picture of
what tasks a surgeon has to perform, we reviewed relevant literature in the fields of fiber tract visualiza-
tion, uncertainty visualization and context visualization. This is a unique combination, as intraoperative
uncertainty visualization of fiber tracts has not been done yet in the current literature. In the design
process, we weighed desirable features of existing visualization techniques and also added two new
ones. We implemented the design and integrated it with a neuronavigation device. Finally, we evalu-
ated the effectiveness of the visualization with a neurosurgeon.

What made the design challenging was incorporating our limited knowledge of the medical domain.
The brain is a highly complex organ and we were tasked with showing the relevant parts of it to a sur-
geon. In the process, we had to learn about MRI scanners, surgical practice, neuronavigation, and the
visualization platforms 3D Slicer and VTK.

Our three design goals were showing the fiber tract uncertainty, improving the surgeon’s orientation
and reducing visual clutter. We have successfully shown fiber tract uncertainty to a neurosurgeon using
(partial) hulls, intersections and a distance meter. For improving the surgeon’s orientation we showed
the anatomical data from the surgeon’s point of view, as well as adding top and side views. For reduc-
ing the visual clutter we have chosen to show a fiber outline to indicate the general shape, and partial
hulls to indicate the position of the tracts.

Our main contribution is creating awareness for the need of fiber uncertainty visualization in the oper-
ating room, by opening up a new area for research. Furthermore, we created two new visualization
techniques that may be used intraoperatively: a partial hull that is only shown when a surgeon gets
close, and a distance meter that serves as a warning tool. Finally, our implementation is made as a
module in 3D Slicer, which allows others to try it out as well.

In Chapter 1, we introduced the following three research questions:

Does showing an alternative viewing surface, as opposed to the orthogonal planes, help with the sur-
geon’s orientation?

The surgeon confirmed that the new point-of-view was definitely an improvement. However, having
top— and sideviews proved to be less intuitive than anticipated. Our suggestion is to move away from
surface-based representations altogether and focus on volume rendering. This is challenging, but will
likely lead to better results.
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How does the fiber tract visualization along with uncertainty information help surgeons in the neurosur-
gical workflow?

In the words of the neurosurgeon: ‘you need to raise awareness among surgeons that it is just visual-
ization of statistics’. By showing uncertainty information, surgeons become aware that position of the
fiber tracts is not known exactly. Moreover, the fiber tract uncertainty is larger in some areas than in
others. Knowing this allows surgeons to make better decisions on when to start electrical stimulation,
or in which areas to operate. This can save time during surgery.

Will only showing select illustrative features be sufficient in conveying spatial information?
Neuronavigation needs a complex visualization because the brain is a complex organ. Using illustra-
tive features simplifies fiber tract information while still showing enough to be useful. In our case, the
surgeon perceived general shape of the fiber using the outline only.

The next step is to try out our visualization using different measures of uncertainty data in order to
establish the generalizablilty of our work. Our focus has been on uncertainty visualization, not un-
certainty estimation, so it is important to verify that it also works for other inputs. Then, an extensive
clinical trial should be held. The safest way to go about it is to show the new visualization alongside
the commercial one and see what features surgeons really like. Finally, a collaboration with a medical
technology company will allow incorporating the new visualization into their system so that everybody
can benefit from it. Another way society can benefit from this work is by including it in the educational
program of medical students, allowing them to learn the anatomy interactively.

We found that there is a need for the visualization the of fiber tract uncertainty during neurosurgery.
Adding this uncertainty is important because ultimately, it will help surgeons to save lives.



Surgeon interview

Below is a full transcript of the neurosurgeon interview. The interview was conducted on December
13 2021 at the ETZ hospital in Tilburg.

What means do you have to interact with the the fiber tract visualization during the operation
(e.g. mouse, foot pedal switch, other people)? | would ask the nurse to use the mouse. Although
sometimes, we have a mouse in a sterile package so that | can use the mouse myself. We can also
track the CUSA, the system with which we remove the tumor. That interacts with the software and is the
most important one. If we want to change the settings, we have to ask the nurse. How about the foot
switch? You can use the foot switch to freeze the screen. Normally you are using the pointer, and you
can then press the foot switch so that you have all the time to examine the screen. What kind of settings
can the nurse change? It is mostly very basic things, like changing the contrast or the brightness of the
screen, and adding new tracts to it. We have multiple tracts, like the AF or corticospinal tract, and you
can visualize them or not. Sometimes all of these tracts overlay over the tumor so you can'’t see the
tumor any more, so then | ask the nurse to remove it.

Actually, the Stealth system has a tracker which is rigidly fixed to the patient. On that tracker there
are some options to steer the navigational system, to zoom in and to zoom out. You have to point
to these controls and then you can zoom in and zoom out, but actually we never use them. So it is
possible to use the pointer to have some basic functionality.

In which situations during the surgery do you need information from the navigation monitor?
Let me ask the question back to you. You saw us interacting with the navigational machine during
surgery. What was your observation on how we used it? [ had the feeling that the important tracts
are not visible in the microscope, as they look indistinguishable from the other white matter. (There
is no information in the microscope, correct). So the idea that | got was that you have your tool, you
see where it is with respect to the fibers on the screen, and then you relate it to what you see on the
microscope, so you now that a certain location is close to the tract. We continuously look at the screen
to see where we are in the brain in relation to the tumor, and all other sorts of critical structures like
blood vessels. So even without the fibers you are continuously updating yourself in knowing where
you are, and we are virtually extending the pointer so that we know in what direction we are moving.
So that is the information that we get from the screen, and on top of that we can add the fibers. You
are mentioning blood vessels as well? A normal MRI is with contrast, for instance, so you see the
large blood vessels, and you see the tumor border. You have to know where in the brain you are, and
where you are moving towards. That is the most important information that we get from the navigational
system. On top of that, we add functionality by adding these fiber tracts, which are important functional
structures. Because as you said, you can’t see the difference in the microscope.

How often do you look at the monitor? | don’t really know myself, but why is this a relevant ques-
tion? This question is related to what you said about freezing the screen, as you are not able to see the
microscope and the screen at the same time, even though you might wish to. Sometimes you are with
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two people, so one is operating and the other is also looking at the microscope, but also continuously
looking at the monitor, telling the other which structures he or she is approaching. So that is also a
possibility. So | don’t know exactly, but in our case we are looking very frequently. Is there a specific
scenario in which you need to have a second person to continuously monitor the screen? That is when
we are moving towards certain structures that we know we should avoid. The more you approach them,
the more you want to have feedback.

What do you need to setup in advance to achieve the visualizations you want? Think of things
like registration. Registration is the only step we need to start navigation. How about settings? We
have fairly standard settings, which are actually very old-fashioned, because these three orthogonal
planes which are not the three planes which you are thinking in anatomically, because you are viewing
the brain from a different angle. So you have to look at three orthogonal planes which is actually very
strange, because at least you want to have a plane that is the plane in which you are looking, but we
don’t see that. We always look at the standard manner that you visualize your MRI scan. Do you ever
use the 3D view? For planning the trajectory we also have another view, the 3D view, that we do use.
We use it when we open the skull. When you look at the brain, you see the sulci and the gyri. Then we
look in 3D to the same position, and then you can recognize the same structures. It is sort of a check.
You then put your navigational pointer to a certain structure, for instance a gyrus or a sulcus, at the
surface, you can see that also in the 3D view. That is a reassuring step that you know at least that you
don’t have too large of an error. There is always the possibility of an error in the system, so | always
check whether this matches with my expectations. How do you get the system to render the outside
of the brain? You have to make a 3D model of it. So our personnel does the tractography, import the
tracts, and also do us a favor by making a 3D model of the brain. It is a module within the Stealth, you
can best use the FLAIR, and then go to models. You have your 2D and 3D options. If you look at 3D,
you can make your own model of your FLAIR. Then it automatically strips the skull. | think this 3D view
is very helpful, as a check.

What are the limitations of using the orthogonal views? If | am looking from a certain angle to-
wards the brain while removing the tumor, then it would be perfect if | would have a 3D view with in
the depth the fiber tracts that are coming up. | think that would be very intuitive for us because now, |
virtually extend the pointer so | know at least the direction I'm looking in, but | have to infer that from
these three orthogonal planes. Sometimes during surgery, it is very difficult to see what exact angle
you are facing. So in 3D, transparent with in the depth the fiber tracts that you are going to approach,
or some other critical structures, | think that would be very valuable.

About the projection that you mentioned, do you prefer to navigate the instrument tip, or navi-
gate the projection? (Figure A.1) | navigate the instrument tip. If you don’t extend the pointer, you
get a cross, and you see at what point you are. Not everybody is doing this, but | extend it because |
want to know the direction I'm going. You have to look out with navigate projection, because then you
are extending your pointer with, say, four centimeters, and you navigate your projections. We use this
for instance when we want to insert a drain in the ventricle. You can image that if you point towards
it, you don’t know if you end up in the ventricle. So you virtually extend this, and then you point to the
skull, you can see where you end up. So for some situations this is very useful, but for seeing where
you are, this is very very tricky. How do you use the navigate projection during a ventricle drain? In
that case, you are not very interested in where the tip is, but you want to know where the tip ends up.
Then you can use the virtual extension. So you just use it to determine the insertion angle? Yes, for
that it can be useful. For tumor resection where you want to know where you are, that is not useful.

How much do you trust the fibers’ accuracy? | have to tell you a story to give you a sense of why
we sometimes trust it. There is anatomical knowledge about certain fiber systems that we know the
function of. Mainly these are fiber systems that connect what we call primary cortical areas, such as
the motor cortex. Obviously a large part of the brain is involved in the motor function, but the primary
motor cortex is like the end-zone from where projections go to your muscles. We know that if there is
damage to this fiber tract, coming from the primary motor cortex, we know that the damage will probably
be permanent. This is opposed to other tracts that you can damage without any clinical deficits. So
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Projection : 50.0mm
(a) When using navigate tip, the slice that intersects the pointer tip (t?) When usi_ng navigat_e projection, the slice that intersects the
is shown. virtual extension of the tip is shown.

Figure A.1: Navigate tip and navigate projection. The blue rod represents the physical pointer, the yellow rod represents a virtual
extension.

there is the motor fiber tract, the optical radiation, and there are two fiber tracts for language for which
there is evidence that if you lesion them, you get severe deficits. So what we did in the beginning when
we had this new tool, tractography, with an unspecified error, was to get some experience with cases.
We started with these four fiber tracts, of which we know that we could find them in the OR. We can
find the motor tracts, so we have a form of validation. You can stimulate the motor tract. Same for
vision and language, they can be found during awake surgery. So what we did over the years, we have
done it for about eight or ten years now, is that we started putting these in the navigational machine,
using them in awake surgery. You have to know that awake surgery is also a procedure which in itself
has errors. But if you stimulate some part of the brain, and someone gets motor deficits or language
deficits, you at least know that you are in the vicinity of important areas. Over the years we have built
the experience that we can find these tracts within a certain margin. We got some reassurance that this
really meant something real. We don't trust it to the millimeter, because of uncertainties with diffusion
MRI and tractography, and also because the navigational error adds up to that. So anywhere within
one centimeter of such a tract, we will start stimulating. But in our experience, if the tract is about a
centimeter away from the border of the tumor, we trust it now, at least for the four tracts, and we don’t
do it awake any more. So we have some level of confidence. So one centimeter? Yes, that is sort of
a guideline. That can vary, obviously, if tumors have a lot of mass effect or if we don’t see the tract
because it is very difficult to image. Then you know if patient has no deficits while perhaps the tract
is there (false negative). Then again, in most cases it will work. So what we did, is we implemented
these four tracts into a clinical protocol and we have people that will do the analysis. And now we try to
automate this, and are adding new fiber tracts to it. We are currently interested in a fifth tract and are
now building up experience with it in the same way that we did with the other four. So just imaging a
tract, putting it in a navigational system and saying to a surgeon ‘OK, this is a tract’, | think that is fairly
useless. You have to have some a priori knowledge of the tract, of the anatomy, and preferably also
experience in awake mapping. And that is gaining more and more evidence.

So you decide to operate under anesthesia when the tumor is sufficiently far away from the fiber
tracts? Yes. Here | have a case where the border of the tumor is more or less a centimeter away
from the corticospinal tract, so the motor tract. In this case we did the surgery not awake, because it
was fairly distant from the tumor border, within the margin of error. Here is another case of how you can
use tractography. Here are three glioma patients before surgery. All of them are low-grade gliomas,
but in two of the cases the tract is running through the tumor, and in the third case the tract is displaced.
So you see that the tumors have different behavior. Sometimes there is predominantly mass effect that
are pushing away the tumor. Sometimes there is no mass effect, but the tract is just running through
the tumor. Pathologically they are all the same tumors, low grade gliomas, but they have a different
meaning. The one where the tract is running through the tumor you can’t get out. When we stimulated
the tumor in that case, we found that the tract indeed did run through the tumor. So it has a predictive
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value before surgery as well. In the other two cases we could take it all of the tumor out. So fiber
tracking gives you additional information about the patient, and you can decide to leave a remnant
of the tumor in. We have a number of cases where we confirmed this. That is another way of using
tractography data, not during surgery but before. During surgery, when you are approaching a certain
tract, you start stimulating.

Can you describe a recent situation in which neuronavigation influenced your decision-making
during surgery? We dare to operate cases under anesthesia, so not awake, because of our experi-
ence with tractography. On the other hand, it gives us information during surgery so we can speed up
the procedure and know when we have to stimulate. Can you explain why it is sped up during surgery?
Because you have to remove this part of the tumor, and it is a very big tumor, and only when you
are here in the depth, when the tumor is out, then you know that there is a tract running underneath
this tumor. So you can remove a big part of the tumor and then start stimulating where the tract is. It
gives you directions that in the other part you don’t have to worry because there is no tract there that is
relevant for surgery. It is like navigation with extra information regarding the surroundings. When you
talk to other surgeons, they will say that they know the tract is there because of anatomical principles,
they should run through this and that corridor. That could be, people that have all the anatomy in their
head. Still, I think for most surgeons, it would be very beneficial to have as an add-on this information
available because it is just anatomy which is very useful to you.

During the surgery, how do you validate that the navigation is still correct? Sometimes you
have a tumor border that is clearly visible. If you are working along the tumor border, and you see
on the navigation system that you are still along the tumor border, you know there is not much shift.
Sometimes you enter the ventricle. Then, too, you check with the navigation system if you are indeed
in the ventricle. There are some known anatomical landmarks that you can check with your navigation.
Not always, but they are there sometimes. You can use them to check, at that moment, how accurate
the system is. It is not always possible though. And say there has been a big shift, how do you
compensate for that? Some people say that if you want to use tractography during surgery and you
have shift, it is useless. | think that that is not true, because if you have shift, still you know in what
direction you are working. And you still know that you are going to approach a tract. And if there is
reasonable evidence that there is a big shift of about a centimeter, then you start stimulating a centimeter
or one and a half centimeter before, but you are still orientated. This is because it is fairly predictable
in which direction the brain will shift. The directional error is not too much, so you always now what you
are going to approach. Whether or not is has shifted a bit, you can correct for that in your head, by just
stimulating earlier than you might do if there is no shift.

Are there situations in which you would like to look at the monitor but are unable to do so? Yes,
| would like to have all the information in my ocular, like a heads-up display, but we don’t have that.
Actually, if you want you can display some information within your ocular, but then you have to segment
structures. So you have the focus of the microscope, and within the plane of the microscope you can
project contours with a laser. But that is not in 3D, so | would never use it. | don’t think it is very useful.
Ideally you would have a heads-up display so that you don’t have to look at the navigational system,
you can see it in your live view. You can have some information in the microscope. If you segment the
tumor, you can see the segmented tumor in the focus of the microscope. Ideally | would have through
the microscope an option, like a switch, and see the 3D surroundings as augmented information in the
system. Then | don’t have to look at the screen. But that is not there yet.

Are there situations in which you would like to know where the pointer has been previously?
That is an interesting question. Not for the resection itself, | guess. No, because why do you use the
pointer, you use it to pinpoint the markers, the snapshots of the markers. If we would have coordinates
of these markers, that would be very interesting for us. The markers? For our research, if we stimulate
the language tracts, and if we have the coordinates in the MRI space of the patient, we can then
quantify the relationship between the pointing device and the actual tract. For research purposes you
can imagine that would be very helpful for us. You can already do that, right? We don’t have the
coordinates for that. We'll have that, perhaps with the SteathLink. What we do now, is that we take
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snapshots, and are busy writing an algorithm that matches the snapshots to the actual coordinates of
the MRI. How about where the pointer has been, in a more short term, like 30 seconds? | don’t see
any benefit in that.

What would the ideal system look like for you? You have two different types of users for the
system. There is me, I'm a bit experienced, because | use this tractography, | do research with it, and |
know what these tracts mean. But many colleagues of mine don’t have this experience and | still want
them to use this system. So ideally, that should be a completely automatized system with the tracts
imported in it. And also, which is the difficult part, some kind of warning that it is not ‘what you see is
what you get'. It is the result of a complex mathematical procedure, these nice fiber tracts. It is not like
a dissection of anatomy. Ideally they are both the same, but they are not actually. There should be
some visualization measure that people automatically realize that there is a margin of error around it,
could be false negative, false positive etc. but still | think the information is beneficial for them. So the
ideal system would be a system where the user would not have to do the analysis. If you now buy a
commercial system, like the Medtronic, you have to get the MRI from their Philips scanner, you have
to import it with the diffusion MRI, and then do the tracking yourself and import it in their system. Then
everybody does his or her own tracking, but most people don’t have the knowledge to do it properly. |
think that for these users, and that is 90 to 95 percent of them, it should be a completely automatized
system, with also some sort of a warning (about the uncertainty). Then you have the expert user, who
always wants to push further, who is able to tweak the results. That would be the ideal situation.

What kind of tweaks are you thinking about? Well, you know that the tracts are not always correct,
forinstance in the case of edema. You have to manipulate the FA value or the parameters of the system.
So you can imagine that if you don’t get what you expect, then you want to see for yourself whether
or not you can do better. But basic stuff, like the basic four or five tracts that we have experience
with, these should be automatized, and for new ones that we want to gain experience with, you need to
have some options that we can do the analysis ourselves. It would be good for you to visit our radiology
people to see how they do the tractography. You see that they have to push all sorts of buttons, like first
doing registration, then select the region of interest, and so on. We have a protocol, but sometimes, for
example in the optical radiation, they know they have to tweak some parameters to get a better result.
And in terms of visualization? | would like to have a visualization in which | do not only see the tracts
on the orthogonal planes, but | would like to have the brains transparent, with the tracts in 3D, so that
if | navigate and I’'m looking in a certain direction that | can see what kind of tracts | am approaching.
That would be very beneficial to me, because that helps us enormously in anticipating where in the
depth these tracts are coming up. Do you think that would save time during surgery? | think that would
make my life easier, perhaps that saves time too. But | sometimes find it difficult from the orthogonal
planes, and would be easier with a 3D view. That would be beneficial to us. Perhaps the Stealth also
has a 3D mode because you can also see the tracts in 3D. | actually never used it, because this mode
is not so good. You should look at what they are offering now. What is not good about it? They have
this spaghetti mode, but it does not blend. It is either on or off so if you have three tracts it all adds up
and you can’t see anything anymore.
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Imagine having no practice with either the standard system or with this one. Would you prefer
having the main, side and top views, or would you prefer the standard anatomical slices? In
your visualization, the side and top views are also depending on the surgical view. That means that with
every patient, and every time you change the microscope, your view changes. With the old system,
the view stays more or less the same every time you change the microscope. | don’t know what the
best solution should be as that also depends on other factors, but my guess is that the new system has
a long learning curve. It is really difficult for me to say right now.

Is the difficult part that the anatomy looks different? Yes. Your immediate orientation towards known
anatomical structures is more difficult in your setup than in the setup that we are used to because we
have looked at that for ages. So it is not to say that your version is “less”, but | think it needs a learning
curve and training to see what people would prefer. Right now | really cannot say what the best method
is. Before surgery, we can see when a tumor is close to a certain structure, and we have that same
view intraoperatively. Your visualization would change every time | change the microscope, and all the
screens would look different. Having one 3D view that never changes could help.

You can compare it to a car navigation. One possible view is having north always up, and another
one is having the driving direction to be always up. When you are used to navigating on one of these,
it might be difficult to navigate using the other one. These things should be tested in practice. | think
it would be a good idea to have two screens in the OR. The classical screen, and when we have
time, we do ten minutes in your setup. This would get you new feedback, and perhaps there are a lot
of advantages in this new view. That is, if you provide enough anatomical orientations, because the
difficult thing is having a different orientation every time. When | look towards the classical screen, | see
myself approaching the tumor because that screen is not changing and my pointer is the only variable.
In your system there are two variables: the orientation of the anatomy, and the pointer. Perhaps it
is better that the views are automatically aligned with the surgical microscope. You did some great
visualizations, but it needs practice.

Compared to what you are used to, was navigation easier or more difficult? In both methods, it
can be difficult to orientate yourself. The relation of the old system towards the anatomy is not one-to-
one. The benefit of your system is that once we get used to it, it aligns with the view that you actually
see. In the end, this could be very beneficial, but it depends on the situation and how we experience
it in surgery. There is not one answer, but | think it is a very good approach towards a new view on
where structures are.

Which task had your preference? The one which only showed the intersections. It could that that
one was easiest because | had already practiced with the other two before that. The one with the partial
hulls was the most difficult one. Why was it most difficult using the partial hulls? Because you see less
of the tract.

When using the tract intersections, was the location of the tracts clear? Yes, they were clear.

49



50 B. Evaluation interview

Did the transparent hulls give a good perception of the location of the tracts? Yes, but just as
with the other tasks, | also peeked on the other two views. | was continuously going around on these
screens. For some reason, when we are looking at the old system, we take in the image as a whole.
I’'m not used to your visualization, so | have to sequentially look at the different views. That is what
makes it difficult right now, but with some training yours might be preferable.

Would you prefer to have the transparent hulls or the streamlines? | think the hulls are a very
good visualization, because they show the uncertainty. Perhaps in two colors instead of three, because
this is just one fiber tract, and normally we have four or five.

Would you prefer the intersections or the transparent hulls? The intersections make the task
easier, but in real life, | guess you need the hulls. | want to see this 3D structure emerge when you
approach something. In the end | would prefer a 3D view in which you see the fibers come up in the
depth. These hulls would be important for that, not just the intersections. Perhaps they made the task
easier for me because I’'m not practiced with your system, but in the end you need them in 3D.

Do the intersections show the fiber uncertainty at the most important location? Not necessarily,
because it could still be very far away from the pointer. When the fiber curves below the pointer, it shows
up at the sides of the intersection, but could run right below the pointer.

In that case, you would also see it in the other views as those are also intersections. If the tract is
in line with the pointer, you would see the tract coming up on the other two views. For some reason |
think we have to move towards an implementation with one view that is most important, and perhaps
some side views. Now | have to pinpoint between all of these views.

Was the outline effective for the shape perception of the fiber? Yes, but I'm not sure if it would
work if there were more fibers.

Would you prefer to see all the streamlines, or only the outline? In that case | would prefer all
the streamlines, because this shape would imply that if there are one or two outliers, this shape would
include them, right? No, the outline comes from one of the uncertainty hulls, so if the hull does not
include the outlier, then neither does the outline. The other one might have too much information,
because you want to also have information on where the true fiber tract is running. This is also giving
you the uncertainty, so it is actually an overestimation of where you want to be. Just the outline would
not be good for me, | think.

Did the partial surface hulls give you a good perception of the location of the tract? It is difficult
to give a definite answer on that after such a short period of practice. It could be a nice method to
visualize when you approach something, but then again, we have to see it in real life. It has potential,
in particular when there are a lot of tracts, and you don’t want to visualize them all at the same time, so
you don’t get distracted. When I'm working in a certain area, | could choose to only visualize the fiber
when I'm coming up to it. | think that it is a very good approach.

Would you prefer the streamlines or the partial hulls intraoperatively? |do not really know. Per-
haps as an option, because it is so much information all the time, and when you concentrate on re-
moving the tumor, you could have an option to only see the tract when I'm approaching it. Then | can
concentrate on the task of removing the tumor, why not?

Did the distance meter help you in performing the task, and would it be helpful in real surgery?
Yes, it did help me in the task. | don’t know about real surgery, but | do think you need to have some
warning system. We don’t have a warning system now. The downside is that you have to keep track
of four screens: three screens and you distance meter. That is a lot.

How about another way such as auditory or haptic feedback? Or maybe just change the color of the
background. Now | have to move my attention to another system, and | am not looking at the anatomy
any more. Maybe the pointer could change color or something.
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Was the task representative for a surgery? No. Well, you did a great job, but representative is
a large word. It would be great if we could test parts of this in an actual surgery. You have a lot of
hypotheses, A lot of ideas, a lot of good things, but we have to test all this in the OR. There you would
get real answers.

Would this visualization make a less experienced surgeon aware of the uncertainty? Yes.
Should fiber uncertainty be shown intraoperatively? Yes.

Are these methods a good way of showing that uncertainty? Yes. I'm not saying it is the final
system, but it is a good first step to visualize uncertainty. | think it is important.

What did you like about the visualization? It is a new approach. | told you about the focus, so
looking along the microscope, and then moving your instrument as a pointer. So your approach is all
right, the uncertainty visualization is very nice, it is a new approach towards navigation.

Does the visualization give a good impression of the uncertainty? Yes, | think so, with all the
colors and the distance meter.

Does three levels of uncertainty make sense? | think it is always best to have two categories:
yes, no, low, high, left, right. Perhaps you should start with two levels of uncertainty. Or one level of
uncertainty and one fiber tract. That is easy to understand for users.

Would a safe zone make sense? The problem is that you need to raise awareness among surgeons
that this is just visualization of statistics. That is the difficult part. You should see it as a warning system,
and | would start with two levels.

Which new features of the visualization would be useful during surgery right now? Although
complex, we should work out how to use the different angle towards the anatomy. The 3D-like visual-
izations of the uncertainty would be great. | still have difficulty doing the task, it is not intuitive enough,
so something should be done about that. If less experienced surgeons have to work with your system
in this state, | don’t think many surgeons will opt for it. It is a huge step from the classical system.

You could also keep the planes the same but only add the partial hulls, for instance. Right now we
have four windows, you could start with taking one window and replacing it with a view of your own.

Do you see other applications for this system? Anatomy training. Using a phantom could be a
good way of getting people acquainted with the anatomy.

Do you have any last remarks? No, great work! | did not expect this, so | think you have made great
progress. | am really impressed. It gives us a platform to build on and to move further. That is really
great.
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