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Abstract
A spectrum of control methods in human–robot interaction was investigated, ranging
from direct control to telepresence with a virtual representation of the robot arm. A total
of 24 participants used a setup that included a Franka Emika Panda robot arm, Varjo XR‐
3 head‐mounted display, and Leap Motion Controller. Participants performed a box‐and‐
block task using the bare hand (A), and under five gesture‐controlled robotic operation
methods: direct sight (B), sight via video‐feedthrough (C), in a 3D telepresence envi-
ronment with (D) and without (E) virtual representation of the robot arm, and using a
2D video feed (F). The number of grabbing attempts did not differ significantly between
conditions, but local operation (B & C) yielded more transferred blocks than tele-
operation (D–F). Teleoperation using a 3D presentation was advantageous compared to
teleoperation using a 2D video feed, as demonstrated by lower peak forces and smaller
range in gripper heights in conditions D and E compared to condition F, a finding
supported by analyses of the head movement activity. Finally, the bare hand yielded the
best performance and subjective ratings. In summary, teleoperation using a 3D presen-
tation provided a smoother interaction than teleoperation with a 2D video feed. How-
ever, direct human interaction remains a benchmark yet to surpass.
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1 | INTRODUCTION

Augmented reality (AR) is a technology that enhances human
perception of the physical world by superimposing digital data
streams or virtual objects onto it. Over recent years, AR has
seen substantial advancements, such as improved frame rates,
resolution, and wearability, making it an increasingly suitable
platform for scientific experimentation and practical applica-
tion [1, 2]. AR has been applied in a diverse array of areas,
including medical education and surgery [3, 4], repair and
maintenance [5–7], architectural design [8, 9], cultural heritage
preservation [10, 11], and remote collaboration [12, 13],
amongst others. With regard to information presentation, AR
typically overlays context‐specific information [14, 15] or en-
ables the integration of digital elements in a real environment
[16, 17].

Similar to AR, digital twins, spatial computing, and virtual
representations of the work site have been the subject of
extensive research over the years, particularly concerning their
potential in remote interactions between humans and machines
[18–21]. In conventional remote interaction scenarios, such as
a human operator managing a crane, the operator must inte-
grate relevant information from 2D sources (e.g. video feeds)
and 1D sources (e.g. time‐dependent parameters like recorded
distance to an object) to create a mental representation
required for precise control [22]. A 3D presentation of the
work site, on the other hand, potentially allows the human
operator to allocate more cognitive resources to meaningful
control.

Teleoperation can be useful in situations where robots
cannot operate autonomously due to the absence of reliable
sensor automation, the need for human oversight, or when
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human physical presence is not feasible. One such example
involves an astronaut executing a pick‐and‐place task in space
using a teleoperated robotic manipulator. Accomplishing such
a task through traditional manual control (e.g. using a joystick)
is challenging and necessitates extensive training [23].

Several studies have previously explored the use of AR in
gesture‐controlled teleoperation, for example, using visual
overlays of task instructions [24] or visualisations of the
planned motion of the robot arm [25]. Su et al. [26] employed a
digital twin approach, immersing the user in a virtual operating
space augmented by real‐time 3D visual feedback from the
robot's work site. This setup yielded favourable results in a
pick‐and‐place task compared to a 2D video feed. Similarly,
Peppoloni et al. [27] presented an immersive telepresence
system that provided augmented 3D visual feedback to the
user, offering the remote environment from the robot's
perspective and additional task execution information. Li et al.
[28] proposed an AR and digital twin‐based multi‐robot tele-
operation system for manufacturing, incorporating human‐in‐
the‐loop control, multi‐robot communication, and reinforce-
ment learning for motion planning, validated through various
experiments. Similarly, Park et al. [29] proposed a hands‐free
interaction strategy for human–robot engagement, using
multimodal gestures, deep learning for object recognition, and
a digital twin for simulating robot actions, and demonstrated
the setup's effectiveness in two case studies. Ponomareva et al.
[30] demonstrated a system for teleoperated robots in medical
scenarios, which included an augmented virtual environment
and region‐based convolutional neural network for identifying
and positioning laboratory instruments. Finally, Shahria et al.
[31] explored AR‐based teleoperation, Chan et al. [32] used AR
in shared manufacturing tasks, and Brizzi et al. [33] focused on
AR for embodiment where the robot perspective is recon-
structed. AR has also been used in robot programming, the
creation of training scenarios, and the development of physical
artefacts, enabling the possibility of programming a robot in a
workspace without its physical presence and simulating mo-
tions before their execution [34–37].

There seems to be an absence of systematic research that
examines how human operators perform robotic manipulation
tasks using AR interfaces. In the current study, we evaluated
the efficacy of a spectrum of control methods, including direct
human control of the robot arm while being physically present
and teleoperated control. The latter was presented in such a
way that it replicates the participant's on‐site presence, a
concept also referred to as telepresence [38]. Through our
multi‐method approach, we were able to investigate the effects
of individual components, such as the head‐mounted display
(HMD), remote operation, and a 3D presentation versus a 2D
video feed.

It can be expected that teleoperation may lead to perfor-
mance deficits in comparison to non‐teleoperated scenarios.
This hypothesis is grounded in the fact that, despite advances
in telepresence, teleoperation still induces a time delay and
renders a less accurate representation of the task environ-
ment, especially concerning depth perception and resolution,
compared to a more direct view of the robotic setup. A second

hypothesis is that the use of a 3D presentation of the work site
in teleoperation generates better task performance relative to
teleoperation supplemented merely by a 2D video feed. This
hypothesis is based on the notion that stereopsis and motion
parallax may be particularly relevant depth cues (e.g. ref. [39]).
Stereopsis arises from the horizontal separation between the
eyes, enabling the brain to integrate slight differences in the
images projected to each eye to derive depth information [40].
Motion parallax, on the other hand, is a monocular cue based
on the relative motion of objects at different distances that
occurs if we move our head: nearby objects exhibit greater
relative motion than more distant ones [41]. Being able to use
stereopsis and motion parallax may lead to improved perfor-
mance on tasks requiring judgement of distances, orientation,
and object manipulation as compared to the use of a static 2D
video feed.

2 | METHODS

2.1 | Participants

A total of 26 participants took part in the experiment, but two
were excluded from the analysis due to measurement errors.
The remaining 24 participants (18 males, 6 females) ranged in
age from 21 to 34 years (mean: 26.5 years, standard deviation:
3.1 years). Of these participants, 21 were right‐handed, two
were cross‐dominant, and one was left‐handed. The two cross‐
dominant participants chose to use their right hand during the
experiment, based on the training task. Fourteen participants
did not use any vision aids, eight wore glasses, one wore
contact lenses, and one participant who usually wore vision
aids opted not to during the experiment. The study received
approval from the Delft Human Research Ethics Committee,
approval no. 2553, with each participant providing written
informed consent before commencement of the experiment.

The participant pool included 15 students from the Faculty
of Mechanical Engineering, 5 PhD students and 2 postdocs
from the Department of Cognitive Robotics within the Faculty
of Mechanical Engineering, and 2 participants from other
professions (a gardener and a marketing manager). Participants'
experience with virtual reality or mixed reality varied, with 8
having no experience, 9 possessing some experience, 4 having
moderate experience, and 3 having professional experience.
Regarding teleoperation experience, 16 participants had none,
7 had some experience, and 1 had medium experience, having
worked with teleoperation setups in academic environments. In
terms of robotics experience, 5 participants had no experience,
6 had some experience, 6 had moderate experience, 5 had
extensive experience, and 2 had professional experience.

2.2 | Apparatus

The system was designed to allow participants to control a
robot arm remotely through hand motion tracking. Participants
were able to manoeuvre the robot arm and manipulate the
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gripper (end effector) simultaneously to grab objects. The
experiment was designed to enable comparisons between
various variants of local and remote operation. Local operation
occurred in a shared workspace where the participant sat in
front of the robot. Remote teleoperation was implemented
using AR, in which the robot's environment was recreated with
varying degrees of realism.

Five of the six experimental conditions were executed using
a Franka Emika Panda robot arm with Franka Hand [42], in
conjunction with a Varjo XR‐3 HMD [43] and a Leap Motion
Controller [44]. The Panda robot employed is the original
version (FER), operating on Libfranka 0.9.2 and software
version 4.2.1 [45].

The system, as illustrated in Figure 1, was controlled by a
Linux PC running Ubuntu 18.04 with a real‐time kernel,
equipped with an I7‐6700K processor and a GTX2080
graphics card. A ZED2 stereo camera was connected to the
Linux PC, and the camera feed was streamed to a local network
using Python in 1080p at 30 fps. A Robot Operating System
(ROS) environment was established on this PC with Libfranka
[46], franka_ros [45], and a custom Cartesian impedance
controller [47] to control the robot's end effector. This custom
controller was derived from the exam-
ple_cartesian_impedance_controller provided in the franka_ros
package. In the modified controller, the position error between
the current and desired pose was capped at a maximum of
0.03 m. This prevented overshoot and overpowering of the
robot during large‐amplitude movements, while allowing us to
employ relatively high stiffness values (translational: 2000 N/m,
rotational: 40 Nm/rad, null space: 3 Nm/rad) for precise and
responsive control.

A separate computer on the same network was utilised to
operate Unity to control the Varjo XR‐3, featuring Windows
10, an I9‐9900K processor, and an RTX3090TI graphics card.
The Leap Motion sensor was also connected to this computer.
Within the Unity environment [48], the Leap Sensor recorded
the participant's hand location, and this data was subsequently
published over the network to the Cartesian impedance
controller as direct commands, via the ROS# plugin for Unity
[49]. Additionally, the stream from the ZED2 camera was

received in Unity using the ZED plugin [50], where a 3D point
cloud was computed in real‐time and displayed in the scene.
Figure 2d displays an overview of the experimental setup.

Four SteamVR base stations 2.0 [51] were situated in the
corners of the room to ensure precise spatial tracking of the
XR‐3 headset. A green screen (chroma key, natively supported
by Varjo base, see Figure 2c) was used for accurate projection
and positioning of the AR environment. Real‐time video im-
agery of the robot's workspace was provided by a Stereolabs
ZED2 stereo camera [52], which was mounted on a tripod and
secured to the table of the robot arm (Figure 2a,b) to offer
stable recordings and 3D point clouds in the AR environment.
Hand‐tracking was executed either through a single Ultraleap
Leap Motion Controller affixed to the tripod (for the local
operation conditions B and C) or by the Varjo XR‐3 onboard
Leap Motion sensor (for the teleoperation conditions D–F).
Video recording for the real‐life condition was conducted us-
ing a Logitech C920 webcam.

2.3 | System behaviour

The robotic system can be controlled independently in terms
of position, orientation, and gripping. The position of the
robot's gripper is determined by the position of the user's hand
in 3D space. The orientation of the gripper is determined
based on the pose of the user's hand. In the zero‐pose
(Figure 3), the gripper is aligned to point straight down and
be perpendicular to the user. To initiate grabbing, the user
closes their thumb, index, and middle finger in a pinching
movement. Releasing the grip is done by opening these fingers.
There are specific thresholds set for this pinching movement
to determine whether the gripper should open.

If the robot loses motion tracking, it returns to a centred
ready‐pose. Upon regaining tracking, it moves back to the
tracked input. Regaining motion tracking can be accomplished
if the user moves their hand to the centre of the workspace in
the zero‐pose.

If the robot detects a joint limit or self‐collision, it will cease
motion and move away from the problematic configuration,

F I GURE 1 System architecture.
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typically requiring a few seconds. The user should move their
hand away from the location where the detection occurred,
towards the centre of the workspace, to prevent a joint limit or
self‐collision from reoccurring.

2.4 | Experimental tasks

2.4.1 | Training task

The training task involved selecting nine shapes from a 3D‐
printed shape‐holder, akin to a child's toy, using the robot
arm and placing them on a foam surface adjacent to the holder.
The holder and shapes can be found on Thingiverse [53],

F I GURE 2 (a) Franka Emika Panda robot arm featuring the box‐and‐block task in front. The tripod holding the ZED2 stereo camera and the Leap sensor
directed towards the seated participant from below is also visible. (b) Seating location for the participant when controlling the robot in the real environment.
(c) Green screen setup with seating position for the participant when controlling the robot in the teleoperation conditions. The Varjo XR‐3, connected to a cable
boom, is visible on the left side, and two SteamVR base stations are positioned at the top corners of the green screen. (d) Photograph of the entire setup,
depicting the experimenter's computer positioned between the robot arm and the green screen.

F I GURE 3 Defined zero‐pose for providing input to the system.
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with the holder printed at 150% and the shapes at 145%
(Figure 4a).

The objective of the training task was to improve the
participant's ability to operate the robot arm for picking up and
placing objects. Throughout the training task, participants were
encouraged to experiment with different approaches and test
the system's limits and behaviour. The task was deemed
complete when all nine shapes were successfully picked, typi-
cally taking around 5 min.

2.4.2 | Experiment task

The experiment task involved performing a modified box‐and‐
block test [54]. This standardised manual dexterity test entailed
transferring blocks from one compartment to another within a
60‐s timeframe. Participants' scores were based on the number
of blocks transferred within this period. The box‐and‐block
test used in this experiment was 3D printed and designed to
align with the standardised dimensions of the two boxes
(25.4 cm � 25.4 cm) and the 150 cubes (2.5 cm in size) [55].
However, due to the constraints imposed by the size of the
robot's gripper, it was decided to exclude the centre divider
during the experiment, which deviates from the standardised
box‐and‐blocks test (Figure 4b).

Following the training period and before commencing the
experimental task trials, participants were informed about the
rules of the box‐and‐block task. Participants were only
permitted to transfer one block at a time, and any accidental
picking of two blocks was counted as one block. They were not
allowed to throw or flick blocks over the centreline, but drop-
ping blocks in the empty box was permitted once the centreline
had been crossed. The task was set up with the full box on the
side of the participant's dominant hand.

2.5 | Independent variables

The experiment was conducted using a within‐subject design,
in which each participant was presented with six conditions.
Each condition was performed three times consecutively, with
each trial having a time limit of 1 min. The conditions were
presented in a counterbalanced order according to a Latin
square design. There are six experimental conditions, which
can be divided into two categories.

2.5.1 | Local conditions

� A. Direct control (Figure 5a): This baseline condition in-
volves the participant executing the task manually, without
the assistance of AR or the robot arm. The condition was
designed in accordance with the standard box‐and‐block
test [54].

� B. Gesture‐operated (Figure 5b): In this condition, the
participant performed the task by controlling the robot with
motion tracking while seated at the same table where the
robot was situated, and observing the interaction between the
robot and the task directly. This condition served as a baseline
for gesture operation with the system to compare the effects
of variations in visual interfaces in the other conditions.

� C. Gesture‐operated with HMD (Figure 5c): In this condi-
tion, the participant controlled the robot using motion
tracking, as in condition B. However, they wore a HMD in
stereo‐video passthrough mode while executing the task.
This condition evaluates potential influences that the HMD
might introduce compared to condition B.

2.5.2 | Teleoperation conditions

D. Teleoperation with three‐dimensional mapping and a
virtual representation of the robot arm (Figure 5d): In
this condition, the participant executed the task in front of
a greenscreen with a superimposed virtual environment,
while seated in front of a greenscreen. This condition was
designed to closely match the user experience of condi-
tions B and C but without being physically present. The
robot environment was recreated with a 3D point cloud,
as computed from a stereo camera feed, in combination
with a virtual representation of the robot arm. The
participant experienced this recreated environment virtu-
ally within the greenscreen, enabling them to coexist with
the recreated environment.

Note that the virtual robot arm replicated the movements of
the physical robot. The robot's physical structure is defined in
the Unified Robot Description Format file within ROS, and
this file is imported into a Unity simulation environment to
create the 3D visualisation of the robot arm. Within Unity, the
simulation is configured to receive real‐time information about

F I GURE 4 (a) Photo of the training task used
in the current experiment. (b) Modified box‐and‐
block test as used in the current experiment.
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the robot's dynamic state, such as its position and movement,
by subscribing to the appropriate ROS topic through a
connection using ROS# and rosbridge.

� E. Teleoperation with three‐dimensional mapping
(Figure 5e): This condition was identical to condition D,
except that no virtual robot arm was added to the envi-
ronment, resulting in unrendered parts of the robot when
it was outside the field of view or the depth range of the
stereo camera. This condition evaluated potential in-
fluences of the virtual representation of the robot arm
used in condition D.

� F. Teleoperation with two‐dimensional view (Figure 5f ): In
the teleoperation with 2D view condition (Figure 5f ), par-
ticipants controlled the robot via motion tracking while
seated before a greenscreen, upon which a three‐dimensional
room was projected, featuring a virtual television screen
(81.5 cm � 45.9 cm) approximately 90 cm in front of them.
Participants saw the work site through a live feed from the left
lens of the ZED2 camera, displayed on the virtual screen.
Participants had the ability to adjust their position relative to
this screen. This condition served to evaluate the impact of
3D scene mapping (conditions D and E) when compared
with a 2D presentation.

2.6 | Dependent variables

The dependent variables in this study are those being investi-
gated and measured to understand their relationship with
changes in independent variables. There are 10 dependent
variables, divided into three categories.

2.6.1 | Grab variables

� Grab Attempts, defined as the total attempts at grabbing a
block that resulted in either a failed or successful grab.

� Failed Grabs, defined as the number of grabs initiated that
did not result in the grabbing of a block.

� Successful Grabs, defined as the number of grabs initiated
that did result in the grabbing of a block. Note that the total
number of attempted grabs is equal to the sum of successful
grabs and failed grabs.

� Transferred Blocks, representing the actual number of
blocks transferred to the empty box within the time limit,
manually counted by the experimenters.

The dependent variablesGrab Attempts, Failed Grabs, and
Successful Grabswere ascertained from the end‐effector gripper
width using a peak‐finding algorithm on the negative width.
Figure 6 displays a typical result, where widths smaller than 2 s
were used to categorise a full closing of the gripper, indicating a
failed grab. A partial closing of the gripper, that is, a width be-
tween 2.0 and 3.5 cm, signalled that an object was between the
gripper's fingers, indicating a successful grab.

2.6.2 | Gripper movement

� Movement range. In addition to information about the
number of grab attempts, we also examined how the partici-
pants moved the blocks. To this end, we extracted all suc-
cessful grabs where no hand tracking was lost (see
Appendix A). Each block had to be picked up from the tray on
the participant's dominant‐hand size and deposited into the

F I GURE 5 Figures (a–f ) show the six respective experimental conditions. Figures (a, b) are photographed from the position of the experimenter, while
figures (d–f ) are screenshots (left eye) of the Varjo XR‐3 head‐mounted display (HMD). Please note that screenshots (c–f ) show the training task, consisting of
the 9 shapes that had to be moved. This depiction of the training task is for illustrative purposes only; the actual experiment was conducted using the box‐and‐
block task; the training task was performed without the use of the head‐mounted display.
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tray on the opposite side. The range in cm for each separate
displacement was determined in the x‐, y‐, and z‐direction,
where the x‐direction corresponds to left‐right movement,
the y‐direction represents the height above the table, and the
z‐direction concerns depth, that is, towards versus away from
the user. A higher range may be indicative of worse perfor-
mance, for example, due to deteriorated depth perception.
For instance, if the participant lifts the block high with the
robot arm (high y‐value), or moves it forward and backward
(high range in z‐direction), this can be seen as a less efficient
control method. The ranges were calculated per successful
grab and subsequently averaged over grabs of the trial.

� Peak force, computed by taking the average of the identified
peaks in the resultant force measured at the end effector.
The three‐dimensional force was provided by franka_ros
[45] and calculated from the measured joint torque sensors
and the robot kinematics. For a peak to qualify, it must have
a height exceeding 10 N. Figure 7 provides a visual repre-
sentation of detected peaks for a one trial. These peak forces
can be attributed to inadvertent collisions with the blocks or
other hard objects. We therefore considered the amplitude
and frequency of these peaks as an indicator of the dexterity
with which the participant controlled the robot arm.

2.6.3 | Head movement

� Standard deviation (SD) of HMD orientation, calculated
from the pose data of the HMD. The HMD's orientation
was captured as a quaternion and converted into a rotation
matrix. This matrix was then transformed into a unit vector
representing the direction in which the HMD faces, with
components u, v, and w. The standard deviation for each

component was computed, and the overall standard devia-
tion of the unit vector was determined by taking the square
root of the sum of the standard deviations of the compo-
nents. The metric describes the extent to which participants
moved themselves, and could provide an indication for the
employment of motion parallax cues or another strategy to
gauge depth.

� Mean HMD angular speed. In addition to variation in the
orientation of the HMD, the extent to which participants
moved their heads was also considered. This was calculated
by determining the angular difference of the orientation for
all consecutive samples and then averaging across all sam-
ples. This measure provides an indication of the rotational
mobility of the participants' heads during the trial.

2.6.4 | Subjective variables

� Perceived easiness for each trial, recorded using a Single
Ease Question (SEQ; ref. [57]), ranging from −3 (very
difficult) to 3 (very easy).

� Perceived usability of the condition, recorded using a Us-
ability Metric for User Experience (UMUX; ref. [58]), ranging
from −3 (strongly disagree) to 3 (strongly agree).

2.7 | Procedures

The present study was administered by a pair of investigators:
the primary researcher introduced the procedures and oversaw
the telerobotic system, whilst the assistant reset the tasks and
disseminated the surveys; jointly they counted the relocated
blocks and noted any salient observations.

F I GURE 6 Detection example for failed (red) and successful (green) grabs. In this trial, there were five successful grabs.
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2.7.1 | Training task

During the training session, the experimenter provided
contextual information and instructions. The participant was
given the freedom to adjust the chair as needed and was asked
to roll up their sleeves to ensure optimal hand tracking. The
participant was reminded to maintain a safe distance from the
robot and to view it as a tool to increase task performance.

Participants were instructed on the proper hand posi-
tioning for motion tracking, adopting a designated zero‐pose
(Figure 3). The experimenter also clarified that only the in-
dex, middle, and thumb fingers should be used for grabbing.

The participant received information about potential sce-
narios that could temporarily disrupt hand tracking and the
system's response in those cases. If tracking was lost, the robot
would automatically return to a ready position; once tracking
was reestablished, the robot would resume responding to the
participant's hand movements as before. Participants learned
that tracking typically recovers quickly and that it could be
reliably reacquired by moving one's hand to the centre of the
workspace into the zero pose. By exploring the limits of the
Leap Motion's tracking capabilities, participants discovered
how loss of tracking could occur. They then practiced reac-
quiring tracking using the Leap Motion Control Panel's Diag-
nostic Visualiser, which displayed the raw sensor feed overlaid
with a tracked 3D hand model.

The participant was then given control of the robot to
experience its translation and rotation in response to their input.
The experimenter also explained the protocol for self‐collisions
or joint‐limit situations, and the participant observed how the
robot would react.

Finally, the participant completed the actual training task:
manoeuvring the robot into specific poses and using the gripper

to pick and place nine different objects. During training, the
participant was allowed to ask questions and explore the sys-
tem's capabilities through various approaches.

2.7.2 | Experimental task

Subsequent to the training session, the experimental task was
prepared and the task objectives, along with its rules, were
explained to the participant. The participant received in-
structions that they would be granted three attempts per
condition to transfer as many blocks as possible from one box
to the other within a 1‐min time limit. The experimental task
was reset at the beginning of each trial. Upon completion of
the third trial, the participant was presented with the option to
take a brief break if they so choose. The entire experiment took
about 70 min to complete (see Table 1 for an overview).

2.8 | Statistical analysis

The scores of the dependent variables were computed per trial
and subsequently averaged over the three trials of the corre-
sponding experimental condition (A–F). To compare the
conditions, direct comparisons through paired‐samples t‐tests
were conducted at the level of participants (n = 24).

Comparisons of conditions B and C are of interest to
evaluate whether the feedthrough of condition C is disadvan-
tageous compared to the direct view of the robot arm in
condition B. Furthermore, it is of interest to assess whether
there might be a disadvantage between remote teleoperation
(D–F) and the more direct forms of robotic operation (B–C).
Moreover, a comparison of condition D versus condition E

F I GURE 7 Peak force detection in the resultant force signal acting on the gripper.
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allows for an assessment of the two forms of 3D presentation,
that is, with and without a virtual representation of the robot
arm. Lastly, comparing condition F with conditions D and E
investigates whether the 3D presentation (conditions D & E) is
beneficial compared to the 2D feed (condition F). Note that
condition A did not yield robot‐related or HMD data, as it was
manually operated. However, condition A did yield results for
the self‐reports (SEQ, UMUX) and the number of blocks
transferred, which the experimenters counted manually.

An alpha value of 0.05/2 = 0.025 was chosen because the
interest typically lies in comparing 1 or 2 pairs of conditions for
the same hypothesis. A visual presentation using averages and
95% confidence intervals, which is appropriate for a within‐
subjects design [59] was used. In all figures, non‐overlapping
confidence intervals are statistically significant (p < 0.05).

3 | RESULTS

3.1 | Grab counts

Figure 8 provides boxplots showing the number of grab at-
tempts, which are further categorised into failed and successful
grabs. Additionally, Figure 8 shows the number of transferred
blocks as counted by the experimenters after each trial. It is
important to note that condition A (completely manual
without a robotic arm) is not included due to the lack of
available measurement data for grab attempts. In condition A,
participants transferred an average of 74.0 blocks (standard
deviation: 9.41 blocks), which is significantly and substantially
higher than the average of 4.4 to 6.9 blocks transferred in
conditions B–F.

A few interesting patterns emerge from the data. First,
there is no significant difference in the number of grab

attempts between conditions B–F, suggesting that participants
did not feel restricted in their attempts to grab, irrespective of
the condition. However, differences exist in the number of
successful and unsuccessful attempts, with the local conditions
B and C resulting in greater success compared to the tele-
operation conditions D–F. In terms of the total number of
blocks transferred, conditions B–C also outperformed condi-
tions D–F. There was no statistically significant difference
between conditions B and C, or between conditions D, E, and
F for any of the four grab‐related measures.

3.2 | Gripper movement

Figure 9 presents a heatmap of the x versus y coordinate of
the gripper, thus offering a frontal view. A characteristic
pattern is evident, explained by the fact that first a block is
grabbed from the right box, which is then lifted and released
above the left receptacle. There are also differences between
conditions to be seen, where for example, condition F appears
to show a greater spread in the trajectories than conditions B
and C.

These differences have been quantified by means of the
range for the three different directions, as depicted in
Figure 10. The lateral amplitude, that is, in x‐direction, is
approximately 21 cm, and does not significantly differ between
conditions. However, in the vertical direction (y‐direction),
there are statistically significant differences, with condition B
having significantly lower values than conditions D–F, and
condition C having lower values than D and F. Furthermore,
condition F yielded a higher range than both condition D and
condition E. Also in the z‐direction there are statistically sig-
nificant differences, with B having a lower value than D and F.
In short, it appears that direct view (condition B) yielded a

TABLE 1 Procedure overview and duration of the experiment trials.

Phase Experimenter's role Duration

Pre‐experiment Welcome participant and direct them to be seated at the table 1 min

Provide participant with informed consent form to read and sign 1 min

Request participant to complete pre‐experiment questionnaire 2 min

Training Illustrate experiment and setup to the participant, including control instructions 5 min

Facilitate participant's control input practice on the training task. Enquire about participant's
progress and offer guidance as needed

5 min

Conditions A–F Arrange the condition in accordance with the Latin square 1 min

First trial 1 min

Request participant to verbally respond to SEQ questionnaire and reset setup 30 s

Second trial 1 min

Request participant to verbally respond to SEQ questionnaire and reset setup 30 s

Third trial 1 min

Request participant to verbally respond to SEQ questionnaire and reset setup 30 s

Direct participant to complete UMUX questionnaire 3 min

Post‐experiment Engage in a one‐on‐one discussion regarding the participant's experience 5 min
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more efficient movement of the robot than the teleoperation
conditions, and in particular the 2D video (condition F).

Regarding the peak forces (see Figure 11), there was a
comparable trend. Here, condition B yielded a significantly

lower peak force, as well as fewer such peaks, than conditions
D–F, and condition C yielded significantly lower peaks and
fewer peaks than conditions D and F. Also, condition F yielded
a significantly higher peak force than condition E.

F I GURE 9 Heatmap of gripper x‐ and y‐coordinates of all trials per robotic condition and for the five robotics conditions combined. The resolution for
creating this heatmap was set at 0.5 cm. Colour coding from blue to red corresponds to the number of measurement samples in that cell. The sum of the values
of all cells equals 1000.

F I GURE 8 Grab‐related means and 95% confidence intervals.
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3.3 | Head movement

The analysis of head movements does not provide information
about how well participants performed the task, but provides
information about their strategies for visually exploring the task
domain. In this regard, a noteworthy finding is that condition F,
teleoperation using 2D video feed, yielded a statistically signif-
icantly reduced variability of head orientation (Figure 12a).
Moreover, a local video feedthrough (condition C) of the robot

arm resulted in statistically significantly higher head movement
compared to the other conditions (Figure 12b).

3.4 | Subjective variables

The results of the Single Ease Question (SEQ; Figure 13)
reveal a clear pattern, with participants finding direct interac-
tion between their hands and the blocks (A) the easiest,

F I GURE 1 0 Means and 95% confidence intervals of movement range of successful grabs.

F I GURE 1 1 (a) Means and 95% confidence intervals of mean peak force. (b) Means and 95% confidence intervals of number of force peaks.
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followed by the local conditions (B & C), and then the tele-
operation conditions (D–F). With regard to local operation,
there were no significant differences between conditions B and
C, and with regard to the teleoperation conditions, there were
no significant differences between conditions D, E, and F.

A similar trend is present for the UMUX, where partici-
pants found condition A, the direct interaction, to best meet

their requirements, cause the least frustration, be the easiest to
use, and require the fewest corrective interactions (see
Figure 13). Once again, there was a slight advantage for the
local conditions (B & C) over the teleoperation conditions
(D–F). Also with regard to these metrics, there were no sta-
tistically significant differences between B and C, nor between
D, E, and F.

F I GURE 1 2 (a) Means and 95% confidence intervals of standard deviation (SD) of head orientation angle. (b) Means and 95% confidence intervals of head
movement angular activity.

F I GURE 1 3 Means and 95% confidence intervals of responses to the Single Ease Question (SEQ) and the four items of the Usability Metric for User
Experience (UMUX).
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4 | DISCUSSION

This work presented the results of a human–robot interaction
experiment using the box‐and‐block task, a widely used
assessment for measuring unilateral gross manual dexterity [60,
61]. Participants were seated in front of the box, and their task
was to transfer as many blocks as possible from one
compartment to another in 60 s, using only one hand.

A key finding was that teleoperation (conditions D–F)
yielded lower performance and a less satisfactory user experi-
ence than local robot operation (B & C). A possible explana-
tion for the diminished performance in teleoperation could be
imperfect resolution or rendering, or that the participants
missed veridical depth cues in the environment. Additionally,
using a high‐speed camera, we established that the visual
latency—from motion inception to visual presentation—in
conditions D, E, and F, was approximately 125 ms, predomi-
nantly attributable to the ZED2 camera. This is contrasted by
the 20 ms latency observed in condition C, where a direct
video feed from the Varjo XR‐3 was used.

At the same time, we found that 3D telepresence, either with
virtual representation of the robot arm (condition D) or without
it (condition E), enjoyed advantages over teleoperation using a
2D video feed (condition F). This was evident from the
movement amplitude during the transfer of blocks, with par-
ticipants lifting the blocks higher when relying on the 2D video.
There were also trends that condition F caused more collisions,
for example, with blocks or the edge of the receptacle, which
seems to represent a less coordinated form of interaction. An
explanation for these findings can be found in theories such as
animate vision [62], purposive/active vision [63], and sensori-
motor contingency [64], which highlight the intertwinedness of
action and perception. Specifically, participants in condition F
were unable to access stereopsis andmotion parallax cues, which
are essential for perceiving depth (e.g. [39, 65]). In contrast,
conditions D and E led to an increase in head movements
among the participants compared to condition F, a behaviour
that could be interpreted as a strategy to enhance depth infer-
ence, thereby potentially improving their task performance.

Another key finding was that condition A, which involved
the use of the hand without a robot arm, produced the best
performance. Participants achieved an average of 74.0 blocks
transferred, a result comparable to the 77 blocks described in
the literature [66]. In comparison, the average number of
blocks transferred per minute ranged between 4.4 and 6.9 in
the other experimental conditions, which confirms that direct
task execution remains unparallelled compared to the use of a
robot arm. An explanation is that the human arm and hand
have evolved over millions of years, adapting to accomplish
tool use with exceptional dexterity and sensitivity (e.g. [67–69]).
The biomechanics of the human hand, comprising many
bones, muscles, and tendon configurations, as well as advanced
tactile receptors, endow the hand with capabilities that remain
difficult to reproduce in robotic systems [70–72]. This is
further illustrated in Appendix A, where we demonstrate that
there is a delay in reproducing the hand movement of the
robot arm, averaging at about 290 ms.

5 | CONCLUSIONS AND OUTLOOK

In conclusion, this study investigated the application of AR in
teleoperation tasks involving robotic manipulation. The results
showed that direct human engagement with the task (condition
A) yielded the highest performance, as participants transferred
significantly more blocks compared to the other conditions.
Among the teleoperation conditions, a 3D image, either with
virtual representation of the robot arm (condition D) or
without it (condition E) enabled smoother interaction than 2D
video teleoperation (condition F). However, all teleoperation
modalities were outperformed by the local control conditions
(B and C). Furthermore, teleoperation interface impacted head
movement patterns. Specifically, the 2D video feed (condition
F) led to reduced head motions compared to other modalities.
Overall, these findings indicate that while AR‐based tele-
operation shows promise, it has yet to match the efficiency of
direct human–environment interaction.

These findings have theoretical relevance, where the
observed performance deficits in teleoperation compared to
direct human interaction can be attributed to the inherent lim-
itations of current teleoperation systems, such as time delays,
which hinder the ability of the human operator to accurately
perceive objects in the remote environment. Furthermore, the
advantage of using a 3D imagery in teleoperation, as opposed to
a 2D video feed, lies in the improved depth perception made
possible by the 3D presentation. This allows for more accurate
manipulation of objects, alleviating some of the limitations
faced in traditional teleoperation. However, the superior per-
formance of direct human interaction with the environment
remains unmatched and can be credited to the evolutionary
adaptation of the human hand, which over millions of years, has
developed exceptional dexterity and sensitivity.

Moving forward, it is recommended that researchers
continue studying and developing robotic systems that more
closely mimic the capabilities of the human hand, drawing
inspiration from human biomechanics and tactile receptors.
Further inquiry into active vision in teleoperation, like exam-
ining the role of motion parallax, should also be pursued, as
this could allow for more effective teleoperation systems.
Additionally, research should focus on pragmatic aspects like
minimising time delays and improving hand‐tracking. For
example, teleoperation (conditions D–F) involved visual time
delay (see Appendix A), while conditions B and C sometimes
lost hand tracking. For a seamless comparison between inter-
action types, future work should improve and equalise these
factors.
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APPENDIX A

Data qual i ty checks
Figure A1 provides information pertaining to hand‐tracking
(Figure A1a) and time delay (Figure A1b).

Figure A1a shows that conditions B and C saw an increase
in hand‐tracking errors. For these conditions, the external Leap

Motion tracker was used for motion tracking, whereas for
conditions D, E, and F, the internal Leap Motion sensor of the
headset was used. Apparently, the difference in sensor view
angles resulted in an increased experience of tracking errors.

Figure A1b shows that the commanded motion‐input to
robot‐movement delay is similar for all conditions, as calcu-
lated by a cross‐correlation analysis.

F I GURE A 1 Results of data quality checks.
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