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Abstract

Groundwater is an important aspect of water management. A groundwater level that is too high or too low
can result in damages to, for example, agriculture or structures. It is therefore important to manage ground-
water levels in an area. Measures can be taken to adjust the groundwater level, for example, adjusting a weir
or dredging canals. Groundwater levels need to be monitored so that effects of water management measures
can be assessed. Groundwater levels are monitored with a network of monitoring wells. The observations
from these monitoring wells can be analysed to get a better understanding of the groundwater dynamics.
Time series analysis can be used to analyse measured groundwater levels. Time series analysis is a statistical
method to simulate a hydrological time series using the stresses on a system and the response functions to
these stresses. No additional knowledge on the groundwater system, like aquifer parameters, is required. The
effect of different stresses can be determined with this method. This provides information at a single point,
but the groundwater level will, of course, vary spatially. It is important to know how the groundwater level
varies spatially in order to better manage the groundwater.

The objective of this study is to use time series analysis to spatially simulate groundwater levels based on
measurements at one or more observation wells. A method is proposed to use the information obtained
from time series analysis to calibrate a conceptual groundwater model to spatially simulate groundwater lev-
els. The proposed method is first tested in a synthetic environment. Several synthetic groundwater models
are defined with different layouts. Using these models, synthetic groundwater observations are simulated,
which are analysed with time series analysis. The resulting response function is used to calibrate the con-
ceptual groundwater model. The conceptual model is used to simulate the groundwater level. The simulated
groundwater level is compared to the groundwater level of the synthetic model. The conceptual model is able
to correctly simulate the groundwater level at multiple locations in the area. The explained variance percent-
ages of the simulations is generally higher than 90% for the cases studied.

The proposed method is applied to a case study in The Netherlands in nature area "The Pannenhoef" where
multiple observations wells are located. Time series analysis is performed on the groundwater observation
series starting with one well in the study area. The response function is determined with time series analysis,
and is used to calibrate the conceptual model. The conceptual model is used to simulate the groundwater
level in the study area. The simulated groundwater level is compared to the observations at the other observa-
tion wells. This process is then repeated for each observation well. The results show that there is a consistent
shift between the conceptual model simulation and the observed groundwater levels. No logical pattern is
detected between the mean measured heads and the surrounding observations or estimated surface water
levels. This makes it impossible to create an accurate spatial conceptual model to simulate the observed
heads. However, the conceptual model is reasonably good at simulating the fluctuations of the groundwater
level at some locations in the system, but not at all locations. No correlation is found between the goodness
of fit of the simulation of the fluctuations and other parameters of the conceptual model.

From the results of the synthetic study it is concluded that the proposed method can be applied to simulate
the groundwater level spatially for the tested synthetic models. The explained variance percentage of these
simulations is high at most locations in the studied systems. However, more research is needed to identify
what the limits of the method are in a synthetic environment. The results from the case study show that the
conceptual model is not able to simulate the groundwater head in the area of the case study. A consistent
shift between the conceptual model simulations and the observed groundwater head suggests that the base
level of the conceptual model is incorrect. The data of the case study did not prove to be sufficient to estimate
a reasonable groundwater base level at the location of the observation wells. However, the results do show
that the conceptual model is able to simulate the fluctuations of the groundwater level at several locations in
the area. It could not be determined why the simulated fluctuations do not match the observed fluctuations
at some locations. The proposed method is a promising approach for the spatial simulation of groundwater
fluctuations, but good and consistent data is needed to simulate the base level in an area.
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1
Introduction

Groundwater levels are an important aspect of water management. This is especially true in the Netherlands
where the groundwater table is generally close to the surface. Groundwater plays a key role in, for example,
the agricultural sector and urban water management. In the agricultural sector it is key that the groundwater
level is not too high, which can cause rotting in the roots of crops or make it impossible for machines to work
the fields, or too low, which can mean that the crops are not able to extract enough water from the subsurface.
In urban water management, different aspects determine the desired groundwater levels, for example, high
groundwater can result in water on the streets or flooded basements, while too low water levels can result
in damage to foundations of houses. Numerous examples of this exist in The Netherlands, like in Gouda in
20171 or in Amsterdam2.

Because of this, it is important to understand the groundwater dynamics in an area. Groundwater levels
are monitored extensively in The Netherlands. A network of monitoring wells provide information about the
groundwater table. The groundwater head is recorded by these wells3 often at multiple locations in a water
system. Using this data the groundwater table can be monitored and managed. When the groundwater level
is too high, it can be lowered by for example lowering the water levels in surrounding water bodies or by ex-
tracting groundwater. A too low groundwater table can be adjusted by, for example, adjusting a weir so the
surrounding water levels increase. These are all examples of active groundwater management. Groundwater
is also managed passively by implementing rules and regulations. For instance, waterboards regulate permits
for groundwater extractions therefore managing the volume of water extracted from an aquifer.

It is important to know the impact of these measures. The data that is obtained from monitoring wells,
does not always directly show how a groundwater system is behaving and reacting to measures that are taken
to adjust the groundwater levels. This is because the groundwater level is not constant, the groundwater level
changes due to natural processes such as seasonal changes and drought periods. It can therefore be hard
to identify the effect of these measures. Time series analysis can be used to compute these effects on the
groundwater table. Time series analysis is a method to simulate a hydrological time series using the stress
series4 and their response functions. In this case the method aims to simulate the observed groundwater
table using the precipitation, evaporation and any additional stresses like groundwater extractions. The re-
sponse function of a system is the change in groundwater due to a certain unit of stress. Different response
functions can describe the behaviour of different types of systems. Fast responding systems will have a dif-
ferent response function compared to a system which reacts slower to a certain stress. The method of time
series analysis is widely applied in The Netherlands using the software Menyanthes (Von Asmuth et al., 2012;
Box et al., 2015), which is specifically designed for time series analysis of groundwater series. Since 2017 an
alternative for the Menyanthes software was developed called Pastas (Bakker et al., 2018), which is an open

1https://www.ad.nl/gouda/schadeclaim-voor-gouda-over-niveau-van-waterpeil~aa8cb227/
2https://www.parool.nl/amsterdam/palen-onder-amsterdam-verpulveren~a264596/
3Groundwater is usually measured as a hydraulic head, meaning the water level above a datum. The unit for the groundwater head is

meters.
4A stress series is defined as an influence on the groundwater system like precipitation and evaporation.

1

https://www.ad.nl/gouda/schadeclaim-voor-gouda-over-niveau-van-waterpeil~aa8cb227/
https://www.parool.nl/amsterdam/palen-onder-amsterdam-verpulveren~a264596/


2 1. Introduction

source software written in Python.

Even though the monitoring network in the Netherlands is considerable and time series analysis can pro-
vide substantial information about the groundwater system and its response, there still are some limitations.
One of these is that groundwater levels are measured at a point. However, groundwater levels can vary spa-
tially due to heterogeneous soil characteristics and different boundary conditions. Because of this and be-
cause different land uses have different groundwater requirements, it is important to know how the ground-
water table varies spatially. In areas where there are only a limited number of wells, the spatial variation
of the groundwater levels is largely unknown. Currently this issue can be solved by creating a groundwater
model using groundwater modelling software like ModFlow (Hughes et al., 2017) or Ttim (Bakker, 2013b,a).
With these models it is possible to model the groundwater table in an area. However, this requires data about
aquifer parameters and a heavy time investment. Second, this requires the creation of a new groundwater
model for each area, making this option less viable when multiple areas need to be evaluated and a quick
assessment is needed.

Performing time series analysis on an observation series of a monitoring well often provides excellent in-
formation about the ground water level at a point with a relatively low data requirement and time investment,
while making a groundwater model can provide information on a larger spatial scale but requires a relatively
large time investment and data requirement. For management decisions it would be beneficial to be able
to understand the spatially varying groundwater level without the need to invest in a complete groundwater
model. This research aims to find a method to use the information gained from time series analysis together
with a simple conceptual groundwater model to determine groundwater levels on a spatial scale. The pri-
mary research question for this study is:

Can time series analysis be used to estimate groundwater levels in an area?

The following sub questions are formulated:

• Can the response function at an observation well be determined with time series analysis?

• Can a single layer conceptual model be used to reproduce the response function at an observation well
obtained with time series analysis?

• Can a calibrated single layer conceptual model be used to estimate the response at other observation
wells?

This report is structured as follows. In Chapter 2 the time series analysis is explained. In this chapter the
theory behind the time series analysis method is discussed. In Chapter 3 the synthetic study is explained.
The method used for the synthetic models is described, after which the results from the synthetic study are
presented. The case study is presented in Chapter 4. The method of the case study is explained and the
results are presented. In the final chapters the results conclusions about the results are drawn, the research
questions are answered, and recommendations are given.



2
Time series analysis Methodology

In this chapter the method of time series analysis is described. The different response functions used in this
method are briefly presented. After this the different response functions are tested on a set of groundwater
observation series from different observation wells.

2.1. Time series analysis using transfer function noise modelling
Groundwater observation series can be simulated using time series analysis. The method is used to explain
head variations in a groundwater monitoring well using a mathematical approach with transfer function
noise modelling (TFN) (Von Asmuth et al., 2002, 2008). This method uses a response function to simulate
a observed head series. The time series analysis in this study is performed using the Pastas software (Bakker
et al., 2018). Pastas is a recently developed open source software, developed by Artesia and The Technical
University of Delft. For this research Pastas is favoured compared to, for example, Menyanthis because it is
open source, meaning that changes or additions can be made. The data that is needed for the time series
analysis is a data series with observed groundwater levels and data about any stresses which have an influ-
ence on the observed series; this can be precipitation, evaporation or an extraction well. No additional data
is required with regards to soil characteristics or information about the water system. For time series analysis
the assumption is that the system behaves linearly. Because of this, the influence of each stress series on the
observed head series is computed using the principle of convolution. This means that the observed head can
be simulated as

h(t ) =
k∑

i=1
hi (t )+d +n(t ) (2.1)

where h(t ) is the observed head,
k∑

i=1
hi (t ) is the contribution to the head from each stress where k is the num-

ber of stresses, d is the head when no stresses are present in the system (the base level), and n(t ) is the noise
series (Von Asmuth et al., 2008). The contribution of stress i to the observed head is calculated with the re-
sponse function of each stress. This yields the following formula:

hi (t ) =
∞∑

j=1
N j b j (t ) (2.2)

where hi (t ) is the head as a result of stress i , N j is the stress (for example mm of rain) in the time interval j
(from t j−1 to t j ) and b j (t ) is the block response at time t due to the unit stress in time interval j (Bakker et al.,
2008).

3
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2.2. Response functions
Three response functions are distinguished; the block response function and the step response function and
the impulse response function. The step response function is the result of a continuous unit stress on the
system (e.g., a constant precipitation of 1 mm/day or pumping of 1 m3/day). For long enough periods this
function will reach an equilibrium state. The block response function is the result of one unit of stress on a
single time step (this can be one day, hour, minute depending on the system). The impulse response function
is the head as a result of a unit stress for an infinitely small time step. The step response, s(t ), is defined as :

s(t ) =
∫ t

0
θ(τ)dτ (2.3)

with θ(τ) is the impulse response of the system. The block response, b(t ), is related to the step response as:

b(t ) = s(t )− s(t −∆t ) for t ≥∆t (2.4)

Response functions are functions that describe the behaviour of the groundwater head due to a certain
stress, the shape of these functions is dependent on the type of stress and the water system. Some response
functions can be derived from simple groundwater problems. Several different response functions are used
in this research. The exponential response function is the simplest response function used in this research.
The formula for the Exponential step response function is

s(t ) = A
1

a

∫ t

0
e−τ/adτ= A(1−e−t/a) (2.5)

where A [L] is the head which the function approaches when t →∞, and a is a scaling parameter with dimen-
sion [T]. The function has two parameters A and a. Examples of the exponential step and block response are
shown in Figure 2.1, the responses are plotted using different parameters, which yield different shapes for the
step response.
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Figure 2.1: Examples of the Exponential response functions with different parameters.

The Gamma step response function is one of the most commonly used response function for precipitation
and evaporation stress series. This response function is based on the Gamma function. The formula for the
Gamma step response is:

s(t ) = A
1

Γ(n)

∫ t

0
τn−1 ·e−τ/adτ= AΓi nc (n, t/a) (2.6)

where A [L] is the head that the function approaches when t → ∞, and a is a scaling parameter with di-
mension [T]. The Gamma function has three parameters A, a and n. In Figure 2.2 different examples of the
Gamma response functions are shown.

Extraction or discharge wells have different effect on the groundwater head in a well than precipitation
or evaporation have. For this type of stress the Hantush function can be used. This function is based on
the analytical solution found by Hantush and Jacob (1955) for pumping tests, and also used by Von Asmuth
et al. (2008) and Veling and Maas (2010). The Hantush formula is based on a well in an infinite aquifer, with
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Figure 2.2: Examples of Gamma response functions for several parameter combinations

a thickness D , a hydraulic conductivity k and a storage coefficient S. The aquifer is covered with an aquitard
with a resistance c. The Hantush function is:

s(t ) = A
1∫ ∞

0 τ−1e−τ/a−b/τdτ

∫ t

0
τ−1e−τ/a−b/τdτ (2.7)

where A [L] is the head that the function approaches when t →∞, a is a scaling parameter with dimension
[T] and b is another scaling parameter with dimension [T] (Veling and Maas, 2010). Examples for the Han-
tush response function using different parameters are shown in Figure 2.3.
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Figure 2.3: Examples of the Hantush response functions for several parameter combinations

A new response function proposed in this research is the Double Exponential function. The formula for
the double exponential response function is:

s(t ) = A
(
1−

(
(1−α) ·e−t/a +α ·e−t/b

))
(2.8)

where A and a are the same parameters as in the normal exponential function, b with dimension [T] is the
weighing parameter for the second exponential and α is a ratio parameter between both exponentials. In
Figure 2.4 examples for the Double Exponential response function are shown.

A second new response function used in this research is the Four-Parameter response function. The Four-
Parameter function is based on Bakker et al. (2008). The formula for this response function is:

s(t ) = A
1∫ ∞

0 τn ·e−τ/a−b/τdτ

∫ t

0
τn ·e−τ/a−b/τdτ (2.9)
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Figure 2.4: Examples of the Double Exponential response functions for several parameter combinations

where A is the equilibrium parameter and a [T], b [T], and n are scaling parameters. The function is scaled
with an integral to make sure the response function approaches A when t →∞. These response functions
can have different shapes compared to the standard response functions described above. Examples of the
Four-Parameter response functions are shown in figure 2.5.
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Figure 2.5: Examples of the Four-Parameter response functions for several parameter combinations

In Table 2.1 an overview of all the response functions is presented together with the parameters of each
function. When Equation 2.9 is compared to equations 2.5, 2.6 and 2.7, it can be seen that all of these equa-
tions are special cases of the Four-Parameter function. Therefore the Four-Parameter function is always able
to produce the same behaviour as the Exponential, Gamma and Hantush functions.

2.3. Noise model
One of the response functions is selected for each stress, different stresses can have different response func-
tions depending on the type of stress. With this information the time series analysis will optimize the param-
eters for all of the response functions to simulate the observed head. Optimization in Pastas is done with the
least squares method. The parameters of all the response functions are optimized to simulate the observed
head series. Time series analysis can either minimize the residuals or the noise. The residuals are defined as

r (t ) = ho(t )−hs (t ) (2.10)

where ho is the observed groundwater head and hs is the simulated groundwater head. The noise is a series
obtained from the residuals of the simulation through the noise model. Noise is introduced in the model, for
example, when head observations contain errors or when the stress series contain errors. This can be caused
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Name Step response Parameters

Exponential s(t ) = A
1

a

∫ t

0
e−τ/a dτ A, a

Gamma s(t ) = A
1

Γ(n)

∫ t

0
τn−1e−τ/a dτ A, a,n

Hantush s(t ) = A
1∫ ∞

0 τ−1 ·e−τ/a−b/τdτ

∫ t

0
τ−1 ·e−τ/a−b/τdτ A, a,b

Double Exponential s(t ) = A
(
1−

(
(1−α) ·e−t/a +α ·e−t/b

))
A, a,b,α

Four-parameter s(t ) = A
1∫ ∞

0 τn ·e−τ/a−b/τdτ

∫ t

0
τn ·e−τ/a−b/τdτ A, a,b,n

Table 2.1: Overview of the different response functions and their formulas.

for example when a rain gauge is at some distance from the observation well and records precipitation when
at the actual location of the observation well there is no precipitation. The noise is not independent for each
time step, it is correlated. The base formula for the noise model is:

n(t1) = r (t1)− r (t0)e−(t1−t0)/α (2.11)

where n(t1) is the noise at time t1, r (t1) is the residual at time t1, r (t0) is the residual at time t0 and α is
the decay rate for the noise [T] (Von Asmuth and Bierkens, 2005). The noise model assumes exponential
decay of the noise. By calculating the innovations from the residuals, it can be determined what the actual
noise is by filtering the correlation in the residual series. The noise series is minimized to obtain the optimal
parameters for the response functions, the base level and any additional parameters. When the simulation
of the observed head is completed and the parameters of all the response functions are determined, the
response function (both step and block) for each stress is known and the contribution of each individual
stress series to the observations.

2.4. Comparing response functions
Time series analysis for this study is performed using the Pastas software. Two different response functions
are added to the response functions available in Pastas; the Double Exponential and the Four-Parameter re-
sponse function. The response functions are compared with a set of 76 observation wells, located around the
city Utrecht. The observation wells that are used only have a single stress series; the recharge. The recharge
is calculated as

R = P − f ·E (2.12)

where P is the precipitation, E is the evaporation and f is the evaporation factor. The parameter f is opti-
mized with time series analysis. In order to evaluate the time series analysis simulation, several statistical
parameters are calculated. The explained variance percentage (EVP) is calculated for the simulation. The
EVP is calculated as:

EV P =
σ2

ho
−σ2

r

σ2
ho

·100 (2.13)

Where σ2
ho

is the variance of the observations and σ2
r is the variance of the residuals (Von Asmuth et al.,

2002). An EVP of 100% means the simulation is a perfect match to the observations. An EVP of 0% means the
simulation is not able to simulate the observations. Furthermore, the root mean squared error (RMSE) and
the root mean squared noise (RMSN) are calculated. The RSME and RMSN are calculated as:
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RMSE =
√∑k

i=1(hs (ti )−ho(ti ))2

k
RSM N =

√∑k
i=1 n(ti )2

k
(2.14)

where hs is the simulated groundwater series, ho is the observed groundwater, k is the number of observa-
tions and n is the noise series. A high RMSE or RMSN indicates that there are large deviations between the
simulated and observed series. These parameters are calculated with Pastas.

Well B38E1615_2 is used as an example well. The time series analysis is performed using 4 types of re-
sponse functions: the Exponential, Gamma, Double exponential and the Four-Parameter function. The Han-
tush response function is not used in this comparison, since this is commonly used for stresses from an
extraction well. The results of the four response functions are shown in Figure 2.6, 2.7, 2.8 and 2.9. It can be
seen that the EVP is lowest using the Exponential response function. For the Gamma response function the
EVP is slightly higher. The Double Exponential and the Four-Parameter functions yield the highest EVP’s of
79.66% and 82.18% respectively.

Figure 2.6: Time series analysis simulation using the Exponential response function on the example well

Figure 2.7: Time series analysis simulation using the Gamma response function on the example well

Figure 2.8: Time series analysis simulation using the Double Exponential response function on the example well
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Figure 2.9: Time series analysis simulation using the Four-Parameter response function on the example well

Time series analysis is performed on each of the 76 observation wells using the 4 types of response func-
tion. For each simulation the EVP, RMSE and RMSN are calculated. The EVP results are shown in Figure 2.10,
the RMSE in Figure 2.11 and the RMSN in Figure 2.12. As can be seen in the figure, the EVP is different for
each simulation. The EVP of some wells is low for all response functions, time series analysis is not able to
simulate the observed groundwater levels well. The Four-Parameter response function is often the response
function with the highest EVP. In some cases the simulation with the Double Exponential function has the
highest EVP value. The Gamma function and the Exponential function have a lower EVP value in most cases.
Based on the equation of the response functions, the Gamma function should always perform better or equal
to the Exponential function and the Four-Parameter function should perform better or equal to the Gamma
function. This is not always the case as is shown in Figure 2.10. This can be explained by the least squares
optimization not being able to find the optimal solution for the parameters or the noise model is not able
to filter the noise correctly. This only occurs in very few cases. The RMSE and the RMSN are lowest for the
Four-Parameter function, this is in line with the EVP values. The RSME and RMSN have a similar pattern. The
Gamma function is expected to perform better than the Exponential function, 15% of the wells have at least
a 10% increase in EVP compared to the Exponential response function. For the simulations with the Four-
Parameter function, 35% of the wells have at least a 10% increase in EVP compared to the Gamma response
function. The Double Exponential function has the highest EVP for 23% of the simulations.
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Figure 2.11: RMSE comparison for different response functions
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Figure 2.12: RMSN comparison for different response functions



3
Synthetic study

In this chapter the synthetic study is explained. The synthetic study is used to test the method in a synthetic
environment where all parameters are known. First the general approach is briefly explained. Second, the
first synthetic model, based on the Hantush Model, is presented. After this, the method for modelling dif-
ferent layouts is explained, together with the results for these models. Finally, some conclusions are drawn
based on the results of the synthetic study.

3.1. Synthetic study approach
The first step of the synthetic study is to create a synthetic model. The synthetic model is created with Ttim.
Ttim is an analytical groundwater modelling software (Bakker, 2013a,b). A simple canal layout is designed
together with aquifer parameters. Using this the synthetic model is created. A stress is put on the synthetic
model, this can be, for example, a recharge or an extraction. Using the synthetic Ttim model the groundwater
head is modelled. A location in the synthetic model is selected as the location of the observation well (this
is not a physical well in the groundwater system, just the location where the synthetic observations are sim-
ulated). At the location of this well the groundwater is simulated. This series is the synthetic groundwater
observation series. The synthetic response of the system is simulated using a unit stress (unit stress can be
for example 1 m/d of recharge or an extraction of 1 m3).

The next step is to use the simulated synthetic observations for the time series analysis. These observa-
tions are simulated using Pastas. The stress series used in the time series analysis is the same series that is
used in the synthetic model. With the time series analysis a response function is determined. The response
function from the time series analysis is compared with the synthetic response function. This will verify if the
time series analysis is able to determine the actual response function of the groundwater system.

To simulate the groundwater levels spatially a conceptual groundwater model is made using Ttim. The
conceptual model is calibrated using the response function obtained with the time series analysis. This is
done by adding a unit recharge stress to the conceptual model of 1 m/d (this is the stress used to simulate the
step response function). The step response function of the conceptual model is fitted on the step response
function from time series analysis. The aquifer parameters are optimized using the least squares method.
The response function of the calibrated conceptual model is compared to the response function of the syn-
thetic model and the time series analysis. Once the conceptual model is calibrated it can be used to simulate
the groundwater in the area. First the groundwater head at the location of the observation well is simulated,
the resulting series is compared with the synthetic observations of the synthetic model. Next, the simulated
groundwater head can be compared between the conceptual and synthetic model at any location in the sys-
tem. With this it can be verified if the conceptual model is able to simulate the groundwater head spatially.
An overview of the method used in the synthetic study can be seen in Figure 3.1.

11
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Figure 3.1: Model approach to verify response functions

3.2. Synthetic Hantush model
The first synthetic model is derived from the standard Hantush situation (Hantush, 1956; Hantush and Jacob,
1955). This situation has been extensively studied and is thus useful to verify the approach of this research.
In Figure 3.2 the layout of the synthetic model is shown. This situation consists of a homogeneous infinite
aquifer which is confined by a leaky layer with a constant groundwater head above the leaky layer. In this
situation an extraction well fully penetrates the aquifer and extracts groundwater with a known rate (the
extraction well is shown as the green dot in the figure).
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Figure 3.2: On the left the overview of the Hantush model and on the right the cross section of the ground in the model

For this synthetic model the only stress on the system is the extraction from the well; no precipitation or
evaporation are present. An observation well is placed 100 m from the extraction well, as can be seen in Fig-
ure 3.2 (because of the layout of the system the groundwater will be radially symmetric, and only the distance
from the observation well to the extraction well will affect the groundwater head). The pumping rate of the
extraction well is presented in Figure 3.3, for this synthetic model a period of 10 years is chosen, between 1980
and 1990 (this series is an arbitrary series only used for validation purposes). In the second plot in Figure 3.3
the resulting head in the observation well is shown. This is the groundwater head as calculated by the syn-
thetic Ttim model (this series is the synthetic data, or synthetic observations series in the monitoring well).
No noise is added to the observations or stress in the model. Several attempts where made to add noise to the
data used in the time series analysis. However, Pastas was not able to filter out the noise in most cases using
the noise model. Therefore not noise is added in the synthetic study.

These two time series serve as the input for the Pastas model. Since the only stress on the system is an
extraction well, the Hantush response function is used in the time series analysis (see Chapter 2). For this
situation an analytical solution for the response function is known. The response function from the time
series analysis is compared with both the synthetic model (the actual response function of the system) and
the analytical solution for the Hantush situation. The equation for the Hantush well is:

h(t ,r ) =− Q

4πkD

∫ t

u

e(−τ−r 2)/(4λ2τ)

τ
dτ with: u = r 2 ·S

4kD · t
and λ=

p
kD · c (3.1)
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Figure 3.3: The pumping rate of the extraction well (top) and the resulting head in the observation well (bottom) for the Hantush model
according to Ttim

where Q is the discharge of the well [L3/T] (positive for extraction, negative for recharge), kD is the hy-
draulic conductivity [L/T] times the thickness of the aquifer [L] (also known as transmissivity, T ,), r is the
distance from the well [L], S is the storage in the aquifer [-], and c is the conductivity of the leaky layer [T]
(Hantush and Jacob, 1955; Hantush, 1956).

The response function determined with time series analysis is used to calibrate a Ttim model. This Ttim
model has the same aquifer characteristics as the synthetic model (see Figure 3.2). The aquifer parameters
for this Ttim model are calibrated. The calibrated Ttim model is used to simulate a response function which
is compared to the synthetic and Pastas response function.

3.2.1. Hantush model results
The time series analysis is performed using the data that can be seen in Figure 3.3. The result of the Pastas
simulation is shown in Figure 3.4. The black dots represent the observed groundwater series and the blue line
represents the result of the simulation.
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Figure 3.4: The Pastas simulation on the Hantush model

The EVP of the simulation is 99.998% and the RMSE is 0.001 m (Figure 3.4). This means the time series
analysis yields near perfect results for this model. A step response function is obtained from the time se-
ries analysis. This is the result of a unit stress of 1 m3/d from the extraction well, starting at time t = 0 and
continuing with a constant rate. This response function is compared to the analytical solution for the Han-
tush situation, see Equation 3.1, and the synthetic response function from the Ttim model. All the response
functions are shown in Figure 3.5. There are minimal difference between the three response functions. This
means that the synthetic model follows the behaviour described by Hantush (Hantush and Jacob, 1955; Han-
tush, 1956) and the time series analysis is able to determine the correct response function of the system.

The resulting response function from the time series analysis is used to calibrate the Ttim model. This
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Figure 3.5: In the figures the response functions from the synthetic model, Pastas and the analytical solution

calibration results in a hydraulic conductivity, k, of 10.12 m/d and a storage coefficient, S, of 1.04·10−3. These
values are close to the original values as shown in Figure 3.2 of 10 m/d and 1 · 10−3 respectively. From the
calibrated Ttim model the response function is simulated, which is compared to the synthetic and time series
response functions. In Figure 3.6 these response functions are shown. The differences between the response
functions are very low. The RMSE between the conceptual and synthetic step responses is 1.85 ·10−5 m.
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Figure 3.6: The conceptual model step response compared with the synthetic and time series responses

3.3. Multiple synthetic models
The next step in the synthetic study is to create groundwater models with different canal layouts and different
aquifer parameters. First a synthetic Ttim model is created. This is used to simulate a synthetic observations
series. The observations are used in Pastas to determine the response function of the system through time
series analysis. Next, the response function from Pastas is used to calibrate the conceptual Ttim model. Fi-
nally, the groundwater is simulated using the conceptual Ttim model. These simulated groundwater series
are compared to the synthetic groundwater series.

The stress on the synthetic model is the same for all models. The stress used for these models is a recharge,
calculated as P −E , where P is the precipitation and E is the evaporation. The precipitation and the evap-
oration series are obtained from KNMI station 260 in De Bilt; the model period is 10 years, from 1980 until
1990. The recharge stress series is shown in Figure 3.7, in the figure the precipitation, evaporation and the
resulting recharge series are displayed. This recharge series is used in the synthetic model to generate the
synthetic observations, as well as in the Pastas simulation to perform the time series analysis and as a stress
on the conceptual model.
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Figure 3.7: The recharge stress used in the synthetic models

Five canal layouts are designed. For each of the canal layouts three different sets of aquifer parameters
are used. The first is a single layer with one k and one S value, the second is a multilayer system with three
layers with different k and S values and finally a ground structure with two layers separated by a low perme-
able layer (or leaky layer). The five canal layouts and 3 sets of aquifer parameters create a total of 15 synthetic
models. All canals in the synthetic models have a constant water level of 0 m +NAP. Each synthetic model has
a square boundary where the groundwater level is fixed at 0 m +NAP. This boundary is 2000 by 2000 meter
with the (0,0) coordinate as the center point. This is added to the synthetic models to ensure the groundwater
can not rise infinitely. The recharge is added to the synthetic model in a circular area with a radius of 1500 m
and the center at the (0,0) coordinate.

The synthetic groundwater series is simulated at the location of the observation well using the synthetic
model. This synthetic series is simulated in the bottom aquifer of the synthetic model. These synthetic obser-
vation are used in the time series analysis. A response function is selected in the time series analysis. Since the
stress on the system is a recharge stress, the Exponential, Gamma, Double Exponential and Four-Parameter
functions can be used.

After the time series analysis performed using Pastas, the resulting response function is used to calibrate
the conceptual Ttim model. Two parameters are calibrated: the hydraulic conductivity k [T/L] and the stor-
age coefficient S [-]. The conceptual model has the same canal layout as the synthetic model and the location
of the observation well in the system is known. The conceptual model consists of a single aquifer with a
thickness of 10 m and an unknown k and S value. The cross-section for the calibration model is shown in
Figure 3.8. This cross-section is the same for all synthetic models regardless of the aquifer composition of the
synthetic model.
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Figure 3.8: The cross-section of the conceptual model
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The calibration of the conceptual model is done using a least squares minimization. The calibration opti-
mizes the k and S values using the step response of the time series analysis. Using the calibrated parameters
the conceptual model is set up in Ttim. From the conceptual model the response function can be determined
and compared with the synthetic response function and the Pastas response function. The conceptual model
us used to simulate the groundwater series in the observation well. This series is compared to the original
synthetic observation series. This comparison is done by calculating the EVP and RMSE between the two se-
ries. The same is done for the validation points. The groundwater head in the conceptual model is compared
to the synthetic model for these 9 points. This is done to see if the conceptual model is not only able to predict
the head in the observation well but also at different locations in the system. The validation points are spread
out over the system. In several cases some validation points will have identical observed head series because
the system is symmetrical, for modelling purposes these points are still validated with the model.

3.3.1. Example: Rectangle canal layout with a single aquifer layer
As an example, the first model is considered, which is the rectangle canal layout with a single layer, the layout
is shown in Figure 3.9. In the figure the location of the observation well (obswell) is shown, together with
several validation points which are used to compare the groundwater head of the conceptual model with that
of the synthetic model. The hydraulic conductivity of the system is 10 m/d and the storage coefficient is 0.2
(this is the phreatic storage).
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Figure 3.9: On the left the overview of the system and on the right the cross section of the system

Using this layout and the recharge presented in Figure 3.7, the synthetic model is run to simulate the
synthetic groundwater observations. These can be seen in Figure 3.10. These observations are used in the
time series analysis, together with the recharge stress (shown in Figure 3.7. For this synthetic model the
Gamma response function is used. The time series analysis simulation has an EVP of 99.966%, this is an
almost perfect match with the synthetic observations. The response function is determined with the time
series analysis.
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Figure 3.10: The observed head from the synthetic Ttim model, with the rectangle layout

The Pastas response function is compared to the response function of the synthetic model. In Figure
3.11 the response function example synthetic model and the response function of the time series analysis are
shown. The RMSE between both functions is 0.49 m for the step response and 0.07 m for the block response,
the highest deviation from the synthetic response is in the first part of the response function.



3.3. Multiple synthetic models 17

0 20 40 60 80 100
Time (days)

0

20

40

60

80

100

120

140

He
ad

 (m
)

Unit step response, RMSE:0.49
Pastas simulation
Synthetic model

0 20 40 60 80 100
Time (days)

0

1

2

3

4

5

He
ad

 (m
)

Unit block response, RMSE:0.07
Pastas simulation
Synthetic model

Figure 3.11: The step and block response of the synthetic model and from the time series analysis

The conceptual model is calibrated using the Pastas response function. The result of the calibration is
shown in Figure 3.12. In the figure the step responses of the synthetic, time series analysis and the calibrated
conceptual model are plotted. The response functions match very well. The calibrated hydraulic conduc-
tivity, k, is 9.966 m/d and the storage coefficient, S, is 0.202. The k and S value for the synthetic model are
10 m/d and 0.1 respectively as shown in Figure 3.9. The calibrated parameters are very close to the original
values.
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Figure 3.12: The step response of the synthetic, Pastas and the conceptual model are plotted.

The conceptual model is created with the same canal layout as seen in Figure 3.9. The aquifer parameters
from the calibration are used. Using this model the groundwater head at the location of the observation well
is simulated and compared with the original synthetic observations (as seen in Figure 3.10). The simulated
head in the observation well can be seen in Figure 3.13, below that the difference between the simulated head
and the synthetic head is shown. It can be seen that the differences between these two series are small, the
highest deviation in the 10 year simulation period is less than 0.006 m.
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Figure 3.13: The observed head from the synthetic model and the conceptual model in the observation well (top) and the difference
between the two models (bottom)

The next step is to verify if the conceptual model is able to simulate the head at different locations in the
system. This is done by simulating the groundwater head in the checkpoints (the 9 points that can be seen in
Figure 3.9) and compare this to the groundwater levels in synthetic. For this example model the head differ-
ence between the two models at each location is shown in Figure 3.14. At each location the EVP and RMSE of
the series is calculated in comparison to the groundwater series of the synthetic model at that location. The
average EVP of the conceptual model compared to the synthetic model for the validation points is 99.904%
with an average RMSE of 0.004 m, the EVP of each individual validation point can be seen in Appendix B.
The maximum difference between both model is less than 0.10 m for the 10 year simulation. This means the
conceptual model is able to simulate the groundwater head at several points in the system.
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Figure 3.14: The difference in head between the synthetic and conceptual model at the checkpoints

3.3.2. Multiple synthetic model results
The method as described in the previous section is applied to multiple synthetic models. For each synthetic
model the canal layout and aquifer parameters are shown in Appendix A. For each model the synthetic obser-
vations are simulated, these are shown in Appendix A. These observations, together with the recharge series
shown in Figure 3.7, are used in the time series analysis.
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The response function determined with the time series analysis is compared to the response function of
the synthetic model. These response functions are shown in Appendix B. The response functions from the
time series analysis are very close to the synthetic response functions for the single layer synthetic models.
The response function comparison for the multi layer models show slightly higher deviations. The response
functions for the leaky layer models show high deviations. The response function from the time series analy-
sis is used to calibrate the conceptual model parameters. The head in the observation well is simulated using
the conceptual model. The results for this simulation are shown in Appendix B for each model. The head
at the location of the verification points is simulated. These series are compared to the head simulated with
the synthetic model at those locations. The results of these simulations for each synthetic model are shown
in Appendix B. The EVP values for each synthetic model at each individual validation point are shown in Ap-
pendix B.2.

An overview of the results for all synthetic models is shown in Table 3.1. The name of each model is de-
rived from the canal layout, the addition _ml to the name is for the multilayer models and the _ll addition is
for the models with a leaky layer. The k and S values that are calibrated for each conceptual model are shown
in the table. The calibrated k and S values for conceptual models are very close to the k and S values of the
synthetics single layer models. The response function that is used in the time series analysis is shown for
each model. For the time series analysis in Pastas the EVP of the simulation is shown. The EVP and RMSE of
the groundwater head simulation in the observation well of the conceptual model compared to the synthetic
observations are shown in the table. For the checkpoints the average EVP and RMSE are shown.

For all models the EVP of the time series analysis simulation is very high (>98%), this means that the ob-
served head series is simulated almost perfectly. The EVP of the simulation in the observation well in all the
models is >98% with low RMSE values. The conceptual model for all different synthetic models is able to
simulate the groundwater observations accurately. The average EVP values at the validation points is high-
est for the single layer models. The results for the individual validation points show that for the single layer
aquifers models have EVP values of > 99%. The average EVP values are slightly lower for the simulation of the
multi layer models. The EVP values of the multilayer models are generally higher than 95%. Point 1 in the
triangle_ml has an EVP of 1.178%. The average EVP values are the lowest for the synthetic models with the
leaky layer. The triangle_ll model has the lowest EVP value of all synthetic models. Point 1 for this conceptual
model has an EVP of 0%.

Model name k value S value Response Pastas EVP EVP RMSE avg EVP avg RMSE
[m/d] [-] function [%] obswell [%] obswell [m] points [%] points [m]

rectangle 9.966 0.202 Gamma 99.962 99.993 0.002 99.904 0.004
branched 9.788 0.202 Gamma 99.595 99.574 0.011 99.968 0.003
parrallel 9.903 0.201 Gamma 99.623 99.994 0.002 99.994 0.002
lshape 9.82 0.191 Gamma 99.148 99.865 0.013 99.867 0.013
triangle 9.858 0.201 Gamma 99.917 99.982 0.002 99.984 0.002
rectangle_ml 7.221 0.239 Gamma 99.939 99.838 0.01 99.702 0.011
branched_ml 6.9 0.22 Gamma 99.543 99.938 0.005 99.608 0.011
parrallel_ml 7.03 0.203 Gamma 99.559 99.952 0.008 99.963 0.007
lshape_ml 7.257 0.186 Gamma 99.121 99.642 0.024 99.541 0.028
triangle_ml 6.882 0.224 Gamma 99.763 99.848 0.007 88.025 0.021
rectangle_ll 7.508 0.252 Gamma 99.913 99.706 0.014 99.315 0.022
branched_ll 6.278 0.278 Gamma 99.178 99.405 0.014 95.271 0.039
parrallel_ll 6.571 0.235 Gamma 99.483 99.764 0.016 99.689 0.02
lshape_ll 6.89 0.203 Gamma 99.307 99.623 0.025 98.997 0.044
triangle_ll 6.05 0.308 Gamma 98.862 98.069 0.025 81.937 0.067

Table 3.1: Table with the results of the different synthetic models
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3.4. Synthetic study conclusions
Two synthetic studies are performed. The first synthetic study was the Hantush model. This model was used
to verify the approach of the research and test the method. After this several synthetic models are created.
The synthetic models are used to simulate synthetic observations. These observations are used with time
series analysis. A conceptual model is calibrated on the time series response function. Using this conceptual
model the groundwater levels can be simulated. These simulated groundwater levels are compared to the
groundwater levels in the synthetic model to see if the conceptual is correctly able to simulate the synthetic
groundwater levels.

The synthetic Hantush model shows good results. The time series analysis was able to produce the same
the response function as the synthetic model and as calculated using the analytical Hantush equation. This
response function was used to calibrate the aquifer parameters of the conceptual model. The resulting pa-
rameters k and S of the calibration were close to the original parameters of the synthetic Hantush model. The
response function of the conceptual model was the same as the response function of the synthetic model,
the time series analysis response and the analytical response. The conceptual model was able to simulate the
groundwater head of the original synthetic model.

For the different synthetic models the time series analysis was able to simulate the observed groundwa-
ter series with high accuracy. The simulation in Pastas resulted in EVP values of >98% for all models. The
time series analysis was able to simulate the observed head series nearly perfect for all synthetic models. The
EVP is >98% for all conceptual model simulations compared to the synthetic observations at the observation
well. The RMSE of these simulations is low. This shows that the conceptual model simulates the observed
head excellent at the location of the observation well for all synthetic models. The EVP at the different valida-
tion points is generally very high. This means that the conceptual model was able to accurately simulate the
groundwater head at different locations in the system. As can be seen in Appendix B.2 this was not true for
all validation points in all models. The simulation at point 1 in the triangle multi layer and leaky layer models
have an EVP of 1.1% and 0%. This could be caused by the proximity to the canal of this point (see Appendix A
for the model layout) which causes the conceptual model to be inaccurate.

The synthetic study shows the conceptual model is able to spatially determine the groundwater levels
in a system. The EVP and RMSE values for the simulation at different locations in the systems show that
the conceptual model can simulate the groundwater head spatially. Only when the groundwater head is
simulated close to canals, the conceptual model is not able to simulate the synthetic observations, this results
in a low EVP for these points. The results show that the conceptual model is better able to simulate the
groundwater for the single layer models than for the multi layer and leaky layer models.



4
Case study

In this chapter the case study is explained and the results of the case study are presented. The method pre-
sented in Chapter 2 and 3 is applied to the case study. First the study area for the case study is briefly de-
scribed. After which some additional methods are explained. Next, the results for the case study are pre-
sented. Finally, some conclusions about the case study are drawn.

4.1. Study area Pannenhoef
The Pannenhoef is an area in the province of Noord Brabant in The Netherlands. It is situated between the
cities of Roosendaal and Breda. The Pannenhoef is a nature reserve and is maintained by Brabants Land-
schap, an organisation that manages several nature reserves in Noord Brabant. The area is a mix of agriculture
and forest. The area has two main canals, the Bijloop and the Turfvaart, which have several smaller tributaries
in the study area, these are shown in Figure 4.1. The area contains multiple smaller canals and rivers. The
groundwater level in the area is monitored by several observation wells, these are shown in Figure 4.1.

Figure 4.1: Map of the study area the Pannenhoef, with the different groundwater observation wells in the area.
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The water management in the area is the responsibility of the water board Brabantse Delta. In 2009 the
water board implemented measures in order to raise the groundwater levels in the area. This was done to
accommodate more diversity in flora and fauna. The measures that were taken were closing several weirs
and elevating the bottom of several canals. Because of the mix between agricultural and nature areas the
groundwater level is important. For this area it is important to understand groundwater fluctuations both in
time and space.

4.2. Case study methods
The method used in the case study is similar to the methods described in Chapter 2 and 3. Instead of the
synthetic observations used in the previous chapter, the model in this chapter uses the observations from the
different groundwater monitoring wells that are shown in Figure 4.1. The observations are simulated with
time series analysis using precipitation and evaporation data. This data is obtained from the KNMI station
closest to the study area, station Gilze-Rijen. In this case study no additional stress series are used. For each of
the observation wells the time series analysis is performed using Pastas. The simulation period that is used is
from 2010 until 2016. This period is after the waterboard implemented measures to raise the groundwater ta-
ble in the area. This period is chosen to avoid a possible step trend in the observations. Only the wells which
can be simulated with time series analysis with an EVP ≥ 65% are used for this research. The observation
wells that satisfy this condition are B50A0488001, B50A0489001, B50A0493001, B50A0493002, B50A0497001,
B50A0497002, B50A0233001 and Bijloop2. These wells are marked with a green dot in Figure 4.1, the wells
that are not taken into account are red.

A single layer conceptual model is created for one of the observation wells in the study area. The cross-
section of this model is the same as shown in Figure 3.8. To create the canal layout of the conceptual model, a
boundary is created around the observation well. This boundary is a fixed head boundary for the conceptual
model. The boundary is 2000 by 2000 m with the well at the center. Only the canals within this boundary
are taken into account, this is done to reduce calculation time of the model. As an example, the conceptual
model layout for the calibration well B50A0233001 can be seen in Figure 4.2. The precipitation and evapo-
ration are used as the stress on the conceptual model. They are added as a recharge in a circular area with a
diameter of 2500 m, with the center at the observation well. The recharge is calculated using Equation 2.12,
where f is calculated with time series analysis.
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Figure 4.2: Conceptual model layout for calibration well B50A0233001
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The response function obtained from time series analysis is used to calibrate this conceptual Ttim model.
This is done by adding a unit recharge to the conceptual model of 1 m/d. The aquifer parameters k and S
are then calibrated by fitting the response of the conceptual model to the time series analysis step response.
The drainage (or base level) of a groundwater system is the groundwater level when no stresses are affecting
the groundwater. The conceptual Ttim model has a drainage level of 0 m +NAP, in the study area this is not
the case. The drainage level needs to be determined for the conceptual model. Using the time series anal-
ysis a drainage level can be determined. This drainage level is added to the conceptual model results. The
next step is to simulate groundwater levels at the other observation wells using the conceptual model. The
resulting series are then compared with the groundwater levels in the other observations wells. This method
is repeated for all observation wells in the study area.

4.3. Example: Observation well B50A0233001
In this section the results of well B50A0233001 are presented, this observation well is used as an example. The
groundwater observations in this well are simulated using time series analysis. The results from Pastas for
well B50A0233001 are shown in Figure 4.3. The time series analysis is able to simulate the observed head with
an EVP of 83.61%. The observed groundwater series is simulated reasonably well.
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Figure 4.3: Results for the time series analysis for well B50A0233001.

A Ttim model is constructed using the canal layout shown in Figure 4.2, and the hydraulic conductivity
k and the storage coefficient S are estimated by fitting the response of the conceptual model to the response
function from Pastas. The estimated k and S values are 24.86 m/d and 0.2098 respectively. The response
function from Pastas and of the calibrated conceptual model are shown in Figure 4.4.

Using the conceptual model the head in observation well B50A0233001 can be simulated. The results for
this simulation are shown in Figure 4.5. The observations in the well are plotted together with the time series
analysis simulation and the simulation of the conceptual model. In the bottom plot the differences between
the time series analysis and the conceptual model simulation are plotted. It can be seen that the differences
between these are small. This indicates that the conceptual model is able to replicate the groundwater levels
from the time series analysis simulation at the observation well reasonably well.

Using the calibrated conceptual model the groundwater head is simulated at the other observation wells
in the area. The results for the simulation at all well locations can be seen in Figure 4.6. In the figure the
observations, the time series analysis simulation and the conceptual model simulation (this is the concep-
tual model calibrated on well B50A0233001) are shown for each individual observation well. The results show
that the conceptual model is not able to simulate the observed head in the other observation wells. There
are large deviations between the modelled and observed groundwater head at the other observation wells. A
consistent shift is observed between the simulated and observed groundwater levels.
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Figure 4.4: The calibration result of the conceptual model to the Pastas step response
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Figure 4.5: Simulated head inside the observation well, compared with the observations and the time series simulation



4.3. Example: Observation well B50A0233001 25

2010 2011 2012 2013 2014 2015 2016
Date (year)

8

9

10

11

12

13

He
ad

 (m
)

Simulated head in B50A0488001 callibrated on well B50A0233001

Head observations
Pastas simulated head
Conceptual model head

2010 2011 2012 2013 2014 2015 2016
Date (year)

8

9

10

11

12

He
ad

 (m
)

Simulated head in B50A0489001 callibrated on well B50A0233001

Head observations
Pastas simulated head
Conceptual model head

2010 2011 2012 2013 2014 2015 2016
Date (year)

9.5

10.0

10.5

11.0

11.5

He
ad

 (m
)

Simulated head in B50A0493001 callibrated on well B50A0233001

Head observations
Pastas simulated head
Conceptual model head

2010 2011 2012 2013 2014 2015 2016
Date (year)

9.0

9.5

10.0

10.5

He
ad

 (m
)

Simulated head in B50A0493002 callibrated on well B50A0233001

Head observations
Pastas simulated head
Conceptual model head

Figure 4.6: The conceptual model simulation at the observations wells
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Figure 4.6: Continued: The conceptual model simulation at the observations wells

The fluctuations of the series shown in Figure 4.6 are compared. The fluctuations are defined as the varia-
tions in groundwater head around the mean of the series. The fluctuations are calculated for the observations,
time series analysis simulation and conceptual model simulation. In Figure 4.7 the fluctuations are shown at
the location of each observation well. As can be seen Figure 4.7 the conceptual model is able to simulate the
fluctuations of the groundwater head in some observation wells reasonably well.
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Figure 4.7: Fluctuations of the observation wells for the observations, Pastas simulation and conceptual model simulation
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Figure 4.7: Continued: Fluctuations of the observation wells for the observations, Pastas simulation and conceptual model simulation
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The RMSE and EVP are calculated for the fluctuations of the conceptual model simulation with respect to
the groundwater observations and to the time series analysis simulation. An overview of the results for the
simulation of the fluctuations calibrated on well B50A0233001 can be seen in Table 4.1. In each column the
results of the fluctuation conceptual model at the location of each observation well are shown. The distance
is the distance in meters between the well used for calibration (well B50A0233001) and each observation well.
The mean amplitude is the amplitude of the conceptual model at the location of the observation well. The
mean amplitude is calculated as the mean of the difference between the highest and lowest groundwater
head for each year. The EVP values of the fluctuation simulated with the conceptual model with respect to
the fluctuations of the Pastas simulation are higher than those with respect to the observations. This is a
result of the conceptual model being calibrated on the step response from the time series analysis and not
directly on the observations. The EVP is highest for the simulation at the calibration well itself (see Figure 4.5).

B50A0488001

B50A0489001

B50A0493001

B50A0493002

B50A0497001

B50A0497002

B50A0233001

Bijl
oop2

EVP w.r.t. Pastas [%] 67.51 54.72 99.17 82.19 61.65 49.26 99.81 83.1
RMSE w.r.t. Pastas [m] 0.18 0.37 0.02 0.19 0.2 0.26 0.01 0.09
EVP w.r.t. observations [%] 53.77 40.98 66.51 67.4 47.85 37.67 82.42 68.04
RMSE w.r.t. observations [m] 0.21 0.39 0.19 0.26 0.23 0.31 0.14 0.14
Distance [m] 906.06 1277.14 255.92 255.92 624.25 624.25 0 1128.77
Mean amplitude [m] 1.71 1.68 1.15 1.88 2.92 2.89 1.3 1.69

Table 4.1: Results of well B50A0233001

4.4. Conceptual model results
For each observation well a single layer conceptual model is created to estimate the groundwater head at
the location of the other observation wells. The results for the time series analysis and the calibration of the
conceptual model are shown in Table 4.2. For each well the EVP for the time series analysis and the drainage
level determined with the time series analysis are shown (this is the drainage level used in the conceptual
model). The estimated k and S values are shown in the table. There is a large spread in the values for the
hydraulic conductivity ranging from 6.06 to 24.86 m/d. Additional information about the location of the well
and the average observed head can be seen in the table. The time series analysis simulation and the calibrated
step response function for each observation well can be seen in Appendix C.

Calibration well Pastas EVP Drainage level k value S value x coordinate y coordinate Avg observed
[%] [m NAP] [m/d] [-] well well head [m]

B50A0233001 83.61 9.33 24.857 0.2098 100971 390134 8.808
B50A0488001 80.88 11.91 6.909 0.1658 100563 390943 12.027
B50A0489001 80.68 11.83 9.76 0.2042 100350 391250 11.887
B50A0493001 68.35 10.66 22.324 0.26 101070 390370 10.962
B50A0493002 78.91 9.17 9.13 0.1491 101070 390370 9.754
B50A0497001 71.74 11.01 6.497 0.0928 100770 390725 11.231
B50A0497002 79.86 9.55 6.057 0.1186 100770 390725 9.462
Bijloop2 87.02 8.41 6.101 0.1655 101159 391247 8.589

Table 4.2: Overview of the calibration using the different observation wells

The conceptual models are each used to simulate the groundwater levels at the observation wells. The
results for the simulations can be seen in Appendix C. Similar to the results of well B50A0233001 presented in
the previous section, the conceptual models simulations show high deviations from the observed groundwa-
ter levels. There is generally a consistent shift between the simulated and observed groundwater series. For
each conceptual model the fluctuations can be seen in Appendix C. In Table 4.3 the EVP values for the fluctu-
ations simulated with the conceptual models compared to the time series analysis simulations are shown. In
Table 4.4 the RMSE between these series are shown. On the left axis the well used to calibrate the conceptual
model is shown and the top axis shows the well used for validation. On the diagonal of the tables the EVP val-
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ues are high and the RMSE values are low, these results show that the conceptual models are able to simulate
the groundwater fluctuations at the location of the well used for calibration very well. The results are mixed
at the locations of the other observation wells. 63% of the fluctuation simulations have an EVP ≥ 70%. It can
be seen that the table is not symmetrical around the diagonal, this means that using well A for calibration to
determine the head in well B yields different results than when well B is used for calibration to determine the
head in well A.
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B50A0488001 97.22 96.67 45.51 96.92 91.58 79.33 42.27 96.17

B50A0489001 97.7 99.24 27.55 96.29 92.7 84.15 56.3 97.71

B50A0493001 70.06 65.3 99.51 79.79 58.61 47.82 97.25 68.33

B50A0493002 89.84 83.54 53.29 98.63 86.67 70.87 71.85 91.46

B50A0497001 68.85 59.21 0 74.77 96.75 81.13 0 77.12

B50A0497002 66.45 69.51 0 67.02 98.5 91.02 0 78.48

B50A0233001 67.51 54.72 99.17 82.19 61.65 49.26 99.81 83.1

Bijloop2 97.48 95.9 41.82 96.58 92.83 80.89 51.09 96.9

Table 4.3: Overview of the EVP [%] of the fluctuations between the conceptual model and the time series analysis simulation, on the left
axis are the wells used for calibration and on the top axis are the well used in the validation.
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B50A0488001 0.05 0.1 0.18 0.07 0.09 0.17 0.24 0.04

B50A0489001 0.04 0.05 0.22 0.08 0.08 0.15 0.21 0.03

B50A0493001 0.17 0.33 0.02 0.2 0.2 0.27 0.05 0.13

B50A0493002 0.1 0.21 0.17 0.05 0.12 0.2 0.17 0.06

B50A0497001 0.17 0.33 0.39 0.21 0.06 0.16 0.44 0.1

B50A0497002 0.17 0.29 0.45 0.26 0.04 0.11 0.49 0.1

B50A0233001 0.18 0.37 0.02 0.19 0.2 0.26 0.01 0.09

Bijloop2 0.05 0.11 0.19 0.08 0.09 0.16 0.22 0.04

Table 4.4: Overview of the RMSE [m] of the fluctuations between the conceptual model and the time series analysis simulation, on the
left axis are the wells used for calibration and on the top axis are the well used in the validation.
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In Table 4.5 the mean amplitude of the simulated groundwater head is displayed. This value is calcu-
lated as the mean of the difference between the highest and lowest simulated fluctuation for each year at the
location of the observation well. This value is used as an indication of how much high fluctuation around
the mean is of the simulated groundwater level at the location of each observation well. In Table 4.6 the
distances in meters between the observation wells is shown. This table is, of course, symmetrical over the
diagonal (distance between well A and B is the same as distance between well B and A). On the diagonal the
distance between wells is 0 m.
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B50A0488001 1.29 1.31 0.72 1.3 1.9 1.93 0.81 1.31

B50A0489001 1.8 1.97 1.07 1.81 3.01 3 1.08 1.76

B50A0493001 1.57 1.66 1 1.68 2.56 2.62 1.12 1.58

B50A0493002 1.57 1.66 1 1.68 2.56 2.62 1.12 1.58

B50A0497001 1.05 1.03 0.57 1.05 1.49 1.51 0.64 1.08

B50A0497002 1.05 1.03 0.57 1.05 1.49 1.51 0.64 1.08

B50A0233001 1.71 1.68 1.15 1.88 2.92 2.89 1.3 1.69

Bijloop2 0.96 0.93 0.52 0.94 1.37 1.4 0.68 0.98

Table 4.5: Overview of the mean amplitude in meters of the conceptual model, on the left axis are the wells used for calibration and on
the top axis are the well used in the validation.
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B50A0488001 0 373.65 765.1 765.1 300.62 300.62 906.06 669.05

B50A0489001 373.65 0 1,137.01 1,137.01 672.33 672.33 1,277.14 809.01

B50A0493001 765.1 1,137.01 0 0 464.78 464.78 255.92 881.5

B50A0493002 765.1 1,137.01 0 0 464.78 464.78 255.92 881.5

B50A0497001 300.62 672.33 464.78 464.78 0 0 624.25 651

B50A0497002 300.62 672.33 464.78 464.78 0 0 624.25 651

B50A0233001 906.06 1,277.14 255.92 255.92 624.25 624.25 0 1,128.77

Bijloop2 669.05 809.01 881.5 881.5 651 651 1,128.77 0

Table 4.6: Overview of the distance in meter between the different wells.
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The EVP values shown in Table 4.3 are compared to the EVP of the time series analysis of the calibration
well. The comparison is shown in Figure 4.8. No correlation can be observed between the EVP of the time
series analysis and the EVP of the simulation conceptual model.
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Figure 4.8: EVP at the observation wells compared to the EVP of the calibration well

Different parameters are compared with the EVP values of the fluctuation series to see if a correlation ex-
ists. The results of this comparison can be seen in Figure 4.9. The first parameter that is compared to the EVP
of the fluctuations simulation, is the absolute difference in the calibrated hydraulic conductivity, k, between
two conceptual models. For example, the EVP for the fluctuations simulation is 99.17% for the conceptual
model calibrated on well B50A0233001 at the location of well B50A0493001, and the hydraulic conductivity
difference is 24.857− 22.324 = 2.533 m/d for these observation wells. Second, the EVP of the fluctuations
simulation is compared to the absolute difference in the storage coefficient, S. This is calculated in the same
manner as the difference in k. In the bottom two plots the mean amplitude and distance results are plotted
versus the EVP of the fluctuations simulation. All four plots show little correlation between the parameters
and the EVP values.

4.5. Base groundwater levels
There is a consistent shift between the simulated groundwater levels at the observation well and the observed
groundwater levels. This implies that the base groundwater level in the conceptual model is not correct. Data
is obtained of the water levels in the canals in the Pannenhoef study area from the waterboard Brabantse
Delta. In Figure 4.10 the average water level for each canal section is shown, together with the average ob-
served groundwater head in each observation well. The average water levels in some observation wells is
lower than the water level of the surrounding water bodies.

Using the canal data a stationary groundwater model can be made to determine the base groundwater
level for the conceptual model. This stationary model is created using TimML, an analytic groundwater mod-
elling software for steady flow. The model is created with the same cross section and layout as the Ttim model
presented in the previous section (see Figure 3.8 and 4.2 ). To calibrate this steady flow model a constant unit
recharge of 1 mm/d is added as a stress on the model. The model is calibrated on the different observation
wells. The head in the wells used for calibration is calculated as:

h = N · A+d (4.1)

Where h is the structural head in the well, N is the recharge on the system, A is the parameter calculated with
time series analysis in Pastas and d is the drainage level calculated with time series analysis. The structural
groundwater levels for each well are shown in Table 4.7. The model is calibrated to these structural levels.
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Figure 4.9: EVP at the observation wells compared to different parameters

The calibrated hydraulic conductivity is 0.75 m/d. The residuals for the calibrated model in each well can
be seen in Table 4.7. The residuals show two outliers in well B50A049302 and B50A049702 both of these are
the second filter of an observation well. A second calibration is done without these wells to see if the results
improve. The residuals of the second calibration can be seen in Table 4.7. These results show that there is no
significant improvement in the residuals of the steady state model when the two wells are excluded.

Well Structural head [m] Residuals [m] Residuals 2nd calibration [m]
B50A048801 12.47 -0.57 0.47
B50A048901 12.80 -0.13 1.11
B50A049301 11.06 0.29 0.75
B50A049302 10.13 1.22
B50A049701 11.44 -0.23 0.41
B50A049702 9.99 1.23
B50A023301 9.74 0.53 1.06
Bijloop2 8.74 -0.09 0.23

Table 4.7: Structural head for each observation well
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Figure 4.10: Average water levels in the canal and observation wells in m NAP

The resulting structural groundwater levels are shown in Figure 4.11. The contour levels of the ground-
water head are plotted with 0.5 m intervals. Additionally, the calculated structural head in the wells is shown
in the figure for a recharge of 1 mm/d . In the figure the deviation between the groundwater head of the
simulation and the head calculated in the wells can be seen. No steady state model could be made using the
available data of the water levels in the canals and the observed groundwater levels which gives a reasonable
fit.
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Figure 4.11: Calibrated steady flow model with the contour lines of the groundwater head.
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4.6. Case study conclusions
The proposed method is tested on a case study in The Netherlands. In the study area several observation
wells monitor the groundwater levels. Time series analysis is performed on the groundwater series from
one of the observation wells. The resulting response function is used to calibrate a single layer conceptual
groundwater model. Using this conceptual model the groundwater level at the location of the observation
well is simulated. This simulation is compared to the observed groundwater levels. Next, the conceptual
model is used to simulate the groundwater levels at the location of the other observations wells in the area.
The simulated groundwater levels are compared to the observed groundwater levels at the other observation
wells.

The conceptual model is able to simulate the observed groundwater levels at the observation well used for
calibration with mixed accuracy. The conceptual model is able to simulate the time series simulation reason-
ably well. The EVP values for the simulated head in the observation well compared to the Pastas simulation
are larger than 98%. The conceptual model is not able to simulate the groundwater head at other observation
wells, this can be seen in Figure 4.6 and Appendix C. There is a high consistent shift between the simulated
groundwater levels and the observed groundwater levels. This implies that the base groundwater level of the
conceptual model is incorrect.

The fluctuations simulated by the conceptual model are compared to the observed fluctuation and the
fluctuation simulated with time series analysis. The fluctuations of the conceptual model are compared to
the fluctuations of the Pastas simulation at each well. For more than 63% of the simulations the conceptual
model is able to simulate the Pastas fluctuations with an EVP greater than 70%. For the majority of the wells
the conceptual model is able to simulate the fluctuations of the groundwater head fairly well. The EVP values
for the fluctuations are compared with several parameters, but no correlation is observed.

The results shown in Figure 4.10 show a discrepancy between the data from the observation wells and the
water levels in the canals. It can be seen that the average observed groundwater level in some wells is lower
than the surrounding water levels. This would only be possible if the average net recharge is negative. When
the structural groundwater levels in the observations wells are fitted with a steady state groundwater model
no reasonable fit is found. It is impossible to create an accurate spatial conceptual model for the base level in
the area which satisfies the observed groundwater levels.
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Conclusions

The objective of this study was to extend the results of time series analysis at an observation well to deter-
mine the spatial variation and dynamics of the groundwater head. The proposed method is to use time series
analysis to determine the response function at an observation well and to use this response to calibrate a
relatively simple conceptual groundwater model. This method was first tested in a synthetic environment. A
variety of synthetic models was tested to evaluate the method. Next, the method was evaluated using a case
study in The Netherlands. In this case study the method was tested on several observations wells. The main
research question was answered using the different research questions mentioned in Chapter 1.

5.1. Can the response function at an observation well be determined with
time series analysis?

The ability of time series analysis to predict the response function of an observation well was tested in a syn-
thetic study. A variety of synthetic groundwater models was created. From these models a response function
and synthetic groundwater observations were simulated (these are the synthetic observations). Time series
analysis was performed on these observation series and a response function was determined. The results
show that the synthetic response functions for each model can be estimated using time series analysis. Small
deviations exist between the simulated and synthetic response functions.

Time series analysis is better able to simulate the response function for the simple canal layouts. The syn-
thetic models with more complex canal layouts show a higher deviation from the actual (synthetic) response
function. The response function was most accurate for the single layer synthetic models. The response func-
tions for the multi and leaky layer models show higher deviations from the actual response function. From
the results of the synthetic study it is concluded that time series analysis is able to determine the response
function of a system with reasonable accuracy. However, the results also show that with more complex syn-
thetic models, the determined response function is less accurate. In the case study, the response function
determined with time series analysis can, of course, not be compared to the actual response function of the
system because this is not known.

5.2. Can a single layer conceptual model be used to reproduce the response
function at an observation well obtained with time series analysis?

The response function at an observation well determined with time series analysis, was used to calibrate a
single layer conceptual groundwater model. The conceptual groundwater model uses a single aquifer and
the same canal system. The results from the synthetic study show that for the single layer synthetic models
the calibration is able to accurately estimate the soil parameters of the synthetic model. For the different
synthetic models the conceptual groundwater model was calibrated on the response function from time se-
ries analysis. For all synthetic models the conceptual model was able to simulate the observed head in the
calibration well with EVP values largetr than 98%. The simulated groundwater head in the observation well
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shows slightly higher deviations for the multi layer and leaky layer synthetic models. The high EVP values
show that the single layer conceptual model is able to reproduce the response function at the observation
well for the tested synthetic models.

In the case study the response function determined with time series analysis was used to calibrate the
single layer conceptual model. A conceptual model was created for each observation well. Each conceptual
model was used to simulate the groundwater head in the observation well that was used for calibration. For
each observation well the simulation of the conceptual model has an EVP larger than 88%. This shows that a
conceptual single aquifer model can simulate the groundwater head in the calibration well reasonably well.
This suggests that the response at the observation well is reasonably reproduced. However, there are devia-
tions between the groundwater head obtained with the conceptual model simulation and the observed head
in the observation well.

5.3. Can a calibrated single layer conceptual model be used to estimate
the response at other observation wells?

The response function determined with time series analysis was used to calibrate a single layer conceptual
groundwater model. Using this model the groundwater head was simulated at the locations of the verification
points in the synthetic model. For the synthetic study, the conceptual model is able to simulate the ground-
water head at multiple locations in the system. For the tested single layer models the average EVP is larger
than 99% at all verification points. For the multi layer synthetic models the average EVP at these points is
larger than 88%, and for leaky layer system larger than 81%. The results show that the conceptual model gives
results that are less accurate at locations very close to a canal, especially in the multi and leaky layer models.
From the synthetic study it is concluded that the single layer conceptual model can determine groundwater
levels at locations of other observation wells . However, at some locations the conceptual model is not able
to simulate the synthetic head very accurate.

The same approach is applied to the case study. A single layer conceptual model is calibrated for each
observation well and this model is used to simulate the groundwater at the locations of the other observa-
tion wells in the study area. The conceptual models are not able to simulate the groundwater head at the
locations of the other observation wells. The results show a consistent shift between the conceptual model
and the observed groundwater head. This suggests that the base level of the conceptual model is incorrect.
A steady state groundwater model was made to determine the base level of the groundwater using the water
levels of the canals in the case study area. This model was compared with the observed mean groundwater
head which showed large deviations. No base model could be created using the available data which gives
a reasonable match with the mean groundwater head in the observation wells. It is concluded that the con-
ceptual model is not able to simulate the groundwater head spatially for this case study, because no logical
spatial pattern is observed in the mean groundwater heads and the water levels in the area.

The fluctuations around the mean that are simulated with the conceptual model were compared with the
observed groundwater fluctuations. At several locations in the study area the conceptual model was able to
simulate the observed fluctuations in groundwater head reasonably well. At some locations in the study area
the fluctuations were not simulated correct. No correlation was found between the ability to simulate the
fluctuations well and several parameters of the system. From the results it is concluded that the conceptual
model is able to simulate the groundwater fluctuations at many points in the system. No conclusion can be
drawn on the cause of an inaccurate simulation of the fluctuations.



6
Recommendations

In Chapter 2, two new response functions were introduced and tested. The results show that the two re-
sponse functions perform well and in most cases better than the original response functions. However, the
response functions are not further investigated in this research. Only a limited number of wells are tested in
this research. These wells are all in the same area in the Netherlands and have only a single stress series. By in-
creasing the variety of observation wells, the performance of the new response functions can be investigated
further researched. More research should be done on the observations series currently used in this research,
to investigate why certain response functions perform better for certain series. Finally, the implementation
of the response functions in the time series analysis software Pastas should be improved. The results show
that the current version of Pastas is not always able to find the optimal solution of the time series analysis.

The synthetic study showed that the current version of Pastas software was not always able to filter out
noise in the stresses or observations using the noise model. It is recommended to take a closer look at the
noise model and identify why or when the noise model is not able to filter out the noise in the data. This
could improve the results of the time series analysis and thus of this research.

Several synthetic models are tested in this research, but the variety of models is limited. Different model
layouts should be tested to evaluate the performance of the conceptual model in other settings. More com-
plex aquifer systems and canal layouts should be tested to evaluate the conceptual model. The canals in
the current synthetic study have a constant homogeneous water level. The performance of the conceptual
model is not tested using spatial or temporal variation of the water levels. Testing the conceptual model on
a synthetic model where this is implemented could improve the base level of the conceptual model which is
currently assumed constant. The results of the synthetic study show that the conceptual model is not able
to simulate the groundwater head close to canals. The performance of the conceptual model should be in-
vestigated more to find the limits and improve the model. Finally, the current synthetic models only have a
single stress on the system (recharge). For further research it would be beneficial to add multiple stresses to
the system.

The results of the case study show that the conceptual model is not able to simulate the groundwater lev-
els in the area. The results show a consistent shift between the conceptual model results and the observed
groundwater head. This suggests that the base level of the conceptual model is incorrect. To improve the
conceptual model, the base level should be improved. Several attempts at modelling the base groundwater
level in the area were unsuccessful. More research is needed to try to model the base groundwater level using
the available data. Alternatively, a different case study could be selected where the base level is known or
can be modelled accurately. This could verify if the conceptual model is able to simulate the groundwater
spatially. A different case study where more parameters regarding the groundwater level and the boundary
conditions are known, could provide a better understanding on where or when the conceptual model is able
to simulate the groundwater levels and could reveal where improvements on the method are needed.
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40 6. Recommendations

The conceptual model is able to simulate the fluctuations around the mean at many locations in the sys-
tem. It is recommended to try to identify why the conceptual model is not able to simulate the fluctuations at
some locations in the area. Additionally, the conceptualization needs to be evaluated further. Currently the
conceptual model consists of a single aquifer system in which canals are in direct contact with the aquifer.
No additional conceptual models are tested. It is recommended to try different conceptual models, both in
the synthetic and case study, to see if the simulation of the spatial groundwater levels can be improved. This
can be done by adding additional layers to the conceptual model or adding additional boundary conditions,
for example, adding resistance to the bottom of the canals in the conceptual model.
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A
Synthetic models

In this section the synthetic model are displayed. The canal layout of each model can be seen together with
the cross section. For each model the synthetic observations are displayed.

Rectangle layout
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Figure A.1: On the left the overview of the system and on the right the cross section of the system for the rectangle layout
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Figure A.2: The observed head for the rectangle layout
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Parallel layout
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Figure A.3: On the left the overview of the system and on the right the cross section of the system for the parallel layout
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Figure A.4: The observed head for the parallel layout

L-shape layout
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Figure A.5: On the left the overview of the system and on the right the cross section of the system for the L-shape layout
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Figure A.6: The observed head for the L-shape layout
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Branched layout
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Figure A.7: On the left the overview of the system and on the right the cross section of the system for the branched layout
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Figure A.8: The observed head for the branched layout

Triangle layout
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Figure A.9: On the left the overview of the system and on the right the cross section of the system for the triangle layout
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Figure A.10: The observed head for the triangle layout
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Rectangle multi layer layout
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Figure A.11: On the left the overview of the system and on the right the cross section of the system for the rectangle multi layer layout
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Figure A.12: The observed head for the rectangle multi layer layout
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Parallel multi layer layout
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Figure A.13: On the left the overview of the system and on the right the cross section of the system for the parallel multi layer layout
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Figure A.14: The observed head for the parallel multi layer layout

L-shape multi layer layout
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Figure A.15: On the left the overview of the system and on the right the cross section of the system for the L-shape multi layer layout
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Figure A.16: The observed head for the L-shape multi layer layout
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Branched multi layer layout
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Figure A.17: On the left the overview of the system and on the right the cross section of the system for the branched multi layer layout
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Figure A.18: The observed head for the branched multi layer layout

Triangle multi layer layout
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Figure A.19: On the left the overview of the system and on the right the cross section of the system for the triangle multi layer layout
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Figure A.20: The observed head for the triangle multi layer layout
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Rectangle leaky layer layout
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Figure A.21: On the left the overview of the system and on the right the cross section of the system for the rectangle leaky layer layout
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Figure A.22: The observed head for the rectangle leaky layer layout
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Parallel leaky layer layout
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Figure A.23: On the left the overview of the system and on the right the cross section of the system for the parallel leaky layer layout
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Figure A.24: The observed head for the parallel leaky layer layout

L-shape leaky layer layout
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Figure A.25: On the left the overview of the system and on the right the cross section of the system for the L-shape leaky layer layout
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Figure A.26: The observed head for the L-shape leaky layer layout
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Branched leaky layer layout
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Figure A.27: On the left the overview of the system and on the right the cross section of the system for the branched leaky layer layout
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Figure A.28: The observed head for the branched leaky layer layout

Triangle leaky layer layout
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Figure A.29: On the left the overview of the system and on the right the cross section of the system for the triangle leaky layer layout
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Figure A.30: The observed head for the triangle leaky layer layout





B
Synthetic model results

In this Appendix the results for the different synthetic model layouts can be seen. For all of the models the
response functions of the synthetic model and the time series analysis are shown. For the observation well
the observed synthetic head and the simulated head from the conceptual model are plotted, together with
the difference between these models. For each of the checkpoints in the synthetic model (as can be seen in
Appendix A) the difference in head is plotted between the synthetic and conceptual model. The statistics of
the checkpoints can be seen in the second section of this chapter.
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B.1. Model Results
Rectangle Model
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Figure B.1: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.2: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the difference
between the two models
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Figure B.3: The difference in head between the synthetic and conceptual model at the checkpoints
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Parallel Model
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Figure B.4: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.5: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the difference
between the two models

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990
Date

0.015

0.010

0.005

0.000

0.005

Di
ffe

re
nc

e 
in

 h
ea

d 
(m

)

Difference in head [synthetic model - conceptual model]

checkpoint 1
checkpoint 2
checkpoint 3
checkpoint 4
checkpoint 5
checkpoint 6
checkpoint 7
checkpoint 8
checkpoint 9

Figure B.6: The difference in head between the synthetic and conceptual model at the checkpoints
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L-shape Model
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Figure B.7: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.8: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the difference
between the two models
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Figure B.9: The difference in head between the synthetic and conceptual model at the checkpoints
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Branched Model
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Figure B.10: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.11: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.12: The difference in head between the synthetic and conceptual model at the checkpoints
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Triangle Model
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Figure B.13: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.14: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.15: The difference in head between the synthetic and conceptual model at the checkpoints
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Rectangle multi layer Model
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Figure B.16: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.17: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.18: The difference in head between the synthetic and conceptual model at the checkpoints
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Parallel multi layer Model
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Figure B.19: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.20: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.21: The difference in head between the synthetic and conceptual model at the checkpoints
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L-shape multi layer Model
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Figure B.22: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.23: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.24: The difference in head between the synthetic and conceptual model at the checkpoints
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Branched multi layer Model
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Figure B.25: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.26: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.27: The difference in head between the synthetic and conceptual model at the checkpoints
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Triangle multi layer Model
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Figure B.28: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.29: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.30: The difference in head between the synthetic and conceptual model at the checkpoints
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Rectangle leaky layer Model
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Figure B.31: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.32: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.33: The difference in head between the synthetic and conceptual model at the checkpoints
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Parallel leaky layer Model
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Figure B.34: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.35: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.36: The difference in head between the synthetic and conceptual model at the checkpoints
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L-shape leaky layer Model
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Figure B.37: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.38: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.39: The difference in head between the synthetic and conceptual model at the checkpoints
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Branched leaky layer Model
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Figure B.40: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.41: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.42: The difference in head between the synthetic and conceptual model at the checkpoints
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Triangle leaky layer Model
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Figure B.43: The step and block response of the synthetic model and the time series analysis simulation
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Figure B.44: The observed head from the synthetic model and the conceptual model in the observation well. On the bottom the differ-
ence between the two models
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Figure B.45: The difference in head between the synthetic and conceptual model at the checkpoints
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B.2. EVP at validation point

Model name Point 1 Point 2 Point 3 Point 4 Point 5 Point 6 Point 7 Point 8 Point 9
square 99.994 99.59 99.994 99.994 99.99 99.994 99.994 99.589 99.994
branched 99.948 99.955 99.969 99.977 99.961 99.972 99.984 99.968 99.978
parrallel 99.994 99.995 99.994 99.995 99.995 99.995 99.991 99.994 99.994
lshape 99.897 99.877 99.862 99.879 99.864 99.856 99.865 99.855 99.849
triangle 99.957 99.984 99.983 99.994 99.985 99.984 99.993 99.989 99.984
square_ml 99.593 99.74 99.592 99.814 99.843 99.814 99.592 99.74 99.593
branched_ml 99.028 99.922 99.97 99.609 99.318 99.854 99.947 99.066 99.761
parrallel_ml 99.986 99.987 99.986 99.908 99.929 99.908 99.986 99.987 99.986
lshape_ml 99.283 99.738 99.755 99.626 99.564 99.5 99.574 99.445 99.382
triangle_ml 1.178 99.789 99.865 99.443 95.178 99.768 99.542 98.69 98.771
square_ll 98.982 99.543 98.965 99.703 99.446 99.703 98.965 99.542 98.982
branched_ll 85.424 98.835 99.656 91.872 93.365 98.731 99.223 91.823 98.514
parrallel_ll 99.83 99.746 99.824 99.443 99.511 99.446 99.83 99.746 99.824
lshape_ll 96.616 99.408 99.818 99.075 99.277 99.309 99.334 99.078 99.058
triangle_ll 0.0 98.077 97.851 93.529 78.081 96.75 96.21 88.005 88.928

Table B.1: EVP values of the different synthetic models at the location of the validation points in [%].





C
Case study results

In this appendix the results for the case study The Pannenhoef are shown. For each observation well the
response function used for calibration is shown, next, the observed head in the well, the Pastas simulation
and the conceptual model simulation for the well are shown. The simulated groundwater head of conceptual
model at the location of each observation well is shown. For these locations the fluctuations of the simula-
tions and observations are displayed.
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Figure C.1: The calibration result of the conceptual model to the Pastas step response of well B50A0488001
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Figure C.2: Simulated head in well B50A0488001, compared with the observations and the time series simulation
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Figure C.3: The conceptual model simulation of well at the observations wells calibrated on well B50A0488001
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Figure C.3: Continued: The conceptual model simulation at the observations wells calibrated on well B50A0488001
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Figure C.4: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0488001
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Figure C.4: Continued: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0488001
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Figure C.5: The calibration result of the conceptual model to the Pastas step response of well B50A0489001
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Figure C.6: Simulated head in well B50A0489001, compared with the observations and the time series simulation
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Figure C.7: The conceptual model simulation of well at the observations wells calibrated on well B50A0489001
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Figure C.7: Continued: The conceptual model simulation at the observations wells calibrated on well B50A0489001



80 C. Case study results

2010 2011 2012 2013 2014 2015 2016
Date (year)

1.5

1.0

0.5

0.0

0.5

1.0

1.5

He
ad

 a
ro

un
d 

m
ea

n 
(m

)

Head fluctuations around mean level in B50A0233001 callibrated on well B50A0489001
Observations
Pastas simulation
Conceptual model

2010 2011 2012 2013 2014 2015 2016
Date (year)

1.5

1.0

0.5

0.0

0.5

1.0

1.5

He
ad

 a
ro

un
d 

m
ea

n 
(m

)

Head fluctuations around mean level in B50A0488001 callibrated on well B50A0489001
Observations
Pastas simulation
Conceptual model

2010 2011 2012 2013 2014 2015 2016
Date (year)

1.5

1.0

0.5

0.0

0.5

1.0

1.5

He
ad

 a
ro

un
d 

m
ea

n 
(m

)

Head fluctuations around mean level in B50A0489001 callibrated on well B50A0489001
Observations
Pastas simulation
Conceptual model

2010 2011 2012 2013 2014 2015 2016
Date (year)

1.5

1.0

0.5

0.0

0.5

1.0

1.5

He
ad

 a
ro

un
d 

m
ea

n 
(m

)

Head fluctuations around mean level in B50A0493001 callibrated on well B50A0489001
Observations
Pastas simulation
Conceptual model

Figure C.8: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0489001
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Figure C.8: Continued: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0489001
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Figure C.9: The calibration result of the conceptual model to the Pastas step response of well B50A0493001
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Figure C.10: Simulated head in well B50A0493001, compared with the observations and the time series simulation



83

2010 2011 2012 2013 2014 2015 2016
Date (year)

8.5

9.0

9.5

10.0

10.5

11.0

11.5

He
ad

 (m
)

Simulated head in B50A0233001 callibrated on well B50A0493001

Head observations
Pastas simulated head
Conceptual model head

2010 2011 2012 2013 2014 2015 2016
Date (year)

10.5

11.0

11.5

12.0

12.5

He
ad

 (m
)

Simulated head in B50A0488001 callibrated on well B50A0493001
Head observations
Pastas simulated head
Conceptual model head

2010 2011 2012 2013 2014 2015 2016
Date (year)

10.5

11.0

11.5

12.0

12.5

He
ad

 (m
)

Simulated head in B50A0489001 callibrated on well B50A0493001
Head observations
Pastas simulated head
Conceptual model head

2010 2011 2012 2013 2014 2015 2016
Date (year)

10.2

10.4

10.6

10.8

11.0

11.2

11.4

11.6

He
ad

 (m
)

Simulated head in B50A0493001 callibrated on well B50A0493001
Head observations
Pastas simulated head
Conceptual model head

Figure C.11: The conceptual model simulation of well at the observations wells calibrated on well B50A0493001
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Figure C.11: Continued: The conceptual model simulation at the observations wells calibrated on well B50A0493001
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Figure C.12: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0493001
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Figure C.12: Continued: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0493001
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Figure C.13: The calibration result of the conceptual model to the Pastas step response of well B50A0493002
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Figure C.14: Simulated head in well B50A0493002, compared with the observations and the time series simulation
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Figure C.15: The conceptual model simulation of well at the observations wells calibrated on well B50A0493002
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Figure C.15: Continued: The conceptual model simulation at the observations wells calibrated on well B50A0493002
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Figure C.16: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0493002
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Figure C.16: Continued: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0493002
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Figure C.17: The calibration result of the conceptual model to the Pastas step response of well B50A0497001
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Figure C.18: Simulated head in well B50A0497001, compared with the observations and the time series simulation
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Figure C.19: The conceptual model simulation of well at the observations wells calibrated on well B50A0497001
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Figure C.19: Continued: The conceptual model simulation at the observations wells calibrated on well B50A0497001
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Figure C.20: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0497001
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Figure C.20: Continued: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0497001
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Figure C.21: The calibration result of the conceptual model to the Pastas step response of well B50A0497002
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Figure C.22: Simulated head in well B50A0497002, compared with the observations and the time series simulation
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Figure C.23: The conceptual model simulation of well at the observations wells calibrated on well B50A0497002
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Figure C.23: Continued: The conceptual model simulation at the observations wells calibrated on well B50A0497002
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Figure C.24: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0497002
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Figure C.24: Continued: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0497002
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Figure C.25: The calibration result of the conceptual model to the Pastas step response of well B50A0233001
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Figure C.26: Simulated head in well B50A0233001, compared with the observations and the time series simulation
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Figure C.27: The conceptual model simulation of well at the observations wells calibrated on well B50A0233001
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Figure C.27: Continued: The conceptual model simulation at the observations wells calibrated on well B50A0233001
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Figure C.28: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0233001
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Figure C.28: Continued: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well B50A0233001
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Figure C.29: The calibration result of the conceptual model to the Pastas step response of well Bijloop2
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Figure C.30: Simulated head in well Bijloop2, compared with the observations and the time series simulation
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Figure C.31: The conceptual model simulation of well at the observations wells calibrated on well Bijloop2
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Figure C.31: Continued: The conceptual model simulation at the observations wells calibrated on well Bijloop2
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Figure C.32: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well Bijloop2
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Figure C.32: Continued: Fluctuations of the observations, Pastas simulation and conceptual model simulation in well Bijloop2
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