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3-D Ego-Motion Estimation Using Multi-Channel
FMCW Radar

Sen Yuan , Graduate Student Member, IEEE, Simin Zhu , Graduate Student Member, IEEE,
Francesco Fioranelli , Senior Member, IEEE, and Alexander G. Yarovoy, Fellow, IEEE

Abstract— The problem of estimating the 3D ego-motion veloc-
ity using multi-channel FMCW radar sensors has been studied.
For the first time, the problem of ego-motion estimation is treated
using radar raw signals. A robust algorithm using multi-channel
FMCW radar sensors to instantly determine the complete 3D
motion state of the ego-vehicle (i.e., translational speed and
rotational speed) is proposed. The angle information of targets is
extracted, and then their phase information from different times
instances is used to determine vehicle ego-motion through an
optimization process. Any pre-processing steps, such as clustering
or clutter suppression, are not required. The performance of
the algorithm is compared with the state-of-the-art algorithms
based on real-world data, and superior performance has been
demonstrated. The algorithm proposed can be easily integrated
into radar signal processing pipelines for other tasks relevant to
autonomous driving.

Index Terms— Ego-motion estimation, multi-channel radar,
velocity measurement, automotive application.

I. INTRODUCTION

ROBUST ego-motion estimation plays an important role
in various real-world applications, ranging from indoor

robotics to automotive scenarios, and remains a challenging
task. Various technologies and approaches have been devel-
oped to investigate robust solutions, aiming at more integrated,
smaller, and power-efficient sensors.

These sensors include vision, laser, and classical navigation
sensors like wheel-based odometry and inertial sensors. While
extremely fast and high-resolution, lidar is sensitive to weather
conditions, especially rain and fog [1]. Vision systems are
versatile and cheap but easily impaired by scene changes,
like poor lighting or the sudden presence of snow [2]. Both
these sensors only yield dependable results for relatively short-
range measurements. A typical GPS on its guarantees at best
meter-level accuracy and may experience reception difficul-
ties near obstructions and rely on external infrastructure [3].
Additionally, proprioceptive sensors, like wheel encoders and
IMUs, suffer from significant drift among other detrimental
effects [4], and may have systematic errors caused by kine-
matic imperfections, unequal wheel diameters or uncertainties
about the exact wheelbase.
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Radar technology has some unique advantages compared to
other sensors, namely the accurate and direct measurements
of the range, relative velocity, and angle of multiple targets,
as well as a long-range coverage of more than 200 m even in
challenging weather or light conditions [5]. Because of their
high degree of integration and relatively low cost, radars oper-
ating in the 77 GHz mm-wave frequencies have become very
popular [6], and nowadays, these sensors are considered key in
autonomous driving [7]. With a large operational bandwidth,
they can provide fine-range resolution. Doppler resolution is
a function of chirp duration and the number of chirps used
for the estimation, with better velocity resolution achieved
by operating at higher frequency [8]. Angular resolution is
contingent upon the antenna aperture and can be achieved by
multi-channel radars, i.e., phased array [9], or multiple-input-
multiple-output (MIMO) array techniques [10]. Both generate
a real or virtual, typically uniform linear array (ULA) to
improve angular information for imaging purposes.

When addressing the problem of ego-motion estimation,
a current trend in automotive is information fusion from
different sensors. Milli-RIO algorithm with data fusion coming
from a single-chip low-cost radar and an inertial measurement
unit sensor with an unscented Kalman filter and a Recurrent
Neural Network (RNN) to estimate the six-degrees-of-freedom
ego-motion of a moving radar is proposed in [11]. A compar-
ison of the automotive SAR measurement of a static object
and the representation of the static object from the digital
map database to get an accurate localization is proposed
in [12]. A millimeter-wave radar Simultaneous Localization
and Mapping (SLAM) algorithm assisted by the Radar Cross
Section (RCS) feature of the target and Inertial Measurement
Unit (IMU) is suggested in [13]. A sliding window on radar
measurements to extract Doppler velocity and IMU mea-
surements to constrain the change in velocity between radar
measurements, jointly estimating the 3D translational velocity,
is suggested in [14]. Fusion of the radar’s ego estimation
results with monocular Visual Inertial Odometry or monoc-
ular Thermal Inertial Odometry to improve the robustness in
challenging conditions is described in [15]. Finally, a fusion
of the IMU data with radar data to correct the error in the
estimation is proposed in [16].

Significant efforts have been made to use only information
from multi-channel radar systems to perform ego-motion esti-
mation. The state-of-the-art methods can be mainly divided
into model-based and artificial intelligence (AI) approaches.
Based on the vehicle’s mechanical model, the sinusoidal
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relation between the measured Doppler velocities and the
azimuth angles is used in [17] to estimate the ego-motion. This
work, which determined an ego-velocity vector of 2 degrees
of freedom (DoF), was extended to the case of multiple
distributed radars to deal with the full 2D vehicle motion state,
i.e., 3 DoF [18]. A probabilistic model incorporating spatial
registrations of radar scans was also proposed in [19]. That
joint spatial and Doppler-based estimation operates without
lever-arm offsets or motion assumptions but involves high
computational costs. In subsequent research [20], the normal
distribution transform (NDT) model was utilized for faster
spatial alignment, and the complexity was further reduced by
deriving a sparse probabilistic representation [21]. A hybrid
approach [22] was proposed to decouple translational and
rotational motion by combining benefits from scan matching
and instantaneous approaches. The ego-motion velocities can
also be calculated by the cross-correlation of different Tx-Rx
pairs [23], [24]. A Gaussian Mixture Model for two consec-
utive point sets, achieving robust estimation results with a
probabilistic strategy, is used in [25]. A new, unsupervised
ego-velocity estimation method to allow a low-cost Doppler
radar to obtain accurate ego-velocity estimation is presented
in [26]. Ego-motion can also be generated using SLAM from
radar data [27]. Although most of the newest algorithms for
SLAM in ego-motion estimation [25], [28], [29] can provide
a good performance by transferring the technique from Lidar
or Odometry, they suffer from poor updating rate as they
generally require a full frame to perform the ego-motion
estimation. Moreover, the density of the radar point cloud is
much sparser than a Lidar one, reducing the performance of
these techniques. The AI-based algorithm [30] proposes an
end-to-end (E2E) complex-valued neural network architecture
using a complex-valued channel attention module that directly
handles raw radar data to provide the ego-motion estimation.
An ego-velocity prediction model using an LSTM network as
a microscopic and non-parametric approach to applying to the
various urban driving conditions is proposed in [31].

However, all the aforementioned algorithms for ego-motion
estimation are based on radar point clouds, which are gener-
ated after several data processing steps. At least one coherent
processing interval, i.e. one frame, is required to create such
data clouds, which limits the possible update rate. Moreover,
point clouds may not necessarily be coherent from frame to
frame due to the scintillating scattering behaviour of extended
targets at mm-wave frequencies, and their generation process
can include artefacts coming from clutter and interference.
Performing ego-motion estimation starting from the lower
signal level (i.e., the radar base-band signal before range-
doppler processing) can be beneficial in automotive scenarios.
Firstly, the ego-motion estimation can be performed fast,
within one frame or even from chirp to chirp. Secondly,
using the algorithms implemented directly on the signal level,
it will be easier to combine them with other high-resolution
algorithms [32] or automotive SAR algorithms [33] to improve
performances for other tasks, such as adaptive cruise control
(ACC) [34], forward collision avoidance (FCA) [35], lane-
change assistance [36], evasion assistance [37] or mapping
generation [38]. To the best of our knowledge, only a few

papers have been published to tackle ego-motion estima-
tion from the radar raw signal. For example, the resolution
autocorrelation in the range is used in [24] to estimate the
ego-motion, but that algorithm operates at an intermediate
frequency. The proposed method firstly estimates the targets’
positions and then uses their phase information from different
times instances to determine vehicle ego-motion through an
optimization process.

The main contributions of this paper are listed as follows:
1) A novel 3D full ego-motion estimation algorithm work-

ing with radar raw signal at its input (i.e., the radar
base-band signal before FFTs) is proposed by a two-
step optimization.

2) It is demonstrated that using the algorithm proposed,
3 DoF ego-motion estimation can be performed on a
smaller timescale than a frame and by using only one
multi-channel radar.

3) A detailed analysis of the proposed method performance
is provided based on numerical simulations with point
targets and with realistic scenes reconstructed from the
public RadarScenes dataset in [39].

The rest of the paper is organized as follows. In Section II,
the signal model for a moving radar with 3 degrees of
freedom is provided. The fundamentals of how to estimate the
ego-motion velocity via the proposed optimization approach
are demonstrated in Section III. The simulation results for
ideal point targets and complex, realistic scenarios extracted
from the RadarScenes dataset [39] are provided in Section IV.
Finally, conclusions are drawn in Section V.

II. SIGNAL MODEL

Frequency-modulated continuous wave (FMCW) radar with
Na antenna elements for azimuth estimation and Ne antenna
elements for elevation estimation is considered here. With-
out losing generality, the omnidirectional antenna pattern is
considered for the antenna elements. The FMCW chirp is char-
acterized by its chirp duration Tc and pulse repetition interval
(PRI) T . A normalized single chirp signal with bandwidth B
has the form:

s0(t) =

{
e j2π( f0t+0.5µt2) t ∈ [0, Tc]

ssettle(t) t ∈ [Tc, T ]
(1)

where f0 denotes the starting frequency of the chirp, µ =
B
Tc

denotes the frequency modulation rate, and ssettle(t) indicates
the signal during the settle time. This is the time when radar
chirps are reset to the starting frequency to allow the hardware
circuitry to settle.

The periodic transmitted signal is decomposed into fast-time
domain t ′ and chirp number domain l = ⌊

t
T ⌋ as t ′

= t − lT ,
with t ′

∈ [0, Tc], where l = 0, 1, 2, . . . , Ld − 1, and Ld is the
total number of the chirps in one snapshot or frame.

Then the periodically transmitted chirp signal can be
expressed as:

s(t) = s
(
t ′

+ lT
)

= s
(
l, t ′

)
= s0

(
t ′
)

(2)
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The round trip delay of the reflected signal from a scatterer
for the i-th virtual antenna is:

τo
(
l, t ′

)
=

2
(
Do(t ′

+ lT ) + v
(
t ′

+ lT
))

c

≈ γo +
2v(t ′

+ lT )

c
(3)

where c is the speed of light, Do(t ′
+ lT ) is the distance

between the target o and the radar at time (t ′
+ lT ), and v is

the radial velocity between the radar and scatter.
The corresponding received signal can be written as:

r(o,i, j)(l, t ′) = αe jφo,i, j s(t ′
+ lT − τo(l, t ′))

= αe jφo,i, j e j2π8o(l,t ′)

wi th t ′
∈ [γo, Tc]

(4)

where α is the constant complex coefficient of the scatterer,
and e jφo,i, j denotes the phase delay of the scatterer o at the
i, j-th virtual element. According to (2), the term 8o(l, t ′)

has the form:

8o(l, t ′) = f0(t ′
− τo(l, t ′)) + 0.5µ(t ′

− τo(l, t ′)2),

wi th t ′
∈ [γo, Tc] (5)

The phase delay of the i, j-th antenna elements counted in
the 2-D linear array and relative to the 1st antenna element,
i.e., the reference antenna element, is obtained by:

φo,i, j (l) ≈ 2π f0(
di

c
sinθo(l)cosφo(l) +

d j

c
sinφo(l)) (6)

where di and d j are the reference distances between the 1st
antenna element in azimuth and elevation direction, respec-
tively. The θo(l) and φo(l) are the azimuth angle and elevation
angle of the o-th scatterer at slow time l, respectively. For the
automotive radar’s case, where the MIMO technology is the
major trend in current applications [40], the equation (6) needs
to be changed to:

φo,i, j (l) ≈ 2π f0(i
d
c

sinθo(l)cosφo(l) + j
d
c

sinφo(l)) (7)

Here, we assume that the rotation during the fast time has
no influence as the fast time has a very short duration. Also,
the velocity of different antennas due to the rotation will
not influence the Doppler velocity (otherwise, the antennas
will lose their coherency), and these differences are negligible
because the rotating radial distance between them is only half
wavelength. Hence, the change in angle is due to the vehicle’s
rotation in pitch, roll, and yaw directions, [2p, 2r , 2y], which
can be calculated at a given time as the following:

Axyz(2p, 2r , 2y)

= Ax (2p)Ay(2r )Az(2y)

=

cos(2y) − sin(2y) 0
sin(2y) cos(2y) 0

0 0 1

 cos(2r ) 0 sin(2r )

0 1 0
− sin(2r ) 0 cos(2r )


×

1 0 0
0 cos(2p) − sin(2p)

0 sin(2p) cos(2p)

 (8)

Fig. 1. The geometry of the rotation of the radar mounted to the side of a
vehicle.

The geometry of the radar mounted on the vehicle is shown
in Fig. 1. A side-looking radar is considered as the paper
focuses on solving the ego-velocity estimation of the radar
platform, which can then be linearly connected to the velocity
of the vehicle on which the radar is mounted. So the position
in the coordinates of the target o can be calculated for the
radar with rotation speed [ωp, ωr , ωy] as (9):Ro cos(θo(l)) cos(φo(l))

Ro sin(θo(l)) cos(φo(l))
Ro sin(φo(l))


= Axyz(ωpl, ωr l, ωyl)

Ro cos(θo(0)) cos(φo(0))

Ro sin(θo(0)) cos(φo(0))

Ro sin(φo(0))

 (9)

The received signal is then correlated with the conjugate
copy of the transmitted signal to derive the de-chirped signal
of the o-th scatterer received by the i, j-th element. This can be
written as in (10), where for simplicity, the complex coefficient
of the de-chirped signal is still indicated:

z(o,i, j)(l, t ′) = r(o,i, j)(l, t ′) × s∗(l, t ′)

= αo exp[ jφo,i, j (l)]

× exp[− j2π( f0
2v

c
T l + µγot ′)]

× exp[− j2πµ
2v

c
T lt ′

] (10)

After the de-chirping, the data in (10) is sampled with
respect to fast-time with frequency fs and the discretized data
ẑi, j

o in the time domain is obtained as

ẑi, j
o (l, b) ≈ αo exp[ jφo,i, j (l) − j2π( fd,oT l + µγo

b
fs

)] (11)

where fd,o =
2vo f0

c represents the Doppler frequency of the
o-th scatter. The coupling terms between slow time and fast
time can be neglected because the automotive radar is typically
working with the narrow bandwidth assumption.

When there are Ns scatterer points in the field of view, the
signal would be as follows based on the superposition of the
contributions of each scatterer:

ẑi, j (l, b) =

Ns∑
o

ẑi, j
o (l, b) (12)
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Fig. 2. The generation of Range-Doppler Spectra (RDS), where u is the
index controlling the starting time of the group of chirps within one frame
that is selected for further processing.

III. PROPOSED METHOD

In this section, the proposed method for ego-motion esti-
mation is presented.

A. Steps for the Proposed Ego-Motion Estimation

For each antenna, one can obtain the range–Doppler spec-
trum (RDS) by performing the 2-dimensional FFT (2D FFT)
of the de-chirped signal in a fast and slow time.

For the signal received by one antenna, it is important
to note that a group of chirps in the whole frame will be
chosen for further processing, i.e., ẑ(u : u + NL − 1, k),
with u ∈ N, u + NL < Ld . u is the starting slow time
index for the selected group of chirps, as shown in Fig. 2.
Compared to alternative point cloud-based methods for ego-
velocity estimation, the updating rate of this and the following
steps can be significantly improved from frame to chirp rate
by allowing overlap between the selected groups of chirps.
After 2D FFT, the signal for the selected group of chirps in
(12) will become:

ẑi, j (m, n, u) =

k∑
o

αoπ
2Tc fs NLsinc(

(mTc fs + µγoTc)

2
)

× sinc(
(n + fd,oT )NL

2
) × exp[ j8o,i, j (l)]

× exp[− jπ((mTc fs + µγoTc)

+ (n + fd,oT )(2u + NL))] (13)

where m and n are the indices of the frequency in range and
Doppler domain, respectively. Because of the sinc function in
the expression, the amplitude peak will change according to

the Doppler velocity and range of targets, which is at the basis
of the subsequent detection processing.

Range and Doppler detection can be performed using
thresholding-based methods applied to the 2D RDS, such as
the constant false alarm rate detector (CFAR) [41]. There are
many different versions of CFAR, but the core theory is to
estimate the background power and achieve a constant false
alarm rate in detection. Also, AI-based detectors have been
proposed recently, but they are focused on a specific type of
target’s detection, e.g., ships [42] or underground targets [43].
In this work, a conventional cell-averaging CFAR algorithm is
applied [44]. The radar is installed on the side of the vehicle.
This can effectively avoid the Doppler ambiguity problem
encountered in forward-looking radar, and help distinguish
the targets’ contribution over the whole Doppler spectrum.
Via the 2D FFT, the targets can then be separated in the
range and Doppler domains. The detections are based on the
amplitude information of the RDSs, which are independent
of the antenna and the starting slow time index, as in (13).
It should also be noted that each detected bin may contain the
contribution of multiple physical targets or scatter points, but
these can be regarded by the algorithm as a single “synthetic
target” for a given detected bin. In other words, there is no
explicit assumption that one detected range-Doppler bin would
correspond to one specific physical target. It is also assumed
that this will not change much in the short duration of one
CPI/frame over which the algorithm operates.

After CFAR detection, Nk range-Doppler cells are
obtained for every RDS, denoted by [(m1, n1); (m2, n2);

. . . ; (m Nk , nNk )]. These cells will be used to select the cor-
responding vectors along the antenna/channel dimension of
the radar cube for subsequent processing. With FFTs and
detections, the proposed ego-motion estimation approach uses
as its input raw data from different chirps of the radar cube,
rather than discrete points from a point cloud after detection.
In the following subsections, the estimation of the rotational
and translational velocities are presented.

1) Rotational Motion: The phase differences between dif-
ferent antennas for the detected range-Doppler cell will only
depend on the angular information of those targets belonging
to this cell, i.e., their position in terms of elevation angle and
azimuth angle in (7). From this, we can extract the angle
information of these detected cells, i.e. the angle information
of this synthetic target.

By stacking all the RDS at a time u for the detected (mk, nk)

range-Doppler indices, the target data for each cell is written
in the matrix format

−→
Z (mk, nk, u) as:

−→
Z (mk, nk, u)

=

 ẑ1,1(mk, nk, u) . . . ẑ1,Ne(mk, nk, u)

. . . ẑi, j (mk, nk, u) . . .

ẑNa ,1(mk, nk, u) . . . ẑNa ,Ne(mk, nk, u))


(14)

Here, the k-th detected RDS is assumed to belong to the
k-th ‘synthetic target’, whose phase information will follow:

exp[ j8k,i, j (l)] =

kn∑
ki =1

exp[ j8ki ,i, j (l)] (15)
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where ki the index of the targets in k-th bin, kn is the total
number of targets in k-th bin. As discussed, here a ‘synthetic
target’ occupying one bin does not necessarily relate to a single
physical object.

We then take this target as an example, Z i, j (mk, nk, u) ∈

CNa×Ne , where i, j denote the index of the antennas in azimuth
and elevation, respectively, and Na, Ne are the total number of
antennas in azimuth and elevation. By applying equation (13),
each element ẑi, j (mk, nk, u) will be written as:

ẑi, j (mk, nk, u) = β ẑ1,1(mk, nk, u) exp[ jφk,i, j (u)] (16)

where β is the complex coefficient containing the information
about the amplitudes, and ẑ1,1(mk, nk, u) is the received signal
from the reference antenna element.

To estimate the rotational motion, two RDSs starting from
different slow time values are needed, u0 and u1. The range
and Doppler indices for a detected target at time u0 will also
be used for the next RDS at time u1, as it is assumed that they
remain the same during a few chirps. These can be written in
the matrix format as

−→
Z (mk, nk, u0) and

−→
Z (mk, nk, u1).

From the phase differences in (16), the angle of the ‘syn-
thetic target’ at a time u1 is derived as discussed later in
Section III-B, i.e.

−→
Z (mk, nk, u0) ⇒ [θ̂k(u0), φ̂k(u0)] and

−→
Z (mk, nk, u1) ⇒ [θ̂k(u1), φ̂k(u1)].

With radar, the targets’ range information r̂k(u) can be
easily estimated. Then for k detected targets, a matrix

−→
Tc (u) ∈

CNk×3 can be formed, which contains their different position
information, namely range, azimuth, elevation:

−→
Tc (u) =

 r̂1(u) . . . r̂k(u)

θ̂1(u) . . . θ̂k(u)

φ̂1(u) . . . φ̂k(u)

 (17)

At this stage, three operations are implemented to estimate
the rotational velocities: first, the projection to Cartesian
coordinates; second, Kabsch algorithm [45], [46] as shown
in Algorithm. 1 to estimate the rotation matrix; finally, the
estimation of the rotational velocities based on the rotation
matrix. These steps are summarized in Section III-C.

2) Translational Motion: The phase differences between
different starting slow time indices for the detected cell will be
dependent on the ‘synthetic target’ Doppler information, which
can be seen in (13). To estimate the translational motion from
these phase differences, the same process can be applied as the
one performed for the angle extraction in the aforementioned
rotation estimation.

The Doppler velocity Vd only contains the components
of the vehicle and the targets’ relative speed in the radial
direction. Here, the majority of the Doppler components come
from the radar’s speed. This is true especially for side-looking
radars, as most targets in the radar field of view are static,
like landmarks, road curbs, and buildings. Only the car’s
movement is considered for simplicity in this derivation. Also,
the detected Doppler velocity is already combined with all the
Doppler components from every target in the given cell. The
ego-motion estimation of the radar can be derived from the
phase differences.

Once again, let us take the detected k-th target
as an example. The radar is moving with velocity

vr (u) = [vr x (u), vr y(u), vr z(u)]. Assuming that during the
short period u1 − u0 the relative speed between targets and
radar remains constant. Also, the targets within one detected
bin will be at the same position. The phase difference
0(k, u1, u0) can be written as:

0(k, u1, u0)

= 4π
drk f0

c
T (18)

drk = Vd ∗ (u1 − u0) = vr x (u0) ∗ (u1 − u0) cos θk cos φk

+ vr y(u0) ∗ (u1 − u0) sin θk cos φk

+ vr z(u0) ∗ (u1 − u0) sin φk (19)

By stacking all the detected range-Doppler cells at a certain
time u, the matrix for translational motion can be formed as
−→
Tt (u) ∈ CNa∗Ne×Nk :

−→
Tt (u) =

 ẑ1,1(m1, n1, u) . . . ẑ1,1(m1, n1, u)

. . . . . . . . .

ẑNa ,Ne(m Nk , nNk , u) . . . ẑNa ,Ne(m Nk , nNk , u)


(20)

with the two matrices
−→
Tt (u0),

−→
Tt (u1) related to time u0, u1.

An element of these matrices can be written as in (21):

Z i, j (mk, nk, u1) = βZ i, j (mk, nk, u0) exp[ j0(k, u1, u0)]

(21)

From the phase differences in (21), the translational move-
ment of the radar is derived as discussed in the following
Section III-B, i.e. [

−→
Tt (u0),

−→
Tt (u1) ⇒ [ ˆvr x , ˆvr y, ˆvr z].

B. Details of the Optimization Approach

Both equations (21) and (16) have the same format, only
with different phase information. Here, the problem can be
formulated as to how to estimate the desired parameters, i.e.,
the angular position of the target and the translational velocity,
from the phase information in the presence of noise.

From the equation (16), the measured data in a matrix form
X ∈ CNa×Ne can be obtained:

X =
Z i, j (mk, nk, u)

Z1,1(mk, nk, u)
+ Nx (22)

where Nx ∈ CNa×Ne is the noise matrix.
The signal model Y ∈ CNa×Ne was designed for subsequent

optimization as:

Y (θ̂k, φ̂k) = exp ( j2π f0(
di

c
sinθ̂kcosφ̂k +

d j

c
sinφ̂k)) (23)

where i ∈ [0, Na] and j ∈ [0, Ne] are the indices of the matrix,
respectively, and the di and d j have been defined in (7).

The problem then becomes an optimization problem, with
the objective defined as:

arg min
θ̂k,φ̂k

f (θ̂k, φ̂k) (24)

where f (θ̂k, φ̂k) = [Y − X ]
H
[Y − X ], with X, Y ∈ CNa×Ne .

Different optimization algorithms can be used here, e.g.,
genetic algorithm [47] or simulated annealing [48]. Pattern
search [49] is used for solving this optimization problem.

Authorized licensed use limited to: TU Delft Library. Downloaded on August 17,2023 at 08:01:46 UTC from IEEE Xplore.  Restrictions apply. 



YUAN et al.: 3-D EGO-MOTION ESTIMATION USING MULTI-CHANNEL FMCW RADAR 373

In this way, one can obtain the estimated θ̂k and φ̂k for different
detected targets. The advantage of this method is that it can be
extremely simple to formulate and implement, as it does not
require an explicit estimate of the derivative of the function
or Taylor’s series. Furthermore, it is globally convergent [50].

Similarly, from the equation (21), the measured data can be
obtained and written as a matrix P ∈ CNk×Ne Na

P =
Z i, j (mk, nk, u1)

Z i, j (mk, nk, u0)
+ Np (25)

where Np ∈ CNk×Ne Na is the noise matrix.
We can design the signal model Q ∈ CNk×Ne Na as:

Q( ˆvr x , ˆvr y, ˆvr z)

= exp( j4πT (vr x (u0) ∗ (u1 − u0) cos θ̂k cos φ̂k

+ vr y(u0) ∗ (u1 − u0) sin θ̂k cos φ̂k

+ vr z(u0) ∗ (u1 − u0) sin φ̂k) f0/c)

× ones(1, Ne Na) (26)

where θ̂k and φ̂k are the estimated azimuth and elevation angle
of detected targets in (24).

This problem becomes another optimization problem, with
the objective defined as:

arg min
ˆvr x , ˆvr y , ˆvr z

f ( ˆvr x , ˆvr y, ˆvr z) (27)

where f ( ˆvr x , ˆvr y, ˆvr z) = [Q − P]
H
[Q − P], with Q, P ∈

CNk×Ne Na .
This problem is also solved with pattern search [49] to

estimate ˆvr x , ˆvr y, ˆvr z .
The proposed method mainly depends on the two optimiza-

tion steps. Hence, the computation complexity depends on
these two steps, i.e., on the number of iterations required for
each optimization. The optimization in (24) is implemented
for each detected range-Doppler cell to obtain all the targets’
angle information. Thus, the computation complexity of the
first optimization step mainly comes from the number of
range-Doppler cells with detected targets. The number of iter-
ations depends on the convergence threshold set; specifically,
in this paper an average of 80 times per optimization was
performed.

C. Summary of the Proposed Algorithm

Based on the fundamentals described in the previous subsec-
tions, ego-motion estimation can be performed by optimiza-
tions starting from the received radar signal. To summarize,
the steps of the proposed approach are described as follows.

Step 1: Detection Based on the RDS:
After 2D FFT on fast time and slow time, the radar raw

signal will be converted into RDS data. Using 2D cell-
averaging CFAR detection [44], the detected targets’ indices
in range and Doppler domain will be obtained.

Step 2: Optimization of Two Consecutive RDS’s Angle
Information:

By stacking all the RDS starting from time u0 for each
detected targets, as in equation (16), the optimization can be
performed as described in (24) to obtain the azimuth ˆθu1 and
elevation angle ˆφu1 for the detected targets at time u1.

Step 3: Estimation of the Rotational Speed:
For the time u1, we can obtain the matrix

−→
Tc (u) containing

ranges, azimuths angles and elevation angles for each detected
target as shown in (17). By performing the projection (28),
the locations of the targets are converted into Cartesian coor-
dinates system. The matrix in (17) can be converted as

−→
Tp(u).

The locations of all the detected targets at two different times
are stacked separately in the same order to form two matrices
−→
Tp(u0) and

−→
Tp(u1).x̂k(u)

ŷk(u)

ẑk(u)

 =

r̂k(u) cos(θ̂k(u)) cos(φ̂k(u))

r̂k(u) sin(θ̂k(u)) cos(φ̂k(u))

r̂k(u) sin(φ̂k(u))

 (28)

Kabsch algorithm [45], [46] as shown in Algorithm. 1 is
then used here to obtain the rotation matrix R ∈ C3×3 between
two datasets.

Algorithm 1 Kabsch algorithm
Get the position matrix of point clouds from two datasets
−→
Tp(u0) and

−→
Tp(u1), where pi and p′

i are the coordinate
values of each point, respectively.
Calculate the centroid of each point cloud:

p =
1
n

∑Nk
i=1 pi

p′
=

1
n

∑Nk
i=1 p′

i
The displacement vector of each point relative to the cen-
troid is defined as:

qi = pi − p
q ′

i = p′

i − p′

Calculate the covariance matrix of those points:
H =

∑Nk
i=1 qq ′T

Perform the SVD decomposition:
H = U ∧ V T

R = V U T

The rotational matrix R can be obtained.

Then the rotation angle for each axis can be calculated by
the elements in the obtained rotational matrix R:2p

2r

2y

 =


tan−1(

R3,2
R3,3

)

tan−1(
−R3,1√
R2

1,1+R2
2,1

)

tan−1(
R2,1
R1,1

)

 (29)

Hence, each component of the rotational speed will be:ωp

ωr

ωy

 =


2p

T (u1−u0)
2r

T (u1−u0)
2y

T (u1−u0)

 (30)

where T is the chirp duration time.
Step 4: Estimation of the Translational Speed:
Start by stacking the two antenna elements vector starting

from time u0 and time u1 for each detected target (m Nk, nNk),
as in equation (21). The optimization can then be performed
as described in (27) to obtain the translational speed of the
radar ˆvr x , ˆvr y, ˆvr z .

The entire proposed algorithm is summarized in the pseu-
docode shown in Algorithm 2, and the corresponding block
diagram was drawn in Fig.3.

Authorized licensed use limited to: TU Delft Library. Downloaded on August 17,2023 at 08:01:46 UTC from IEEE Xplore.  Restrictions apply. 



374 IEEE TRANSACTIONS ON RADAR SYSTEMS, VOL. 1, 2023

Fig. 3. The block diagram of the proposed method, where after obtaining
raw radar data, a 2D FFT is performed for a different group of chirps with
different starting times t1 and t2. This is followed by CFAR detection and
proposed optimization process to finally obtain the ego-motion estimation,
i.e. the estimation of the rotation and translation velocity components.

D. Limitations

A detailed discussion of the results is shown in the following
section, where some limitations of the current formulation of
the algorithm are reported.

On one hand, it is noted the dependence of the ego-velocity
estimation quality on the number of detected targets in the
scene. These cannot be distributed in every range and Doppler
cell, which means that too many targets will degrade the
performances of the proposed method (see Table III in the
following section). On the other hand, too few targets will
lead to higher errors in the ego-motion estimation because of
the residual uncertainty.

Also, the second optimization step relies on the Doppler
information. Thus, the maximum estimated velocity for the
algorithm should be less than the maximum unambiguous
velocity Vmax . Current generation of MIMO automotive radar
applies often Time Division Multiplexing (TDM) to achieve
orthogonal transmit signals. Thus, the maximum unambiguous
velocity can be expressed as:

Vmax =
λ

4Tc ∗ Nta ∗ Nte
(31)

where Nta and Nte are the number of transmitters for azimuth
and elevation directions, respectively. The result with the radar
parameters used in the simulation and listed in Table I is
approximately 80 km/h. It should also be noted that work-
ing with Code Division Multiplexing or Frequency Division
Multiplexing rather than TDM means that the unambiguous
velocity range can be further extended.

Algorithm 2 Proposed method of this paper
Perform 2D FFT on fast time and slow time for the groups
of chirps starting from time u0 and u1 in a frame to obtain
the RDSs ẑi, j (m, n, u0) and ẑi, j (m, n, u1) as in (12)
Perform 2D cell-averaging CFAR detection [44] on RDS
ẑ1,1(m, n, u0) to get the targets’ range-Doppler cells
[(m1, n1); (m2, n2); . . . ; (m Nk, nNk)].
Stack all the detected RDSs at time u0 and u1 to get
−→
Z (mk, nk, u0) and

−→
Z (mk, nk, u1)

Form the measure data X as in (22) and build the model
data Y as in (23).
Use pattern search for solving the optimization problem (24)
to estimate the azimuth and elevation angle [θ̂k(u0), φ̂k(u0)]

and [θ̂k(u1), φ̂k(u1)].
Extract the range information ˆro1(u) from the detection of
the range-Doppler matrix.
Project the detected targets from polar coordinates to the
cartesian coordinates, as in (28).
Perform the Kabsch algorithm as shown in Algorithm 1.
Calculate the rotational angle of each axis as in (29).
Calculate the rotational speed as in (30).
Stack all the detected RDSs at time, u0 and u1 to get

−→
Tt (u0)

and
−→
Tt (u1) as in (20)

Form the measure data P as in (25), and build the model
data Q as in (26).
Use pattern search for solving the optimization problem (27)
to estimate the translational speed, i.e. [ ˆvr x , ˆvr y, ˆvr z]

The 3D ego estimation can finally be obtained.

TABLE I
THE RADAR PARAMETERS FOR THE VERIFICATION OF THE METHOD

IV. RESULTS AND DISCUSSION

To show the effectiveness of the proposed method, sev-
eral results based on groups of simulated point targets and
realistic scenarios derived from the automotive radar datasets
RadarScenes [39] are presented in this section.

A. Simulated Point Targets

We used a simulated 8 × 8 2D uniform linear array on the
side-looking radar to evaluate the performance of the approach.
The distances between different antennas are constant, λ

2 ,
to avoid ambiguity. The radar parameters are listed in Table I.

Fifty random targets are generated in the radar field of
view, i.e. at random range values in the interval [0, 35m],
elevation in the interval [0, 60◦

], and azimuth in the interval
[−30◦, 30◦

] with random RCS. The vehicle is moving with
random speed selected from a uniform distribution in all
three coordinates where Vx = U(−10.8 km/h, 10.8 km/h),
Vy = U(32.4 km/h, 50.4 km/h) = U(9m/s, 14m/s),
Vz = U(−10.8 km/h, 10.8 km/h) = U(−3m/s, 3m/s),
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TABLE II
THE EVALUATION RESULTS FOR THE TRANSLATIONAL EGO-VELOCITY

ESTIMATION USING SIMULATED POINT TARGETS

Fig. 4. Performance comparison in terms of velocity error [m/s] for 3D
translational velocity estimation for simulated targets. (a) Velocity in the X
direction. (b) Velocity in the Y direction. (c) Velocity in the Z direction. The
proposed method (blue) is compared with the modification of the method (red)
in [17].

and wp, wr , wy = U(−15◦/s, 15◦/s). The corresponding
value of the three translational velocity components in m/s
is Vx = U(−3m/s, 3m/s), Vy = U(9m/s, 14m/s), Vz =

U(−3m/s, 3m/s). All the targets are set to be static for this
first simulation.

As this work is the first to implement 3 DoF ego-motion
estimation using low-level data from only one radar to provide
a state-of-the-art reference, the work in [17] is modified
by performing the proposed angle extraction in the rotation
motion estimation shown in Section. III-A1 after detection
on range-Doppler spectra, in order to further improve the
angular resolution ability of the original method in that work
by introducing Doppler information. Using 3+1D radar, the
elevation and azimuth DOA results can be obtained and sent to
the algorithm of [17] to get a 3 DoF estimation. This approach
will be referred to as ‘modified DOA’ method in the rest of
the paper and used for comparison. All other state-of-the-art
algorithms cannot be implemented without using consecutive
frames data, so only the modified DOA algorithm and the
proposed algorithm will be compared in this section.

A Hundred Monte Carlo tests were performed, and the
error for the 3-dimensional velocity estimation is shown in
Fig. 4, and the evaluation results are shown in Table II. As no
alternative method can provide the rotational speed estimation
based on only one frame, the results of the proposed method
are shown in Fig. 5 without comparison.

Fig. 5. Performance of the proposed approach in terms of estimation error
[rad/s] for 3D rotational velocity for simulated targets. (a) Pitch rotation speed.
(b) Roll rotation speed. (c) Yaw rotation speed.

In terms of the estimation of the translational velocity,
the proposed curve shown in Fig. 4 is closer to 0 with less
fluctuation compared with the Modified DOA method. Also,
the proposed method achieves the best performance for every
velocity component, with smaller mean error and variance,
demonstrating a robust estimation as in Table. II. Regarding
the estimation of the rotation velocity in Fig. 5, the error for
pitch is 0.0348 rad/s, 0.0609 rad/s for roll and 0.0515 rad/s
for yaw. The variance of the error in pitch is 0.002, 0.006 in
roll, and 0.0045 in yaw, which is acceptable considering the
small values of radar rotation velocity in the ground truth for
the simulated scenario.

The performance of the ego-motion estimation will be
influenced by the total number of targets in the scene, the
ratio of moving targets with respect to the total, and the size
of the antenna array. A Hundred additional Monte Carlo tests
were performed with respect to each of these parameters to
assess their effect while keeping the radar parameters as listed
in Table I.

In this new simulation, five hundred targets are placed
randomly in the radar field of view. The radar is moving in
the three directions with random velocity values. The moving
targets’ radial velocity follows the uniform distribution Vr =

U(0, 10.8km/h) = U(0, 3m/s), with varying ratios of moving
vs static targets. The SNR is set constant at 20dB. As shown
in Table III, the proposed method achieves the best estimation
result in all three directions with respect to the mean value
and variance of the estimation error. It is expected that with
the increase of the moving targets’ ratio, the performance
drops in all three directions. This is reasonable, as the targets’
extra movement will introduce extra Doppler components, and
the optimization step in (27) will suffer from this. However,
in general, the proposed method is less sensitive to this
problem than the alternative method (‘modified DOA’). The
‘modified DOA’ method performs estimation with detected
range-Doppler-angle values, instead of exploiting the phase
domain, meaning that the extra Doppler velocity induced by
targets’ random movement will introduce more errors com-
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TABLE III
THE EVALUATION RESULTS FOR THE EGO-VELOCITY ESTIMATION’S ERRORS (MEAN AND VARIANCE VALUE IN X Y Z DIRECTION) USING THE

SIMULATED POINT TARGETS AS A FUNCTION OF THE RATIO OF MOVING TARGETS

pared to the proposed approach. The proposed method uses
the least squares solution for solving the optimization problem
so that those extra Doppler components will not influence the
final result as the majority of targets are still static. Anyhow,
as the ratio of moving to static targets increases (e.g., in a
dense urban scene with many moving objects), the accuracy
of the ego-velocity estimation decreases in the current for-
mulation of the proposed method. A potential solution to
this limitation would be to set a threshold separating moving
and static targets, and to utilize only those static targets for
estimation to avoid the Doppler errors introduced by the
targets’ own motion.

To test the influence of the array size, another simulation
was performed. Five hundred static targets are generated. The
radar is moving with random velocities in the 3 directions.
The results are shown in Fig. 6. The Mean p and Meand

denote the mean error value of the proposed method and the
modified DOA method, respectively, while V arp and V ard are
the error variances of the proposed method and the modified
DOA method, respectively. The performance of the proposed
methods is marginally improved with a larger array size, as the
optimization (27) will highly rely on more data, whereas the
performances of the modified DOA method remain almost
the same with slight improvement. The estimation of the angle
information can be performed with small array sizes because
during the detection stage, the targets are separated in the RDS,
and the different antenna vectors only provide the information
of the differences.

As mentioned in Section. III-D, the number of targets in
the scene will influence the detection, and thus the angle
estimation within the optimization in (24). On the other hand,
if fewer targets are detected, the error will also increase
because of the uncertainty. Another Monte Carlo simulation is
performed with SNR equal to 20 dB to investigate this aspect
with a different overall number of targets in the scene. All
the targets are static with the same radar parameters listed in
Table I; only the ego-car is moving with random speeds in
the three directions. The results are shown in the bar plots
of Fig. 7. The proposed method performs consistently better
than the modified DOA method. The performance improves at
first when more targets are present, and then drops which is

Fig. 6. The error of the velocity estimation in [m/s] with different array
sizes. The blue curves refer to the proposed method, whereas the red curves
refer to the modified DOA method derived from [17].

visible for both methods as expected. Moreover, one extreme
case where 10000 targets are distributed randomly in the scene
with the vehicle speed equal to [18, 54, 7.2]km/h was tested.
The estimation achieves 0.17km/h error in the x-direction,
0.97 km/h in the y-direction and 1.15km/h in the z-direction,
which is a relatively small proportion compared to the actual
speed. This appears to prove that with the current formulation
of the algorithm the ego-velocity estimation will be impacted
by the presence of many targets, but still provides acceptable
performances without failing.

To test the influence of the SNR, another Monte Carlo simu-
lation was performed with values ranging within [−5, 20] dB.
There are no obvious differences for different SNRs conditions
in terms of the estimation results, hence they are not reported
here. This is thought to be related to the fact that the proposed
algorithm does not require a certain number of targets detected,
but a few static strong targets detected will be sufficient to
apply the algorithm. CFAR detection considers the background
noise level during its process, so the influence of SNR can be
in part compensated. This proves that the algorithm is quite
robust to the noise.
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Fig. 7. The error of the velocity estimation in [m/s] with different numbers
of static targets. The blue bars refer to the proposed method, whereas the red
bars refer to the modified DOA method derived from [17].

Fig. 8. Pictures of the two experimental automotive scenarios from the
dataset (a) Scene1, (b) Scene2.

It is expected from the formulation in section III that if the
platform moves faster, the targets will separate more in the
range-Doppler spectrum so that their angle estimation will be
more accurate. So the effect of this parameter (platform ego-
velocity) has not been reported in this subsection. It should
also be noted that the velocity components are estimated
within one frame with a high update ratio. Nevertheless,
the estimation performance could be even improved with the
temporal information from past or future frames.

B. Simulated Realistic Scenarios

Two automotive scenarios are generated from the exper-
imental data of the RadarScenes [39] dataset to test the
proposed algorithm with more realistic data. To generate a

Fig. 9. The comparison flowchart for the proposed method and the modified
DOA method implemented on data from the simulated realistic scenarios
generated from [39].

scenario with denser targets, all four radars’ data from the
dataset [39] are used as the source of point scatterers for
the simulation. The four radar sensors have a maximum
range detection of 100 m and a field of view of about
−60◦ to +60◦. The range and radial velocity resolution are
reported to be 0.15 m and 0.1 km/h, respectively. At the
boresight direction, the angular resolution is about 0.5◦ and
degrades to 2◦ at the outer parts of the field of view. Two
scenes are selected to represent two typical automotive sce-
narios, namely a European city street and a campus road.
Two examples of images from the two selected scenes are
shown in Fig. 8. As the RadarScenes dataset provides only
processed radar point clouds for four radars orientated in
different directions, we have used this radar point cloud to
synthesise raw data for a single side-looking MIMO radar
with 2D uniform antenna array 8 × 8. The flowchart of the
synthesise procedure is shown in Fig. 9. These newly gener-
ated raw data have been used for all ego-motion estimation
algorithms.

To simulate a scene, all the scatter points extracted from the
experimental dataset are converted into the world coordinates
which are pre-defined in the dataset. As the dataset does
not provide height information, all the targets have been set
for simplicity at a fixed height of 3m for this simulation,
and the velocity in the Z direction and the rotation in the
X and Y direction are set to 0, as no ground truth is
provided for those either. Based on the signal model described
in Section II, the corresponding radar signals are generated
from the superposition of these scatter points in each frame.
Subsequently, the proposed estimation algorithm is used to
estimate the ego-velocity.

Two different evaluation metrics are defined to compare
different ego-motion estimation algorithms using the simulated
realistic data [51]. These are:
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Fig. 10. Estimated trajectory using realistic data from two scenes of [39] with different algorithms (a) Scene1, (b) Scene2.
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TABLE IV
THE EVALUATION RESULTS FOR THE TRAJECTORY ESTIMATION (APE, RTE) USING THE REALISTIC DATA FROM TWO SCENES OF [39]

TABLE V
THE EVALUATION RESULTS FOR THE TRAJECTORY ESTIMATION (APE, RTE) USING THE REALISTIC DATA FROM TWO SCENES OF [39]

1) Absolute Pose Error (APE):

ϵAP E =

√√√√ 1
m

m∑
i=1

∥Pest (i) − Pgro(i)∥2 (32)

where i is the frame index, m is the total number of frames,
Pest and Pgro are the estimated pose parameters and ground
truth poses, respectively.

2) Relative Trajectory Error (RTE): The equation is given
in (33), as shown at the top of the next page, where Test

and Tgro are the estimated trajectory parameters and ground
truth trajectory, respectively. N is a relatively short period to
evaluate the metric, which is set as 100 and 300 frames in this
paper, equivalent to 1.85s and 5.55s, respectively. Essentially,
RTE is the average trajectory root-mean-square error (RMSE)
over time segments with a length of 100 and 300 frames over
which errors can accumulate.

Different ego-motion estimation algorithms have been
implemented and compared for these tests, namely: the one by
Kellner [17] which is the first paper to tackle the ego-motion
estimation problem using only radar and achieving a decent
and robust performance; the NDT-based algorithm in [21]
which uses probability and transformation to address the
ego-motion estimation problem; the Modified DOA algorithm
which is the updated version of Kellner’s methods as pre-
viously explained in this section; and finally the proposed
algorithm. For Kellner’s method, the number of anchor points
is chosen as 100, the probability of inlier ratio is 0.99, and the
resulting number of iterations per scan is 10. Regarding the
implementation of the selected NDT method, two important
hyperparameters of the DBSCAN clustering algorithm [52],
the maximum distance and the minimum number of samples,
are selected as 2m and 5, respectively.

The resulting vehicle trajectories from these algorithms are
shown in Fig.10. All the methods maintain the basic shape of
the ground truth trajectory. However, it is clearly shown that
the proposed method and the modified DOA method generate

estimated trajectories that follow the ground truth almost for
the whole duration, while the other two drift or shift to other
directions at some points. Both the proposed method and the
modified DOA method provide better estimations compared
with other alternative methods, based on the evaluation metrics
shown in Table IV and Table V. The proposed algorithm
provides the smallest error compared with other methods.

V. CONCLUSION

In this paper, a novel algorithm for 3D ego-motion esti-
mation has been proposed, which can operate using only one
multi-channel FMCW radar. The proposed algorithm uses the
radar raw signals as input and estimates the 3 DoF velocity by
estimating first the targets’ position and then using their phase
information from different times instances. The proposed
approach achieves better results compared with algorithms
operating on radar point clouds. Starting from raw signals pro-
vides opportunities for implementing additional radar signal
processing tasks, broadening the limits of alternative SLAM
approaches that operate only after several other processing
steps used to generate point cloud data.

We verified the proposed algorithm by performing simu-
lations with point-like and realistic scenarios generated from
the RadarScenes dataset using one side-looking multi-channel
FMCW radar. The superior performance of the algorithm in
comparison with the state-of-the-art methods is demonstrated.
The proposed approach provides very robust results in differ-
ent scenarios.

Future work will focus on removing the limitations of the
current formulation of the proposed method. To address the
performance degradation with an increasing ratio of moving
to static targets, a possible solution would be introduction of
a threshold to distinguish moving vs static targets and only
using the static targets’ information for ego-velocity estima-
tion. In this way, the computation complexity of the method
may also be reduced by considering fewer targets in the
optimization stage. To address the potential issue of ambiguous
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ϵRT E =

√√√√ 1
m − N

m−N∑
i=1

(∥Test (i + N ) − Test (i)∥ − ∥Tgro(i + N ) − Tgro(i)∥)2 (33)

velocity values for high speed, FDM, CDM or other Doppler
velocity dealiasing techniques [53], [54], [55] to expand the
unambiguous velocity range can also be implemented in the
processing chain. Finally, to apply the proposed method also in
forward-looking radar configuration, the problem of ambiguity
in Doppler velocity will need to be solved to help better
separate ambiguous targets in individual range-Doppler bins.
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