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Executive Summary

Modern warehouse systems are undergoing a fundamental transformation. This change is driven by
the growing demands for rapid, large-volume order fulfilment and by the evolution of Industry 4.0 (14.0)
capabilities. Shuttle-Based Storage and Retrieval Systems (SBSRS) are critical systems in a ware-
house thanks to their ability to perform parallel storage and retrieval operations via fleets of shuttles
operating on fixed rails. SBSRS are well-suited for dynamic, high-density environments such as e-
commerce fulfillment centers [45]. Literature research suggests that SBSRS conventionally operate
under centralized or hierarchical control architectures. These control designs manage task allocation
and path planning through a central controller. These conventional architectures prove effective in
controlled settings yet they create major challenges when operating in dynamic and large-scale envi-
ronments. In such environments they cause congestion at shared resources, coordination bottlenecks
and limited adaptability [53, 74, 62].

The evolution of warehousing systems under 14.0 requires supporting technologies like Cyber-
Physical Systems (CPS), the Internet of Things (loT) and Artificial Intelligence (Al). This leads to design
principles that focus on decentralization and autonomy and real-time responsiveness [85, 37]. The 14.0
capabilities do not match the rigid top-down control logic of current SBSRS, which call for a rethink of
the architectural foundation of SBSRS control systems. Current research offers limited insight into how
14.0-inspired control architectures perform in SBSRS.

This study evaluates the impact of alternative control architectures on the operational performance
of SBSRS with a particular focus on 14.0-oriented designs. The research investigates whether a hybrid
control architecture using intelligent shuttle agents capable of local decision-making and peer-to-peer
coordination, can outperform conventional top-down architecture. The two control architectures are
compared by assessing their impact on the operational performance of the system. This is done by
assessing throughput, operational efficiency, scalability and robustness under varying system scales
and shuttle densities. The research is guided by the following question:

What is the impact of control architectures on the operational performance
of a shuttle-based storage and retrieval system?

To answer this question, this study designs, implements and evaluates two control architectures for
SBSRS. The two conceptual control architectures were developed using Multi-Agent System (MAS)
technology: (1) a hierarchical system in which a central controller assigns tasks and pre-computes
routes and (2) an 14.0-inspired hybrid system where shuttles act autonomously using local congestion-
awareness, decentralized routing and deadlock recovery [86, 41]. The conceptual model of the hy-
brid architecture and therefore its simulation, is designed in line with five improvement needs iden-
tified through literature and system-level analysis: (1) distributed and autonomous decision-making,
(2) adaptive traffic and resource management, (3) enhanced inter-agent coordination, (4) modular and
scalable architecture and (5) 14.0 readiness. These improvement needs provided essential design tar-
gets for rethinking the SBSRS control architecture.

To compare and evaluate, both architectural designs are implemented in a simplified yet repre-
sentative use case based on the Vanderlande ADAPTO system. The implemented model includes
a simplified but representative baseline configuration with standardized components, ensuring a con-
trolled environment for scientifically meaningful comparisons. A simulation was developed to evaluate
and compare the impact of the control architectures on the operational system performance. This was
established using a hybrid Discrete-Event Simulation (DES) and Agent-Based Modeling (ABM) frame-
work. The operational system performance is assessed using four core metrics: throughput (capacity),
normalized efficiency (normalized throughput per distance unit), scalability (sensitivity to size and den-
sity) and robustness (performance variance). To evaluate the impact of control architecture under dif-
ferent operating conditions, experimental scenarios varied along two primary dimensions: system size
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viii Executive Summary

(10x10, 15%15, 20%20 and 25%25 - number of aisles x number of storage slots)) and shuttle density (1
to 6 concurrent agents). The former measures routing complexity and architectural scalability and the
latter tests the system’s ability to manage congestion and coordinate access to shared resources.

The simulation results demonstrate that control architecture selection strongly affects SBSRS per-
formance. The hybrid model consistently outperforms the hierarchical architecture across all perfor-
mance metrics and scenarios. The performance gap was most pronounced in large-scale environments
operating with a high number of concurrent shuttles. A quantitative analysis and comparative evaluation
of the hybrid control architecture against the hierarchical lead to the following quantitative results:

» Throughput: Up to 90% higher in large-scale, high-density systems; 30-60% higher in mid-sized
configurations; up to 36% higher under optimal comparable conditions.

« Efficiency: Up to 68% improvement in normalized throughput (tasks per distance unit).

» Scalability: Sustained or improving performance as system size and shuttle count increased,
unlike hierarchical control which often degraded beyond two or three shulttles.

* Robustness: Significantly lower variance across replications, with hybrid control eliminating the
low-outlier runs seen under centralized coordination.

This research shows that for SBSRS, adopting a hybrid control architecture can significantly im-
prove operational performance compared to conventional hierarchical control. The hybrid approach,
which combines decision-making at the shuttle level with coordinated agent interaction, achieved higher
throughput, efficiency, sustained scalability and greater robustness across a range of operating con-
ditions. The performance advantage was most pronounced in large-scale, high-density scenarios,
highlighting the architecture’s suitability for complex, high-demand environments and its potential as a
feasible path toward next-generation, 14.0-ready warehouse control systems. The research findings fill
an essential knowledge gap regarding architectural comparisons and Industry 4.0 principle implemen-
tation in the field of SBSRS. They also provide warehouse designers and automation engineers with
practical knowledge to enhance system throughput, efficiency, robustness and scalability. For Van-
derlande Industries, the results provide simulation-based recommendations on how a hybrid control
architecture can enhance the performance and future readiness of their SBSRS solutions.

The scope of the study is limited to a single level of a tier-captive SBSRS, as shuttles remain on one
tier and the research scope is limited to the shuttle agent. Other system components such as vertical
lifts, buffer zones and multi-level routing are excluded. The evaluation assumes ideal operating condi-
tions with no failures, delays, or disturbances. The control logic for both architectures was intentionally
simplified to ensure a fair and transparent comparison. Lastly, no empirical validation was conducted
due to the lack of suitable benchmark data for the scope of this study.

For future work it is recommended to extend the current model to multi-level SBSRS configurations
with vertical lifts, buffering zones and complex routing layers, which are expected to further enhance
the benefits of hybrid control. Next to that, stochastic disturbances should be added to the model like
equipment failures or communication noise to enable more realistic robustness evaluation, where hy-
brid architectures are likely to excel. Additional research on agent coordination, learning mechanisms
and communication strategies is suggested to further improve MAS performance. Furthermore, em-
pirical validation through digital twins or real-world pilots is recommended to assess implementation
feasibility. Lastly, a cost-benefit analysis is recommended to cover capital expenditures, operational
expenses and return on investment which is necessary to evaluate the practical viability of hybrid control
in industry.



List of Abbreviations

ABM Agent-Based Modeling

AMR Autonomous Mobile Robot

Al Artificial Intelligence

ASRS Automated Storage and Retrieval System
CA-Safe Cross-Aisle Safe zone

Cl Confidence Interval

COL Closest Open Location

CPS Cyber-Physical System

DES Discrete-Event Simulation

DO Design Objective

ERP Enterprise Resource Planning
FIFO First-In-First-Out

FCFS First-Come-First-Served

GA Genetic Algorithm

14.0 Industry 4.0

IN Improvement Need

loT Internet of Things

KPI Key Performance Indicator

MAS Multi-Agent System

MCDM Multi-Criteria Decision Making
P&D Pick-up and Deposit

RFID Radio-Frequency Identification
SBSRS Shuttle-Based Storage and Retrieval System
SPT Shortest Processing Time First
STD Shortest Travel Distance

TSU Transportable Storage Unit

WCS Warehouse Control System
WMS Warehouse Management System






Contents

Preface v
Executive Summary vii
List of Abbrevations ix
1 Introduction 1
1.1 Problem Definition . . . . . . . . . .. 2
1.2 Research Objectiveand Scope . . . . . . . . . . ... . . ... . 3
1.3 ResearchQuestion. . . . . . . . . . . .. . e 4
1.4 Research Methodology. . . . . . . . . . . . . . 5
1.5 ReportStructure . . . . . . . . 5

2 Shuttle-Based Storage and Retrieval System Analysis 7
2.1 Shuttle-Based Storage and Retrieval System. . . . . . . ... ... ..o o0 7
2.2 Physical System Components. . . . . . . . ... 8
2.3 Operational Process Flow . . . . . . . . . . . . . . . . e 10
2.3.1 Material HandlingProcess . . . . . . . . . . . .. 10

2.3.2 ShuttleOperations . . . . . . . . . ... . 10

2.4 Control Logic and Policy Overview . . . . . . . . . . . . . . . .. . e 11
2.4.1 Storage Assignment Policies . . . . . .. .. ... .. ... .. . 11

2.4.2 Task Allocation and Sequencing. . . . . . . . . . . . ... e 11

2.4.3 Routing and Congestion Management . . . . . . .. ... .. .. ......... 12

2.5 Control ArchitecturesinSBSRS . . . . . . . . ... 12
2.6 ThePotentialof Industry 4.0. . . . . . . . . . . . . 13
2.7 System Challenges and ImprovementNeeds. . . . . . . . ... ... ... ........ 15
271 SystemChallenges. . . . . . . . . .. e 15

2.7.2 Summary of ImprovementNeeds . . . . . ... .. ... ... L. 16

2.8 Research Gapsin SBSRS Literature . . . . ... ... ... ... ... .......... 17
2.9 Conclusion . . . . . .. e 18

3 Multi-Agent System Control Architectures for SBSRS: A Literature Review 19
3.1 Definitions and Key Concepts in Multi-Agent Systems . . . . . . . . ... ... ... ... 19
3.2 Control ArchitecturesinSBSRS . . . . . . . . ... 21
3.21 Centralized Control. . . . . . . . . . . 21

3.2.2 Hierarchical Control . . . . . . . . . . .. 22

3.2.3 Distributed Control . . . . . . . . ... ... 24

3.24 HybridControl . . . .. . . . . . . e 25

3.2.5 Key Insights from Literature . . . . . . .. ... ... ... .. ... .. .. ... . 26

3.3 Rationale for Hybrid Architecture . . . . . . . . . .. .. .. ... .. .. L 26
3.4 Conclusion . . . . . . e 29

4 Conceptual Design of Hierarchical and Hybrid Control Architectures 31
41 DesignGoaland Scope . . . . . . . .. e 31
4.1.1 Design Objectives . . . . . . . . . . . 32

4.2 Control Architecture Overview . . . . . . . . . . . . . . . . 32
4.3 Control Logic and Levels of Decision-Making Autonomy . . . . . . . ... ... ...... 33
431 Task Generation . . . . . . . . . .. L 34

4.3.2 Task Selection & Task Prioritization . . . . . . . ... ... ... .. ........ 34

4.3.3 Routingand Path Planning. . . . . . .. ... . ... . 35

4.3.4 Conflict Handling and Deadlock Resolution. . . . . . ... ... ... ... .... 36

4.3.5 Communication. . . . . . . . .. 37



Xii Contents

4.3.6 Summary of Control Logic Components. . . . . . .. ... ... ... ....... 38

4.4 Agent Design in the Hybrid Control Architecture . . . . . . . ... ... ... ... .... 39
4.4.1 Shuttle Agent Architecture . . . . . . . ... 39

45 Conclusion . . . . . L e e e e 41
5 Case Study Analysis: Vanderlande ADAPTO System 43
6 Modeling Approach 45
6.1 Modeling Criteria . . . . . . . . . . . . e e 45
6.2 Typesof SystemsinModeling. . . . . . . . . . . . ... ... 46
6.3 Evaluation of Modeling Approaches. . . . . . . . . . .. .. ... .. 47
6.3.1 Analytical Models vs SimulationModels. . . . . . .. ... .. ... ........ 47
6.3.2 Overview of Modeling Methods in Literature . . . . . .. ... ... ........ 47
6.3.3 Evaluation of Individual Modeling Methods . . . . . . ... ... ... ....... 48
6.3.4 Rationale for the Hybrid DES-ABM Approach. . . . . . .. .. ... ... ..... 49

6.4 Theoretical Foundation: Discrete-Event Simulation . . . . . ... .. ... ... ... .. 50
6.4.1 Core Components of Discrete-Event Simulation . . . . . ... ... ........ 50

6.5 Theoretical Foundation: Agent-based Modeling and Simulation. . . . . . ... ... ... 51
6.5.1 Core Components . . . . . . . . . . . . 51
6.5.2 Decision-Making and Emergent Behavior. . . . . . . . ... ... ... ... 52

6.6 Synchronization of ABMwithDES. . . . . . ... .. ... ... .. ... . ....... 52
6.7 Conclusion . . . . . .. 53
7 Simulation Model Development 55
7.1 Model Scope & Assumptions . . . . . . .. 55
7.2 Simulation Structure and Framework . . . . . . . . . ... L L L 56
7.3 General Model Components. . . . . . . . . . . . .. e 57
7.3.1 Environment: Rack and Node Network . . . . . . . ... ... ... ........ 57
7.3.2 TaskGeneration . . . . . . . . . . . 58
7.3.3 Shuttle Agents . . . . . . . . 59
7.3.4 Deadlock Resolution . . . . . . . . .. 60

7.4 Architecture-Specific Control Implementations . . . . . . . . ... ... ... ... .... 61
7.4.1 Hierarchical Control Implementation. . . . . . ... ... ... ... ........ 61
7.4.2 Hybrid MAS Control Implementation . . . .. ... ... .............. 61
7.4.3 Summary of Control-Level Differences . . . . . ... ... ... ... ....... 62

7.5 Simulation Verification . . . . . . . . ..o 62
7.5.1 Modular Verification . . . . . . .. .. . 63
7.5.2 Deterministic Run. . . . . . . . .. 63
7.5.3 Flow and Logic Consistency Checks . . . . . ... .. .. ... .......... 63
7.5.4 Sensitivity and Edge Case Testing. . . . . . . . . . ... .. ... .. 67

7.6 ExperimentalPlan . . . . . . . . . e 68
7.6.1 SimulationSetup . . . . . . ... 68
7.6.2 Baseline Test Scenario and Configuration . . . . .. ... ... ... ....... 70
7.6.3 Scenarios for Comparative Experiments . . . . . . .. ... 71
7.6.4 Key Performance Indicators . . . . . . . .. ... L 72

7.7 Conclusion . . . . . .. e 73
8 Simulation Results & Discussion 75
8.1 Comparative Throughput Performance . . . . . . . . . . .. ... ... ... .. ..... 75
8.2 Scalability. . . . . . . e 76
8.3 Operational Efficiency . . . . . . . . . e 77
8.4 Best Achievable Throughput and Efficiency. . . . . . . . .. ... ... ... ....... 78
8.5 Robustness. . . . . . . . 80
8.6 Summaryof Key Findings . . . . . . . . . . . . 81
8.7 DIsSCUSSION . . . . . . . e e 82
8.7.1 Interpretationof Results . . . . . . . . .. ... .. ... 82

8.7.2 Limitations . . . . . . . . . e 83



Contents xiii
9 Conclusion & Recommendations 85
9.1 Contribution. . . . . . . . . e e 85
9.2 Recommendations for Future Work . . . . . . . . . . . . . ... ... .. . 86
Bibliography 87
Appendices 91
A Scientific Research Paper 93
B Alignment of ADAPTO Challenges with SBSRS Improvement Needs 105
C Overview of Modeling Approaches 107
D Simulation 109
D.1 Pseudo Codes . . . . . . . . . e 109
D.2 Simulation Diagrams . . . . . . . . . ... 110
E Verification 115
E.1 Deterministic Runs . . . . . . . . . . . s 115
E.2 Verification Deadlock Handling . . . . . . . .. . .. . . ... 116
F Internal Architecture Behavior Results 117
F.1 Internal Behavior Hierarchical Architecture . . . . . . . . . . . ... ... ... ...... 117
F.2 Internal Behavior Hybrid Architecture . . . . . . . . . . .. .. ... L . 119






Introduction

The rapid development of supply chain and logistics systems has brought significant changes to ware-
house operations over the past few decades [61]. Warehouses have become central to modern logis-
tics due to the rise of e-commerce and the increased demand for fast and efficient order fulfilment. To
keep up, warehouse processes nhow demand continuous automation and optimization to accommodate
high-volume, dynamic workflows. The COVID-19 pandemic further accelerated this transformation, in-
creasing reliance on storage services and digital logistics solutions [35]. Together, these developments
highlight the need for more flexible, intelligent and scalable warehouse systems. In response, modern
warehouses are transitioning to smart warehousing, integrating automation, control, and communica-
tion technologies to enhance efficiency and scalability [91].

A central technology in smart warehouses is the Automated Storage and Retrieval Systems (ASRS),
which automates the storage and retrieval of goods through robotic shuttles, conveyors, lifts and control
systems. These systems minimize human intervention while improving inventory accuracy, through-
put, and space utilization [33]. The effectiveness of ASRS depends not only on their mechanical de-
sign but also on the control mechanisms and control architecture that govern their operations. ASRS
function in highly mechanized and computer-controlled environments, where system components like
transportable storage units, retrieval mechanisms, and intelligent routing systems work together [67].
According to De Koster et al., the efficiency of ASRS relies on how well key functions such as task
allocation, congestion management, and decision-making, are coordinated [12].

Within the broader ASRS category, this research focuses on Shuttle-Based Storage and Retrieval
Systems (SBSRS), a specific ASRS configuration where automated shuttles operate on rails through-
out the system to perform storage and retrieval operations. SBSRS are widely used in high-throughput,
space-constrained environments such as e-commerce fulfillment centers and automated warehouses
[53]. These systems rely on multiple concurrently operating shuttles, making the system’s control ar-
chitecture a critical component of overall performance, particularly in coordinating resources and in
handling congestion.

Through literature research, it is established that control systems in SBSRS conventionally rely on
centralized or hierarchical architectures. In such architectural design, a central or higher-level control
unit dictates task assignments, path planning, and congestion resolution. While centralized control can
be effective in structured, low-complexity systems, it presents limitations in SBSRS due to the system’s
dynamic nature, parallelism, and the need for responsive decision-making across multiple shuttles.
Centralized and hierarchical architectures presents challenges in scalability, adaptability, and fault tol-
erance [28, 27]. Moreover, as warehouse operations expand, these control architectures struggle with
increased computational loads, reduced responsiveness to unexpected disruptions, and a higher risk
of single-point failures [39]. These limitations question whether centralized and hierarchical architec-
tures can meet the needs of modern dynamic warehouse environments.
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The rise of Industry 4.0 (14.0) is driving the evolution of warehousing systems, making the architec-
tural limitations of current designs increasingly apparent. 14.0 refers to the fourth industrial revolution,
characterized by the convergence of physical and digital systems. 14.0 technologies such as the In-
ternet of Things (loT), Artificial Intelligence (Al), and Cyber-Physical Systems (CPS) introduce key
principles like distributed control, real-time communication, and local autonomy in physical and digital
systems. These capabilities conflict with the rigid, top-down nature of conventional SBSRS control.
This misalignment creates an urgent need to re-evaluate control architectures to ensure compatibility
with the flexibility, modularity, and intelligence required in modern warehouse environments [85]. In-
tegrating 14.0 capabilities into SBSRS could unlock greater responsiveness and adaptability and can
transform the storage and retrieval operations from static, top-down systems into adaptive, intelligent
environments [85].

While the integration of 14.0 holds significant potential for SBSRS, current academic and indus-
trial designs predominantly rely on centralized or hierarchical control architectures, as shown in recent
literature. The architectural implementation of integrating these technologies into SBSRS and the im-
plementation of 14.0 principles like distributed control have not been extensively studied in the field of
SBSRS [89, 14]. Existing academic work has extensively explored improvements in individual control
logics like scheduling, routing and storage policies, all within conventional control frameworks. The un-
derlying control architecture itself has rarely been challenged. As a result, there is limited understanding
of how architectural redesign, especially toward decentralization and agent-based paradigms, can af-
fect SBSRS performance.

This research addresses this gap by evaluating how different control architectures, specifically hi-
erarchical and hybrid multi-agent architectures, impact SBSRS performance. The evaluation is set in
environments enabled by 14.0 technologies, such as real-time sensing, distributed intelligence, and
cyber-physical integration. The study explores how decentralization and agent-based control mecha-
nisms can improve throughput, operational efficiency, scalability and robustness. This research aims
to serve as a foundational step toward intelligent, adaptive SBSRS while leveraging the full potential of
14.0 technologies.

1.1. Problem Definition

The growing adoption of 14.0 in manufacturing and logistics is transforming modern warehousing. Tech-
nologies like CPS, loT, and Al have the potential to improve adaptability, efficiency, real-time respon-
siveness and decision-making. However, SBSRS still face fundamental limitations in control and coor-
dination, restricting their ability to fully leverage 14.0 capabilities [59]. The rigid control structures that
dominate current SBSRS prevent these technologies from being fully leveraged [59]. Before integrat-
ing 14.0 technologies, it is crucial to study the underlying control architecture that manages the system
operations.

A key constraint lies in the rigid control structures that continue to dominate most SBSRS installa-
tions. These systems typically operate under centralized or hierarchical control architectures, where a
single controller or higher-level decision logic dictates all shuttle movements, task assignments, and
routing. This architectural design introduces several operational constraints. For instance, centralized
control often imposes strict safety constraints or protocols that restrict the number of concurrently ac-
tive shuttles. This leads in turn to under-utilization of system capacity and reduced throughput [53].
Additionally, task assignment and routing logic are typically rule-based. It forces shuttles to execute
predefined movement patterns and affords little to no autonomy to respond to congestion or fluctuating
workloads [8]. As a result, these systems struggle to scale effectively and adapt to dynamic operating
conditions. This problem becomes more pronounced as warehouse systems grow in size and com-
plexity, further exposing the scalability limitations of centralized coordination.

The ADAPTO system, developed by Vanderlande Industries, illustrates these architectural chal-
lenges in a real-world industrial context. Itis a multi-shuttle, level-captive SBSRS designed to maximize
throughput and storage efficiency in warehouse environments. Although technically sophisticated, the
system still relies on hierarchical control, with top-down logic governing shuttle coordination. This ar-
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chitecture occasionally causes bottlenecks in task coordination and limits the number of simultaneously
active shuttles due to global path reservations and strict safety constraints. Also, ADAPTO’s current
control system shows limited responsiveness to real-time disturbances, suboptimal shuttle utilization,
and constrained scalability, particularly as complexity and system size increase. These practical chal-
lenges make ADAPTO a suitable and relevant use case for investigating alternative control architec-
tures.

Literature on smart warehousing and SBSRS systems extensively explores performance optimiza-
tion, through scheduling policies, routing algorithms, and resource allocation. However, the underlying
control architecture itself has received little attention. Most academic work continues to assume a
centralized or hierarchical model, optimizing within that framework rather than questioning its suitabil-
ity for modern warehouse demands. To guide this transition, five key improvement needs have been
identified through literature and system-level analysis, in chapter 2: (1) distributed and autonomous
decision-making, (2) adaptive traffic and resource management, (3) enhanced inter-agent coordina-
tion, (4) modular and scalable architecture and (5) 14.0 readiness. These needs are difficult to meet
within traditional architectures and provide essential design targets for rethinking the architectural de-
sign of SBSRS control.

Performance issues such as congestion, long retrieval times, and underutilized transport capacity
are often treated as isolated operational inefficiencies in SBSRS literature. However, this study adopts
the view that these are symptoms of a deeper systemic limitation: the rigidity of current control ar-
chitectures. Without autonomous decision-making, local responsiveness, and scalable coordination
mechanisms, SBSRS cannot fully exploit the distributed intelligence made possible by 14.0 technolo-
gies.

The transition toward 14.0-enabled SBSRS requires a shift from rigid, rule-based centralized or hier-
archical architectures to more autonomous, distributed coordination mechanisms. Distributed control
architectures allow shuttles to make local, real-time decisions based on system conditions. This change
could potentially significantly improve adaptability, resource utilization and ultimately the overall oper-
ational system performance. However, the design and implementation of such control architectures in
SBSRS remain largely unexplored, both in academia and industry.

To address this gap, this study investigates how different control architectures impact SBSRS per-
formance within an 14.0 context. By evaluating centralized, hierarchical, distributed and hybrid control
approaches, the research aims to determine which control architecture best supports scalable, adap-
tive, and intelligent decision-making.

1.2. Research Objective and Scope

The objective of this research is to evaluate how different control architectures impact the performance
of SBSRS in the context of 14.0. The study compares and evaluates two control architectures: (1)
a conventional hierarchical control architecture where all shuttle decisions (task assignment, routing,
coordination) are made by a higher-level controller and (2) a novel hybrid control architecture in which
autonomous shuttle agents make local decisions based on real-time conditions, supported by minimal
global coordination. To guide this research, the study has three main objectives: (i) to design, test and
evaluate an 14.0-inspired control architecture for future SBSRS; (ii) to compare how different control
architectures impact SBSRS performance; and (iii) to use Vanderlande’s ADAPTO system as a real-
world reference case to guide model assumptions and contextual relevance.

To meet these objectives, the study isolates control architecture as the primary variable, allowing
a clear comparison between hierarchical and hybrid control designs. The operational system per-
formance is assessed using Discrete-Event Simulation (DES) combined with Agent-Based Modeling
(ABM). The performance is measured using four Key Performance Indicators (KPIs): throughput (as
the primary measure of capacity), efficiency (throughput per unit of shuttle travel), scalability (sensi-
tivity to system size and shuttle density) and robustness (performance consistency across scenarios).
Due to the conceptual and architectural focus of this study, financial metrics, energy usage and human
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interaction are excluded.

To support this evaluation, a reference case is derived from Vanderlande’s ADAPTO system, a real-
world tier-captive SBSRS widely deployed in industry. The ADAPTO system serves as a practical and
representative baseline for the simulation design. While technically advanced, the system exhibits ar-
chitectural limitations typical of hierarchical control: task bottlenecks, limited real-time responsiveness,
and constrained scalability due to global path reservations and central coordination. These challenges
make ADAPTO a suitable case for testing whether a shift in control architecture can yield performance
gains.

This study focuses on the shuttle agent whereby other system components, vertical lifts, buffers, or
conveyor interfaces are excluded from the scope. The decision to focus solely on the shuttle agent level
is based on four considerations. First, the shuttle coordination is central to SBSRS performance and
directly influences how efficiently tasks are completed. System bottlenecks such as congestion, waiting
times and underutilized capacity often stem from limitations in shuttle-level control. Second, the shuttle
represents the system’s primary point of real-time, distributed decision-making, where the architectural
contrast between centralized and hybrid control is most noticeable. Third, architectural experimentation
with shuttle agents can be practically tested and implemented in real-world systems without requiring
a complete overhaul of warehouse-wide control structures. Fourth, vertical lift coordination, while im-
portant, introduces additional inter-level dependencies that would confound the architectural isolation
required in this study.

The system under study is a tier-captive SBSRS, where shuttles operate only within one fixed level
of the system. As a result, this study concentrates on a single-level layout where all transport and
coordination occurs horizontally. Focusing on the shuttle agent allows for a constrained architectural
change that can be practically tested in existing systems without requiring full control system redesign.

This study generates insights that are broadly applicable, despite its scope restrictions. By focusing
on the shuttle agent, the most critical subsystem for SBSRS throughput, the research provides a gener-
alizable foundation for architectural redesign in future smart warehousing systems. It offers a controlled
yet realistic framework to explore how 14.0-inspired architectures can support scalable, adaptive and
high-performance systems.

1.3. Research Question
In order to address the research objectives, the main research question is as follows:

What is the impact of control architectures on the operational performance
of a shuttle-based storage and retrieval system?

To answer the main research question, a set of research sub-questions has been created.

Sub-RQ 1: What are the improvement needs that future SBSRS must satisfy?
Sub-RQ 2: Which control architecture is feasible to meet the system requirements for future SBSRS?

Sub-RQ 3: How can a hierarchical and a hybrid control architecture be designed conceptually for an
SBSRS?

Sub-RQ 4: Which modeling approach is best suited for accurately implementing the hierarchical and
hybrid control architecture?

Sub-RQ 5: How can the hierarchical and hybrid control architecture for SBSRS be implemented and
verified in a simulation model?

Sub-RQ 6: What is the impact of the hybrid control architecture on the operational performance of an
SBSRS compared to the hierarchical control architecture?



1.4. Research Methodology 5

1.4. Research Methodology

This research follows a structured methodology consisting of five main phases, each designed to ad-
dress a specific part of the research objective and ensure scientific rigor in the design, implementation,
and evaluation of the proposed control architectures:

System Analysis

The study begins with a functional analysis of SBSRS based on literature. This phase identifies key
operational challenges and performance bottlenecks in current systems, particularly those arising from
architectural constraints. The analysis establishes the system limitations and improvement needs that
future SBSRS control architectures must address. These needs form the foundation for selecting and
designing appropriate control architectures.

Literature Review

In response to the architectural limitations identified through the system analysis, this study conducts
a targeted literature review to examine which control architectures are best suited to address the five
previously defined improvement needs (IN1-IN5). The review focuses on centralized, hierarchical,
distributed, and hybrid control structures. To facilitate this architectural comparison, the study adopts
Multi-Agent Systems (MAS) as a modeling and analytical framework. A theoretical foundation is first
established by introducing key MAS concepts and definitions. This is followed by a structured review
that clarifies how different MAS control paradigms translate into system behavior within SBSRS en-
vironments. Each architecture type is analyzed in detail, highlighting its operational characteristics,
advantages, limitations and relevance within SBSRS literature.

Conceptual Modeling

Based on insights from the system analysis and literature review, two control architecture concepts
are defined using an MAS modeling approach: a conventional centralized architecture and an 14.0-
inspired hybrid architecture. These conceptual models define the roles, decision logic, coordination
mechanisms, and agent interactions that guide task assignment and shuttle routing. MAS is used as a
conceptual design framework that supports the implementation of both architectures using consistent
modeling primitives.

Simulation

The control architectures are implemented in a simulation environment using a hybrid modeling ap-
proach that combines DES for process flow and Agent-Based Modeling (ABM) for autonomous shuttle
behavior. The simulation model is based on the structural layout and operating principles of a use case
from Vanderlande Industries, the ADAPTO system. This provides a realistic base for evaluating control
performance. The model focuses on shuttle-level control within a single system level, excluding vertical
lifts and warehouse-wide components.

Evaluation and Analysis

Experiments are conducted to evaluate how each control architecture performs under dynamic oper-
ating conditions. Performance is assessed using a targeted set of Key Performance Indicators (KPls),
including throughput, efficiency, scalability, and robustness. Simulation results are compared across
architectures to determine the architectural impact on system-level performance and to assess the
viability of distributed control principles in future SBSRS design.

1.5. Report Structure

This report is structured to provide a logical progression from the analysis of SBSRS to the design,
implementation, and evaluation of 14.0-inspired control architectures.

Chapter 1 Introduction defines the research motivation, objectives and research questions, and po-
sitions the study within the context of emerging 14.0 trends in warehousing.
Chapter 2 Shuttle-Based Storage and Retrieval Analysis offers a general analysis of SBSRS, describ-
ing system operations, limitations and improvement needs, while identifying key knowledge gaps. The
analysis is based on existing literature to establish a broad system-level understanding.
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Chapter 3 Multi-Agent System Control Architectures for SBSRS: A Literature Review investigates appli-
cable control architecture methods from the MAS domain, critically comparing centralized, hierarchical,
distributed and hybrid approaches to establish their suitability for addressing SBSRS challenges.
Chapter 4 Conceptual Design of Hierarchical and Hybrid Control Architectures presents two generic
control architecture designs, hierarchical and hybrid using MAS. It discusses their agent structures,
decision logic, communication flows and coordination mechanisms.

Chapter 5 Case Study Analysis: Vanderlande ADAPTO System introduces the ADAPTO system as
a representative industrial use case, conducting a current state performance analysis and aligning its
system challenges with those identified in the general system analysis.

Chapter 6 Modelling Approach provides a structured justification for the selected simulation methodol-
ogy, arguing for a hybrid DES and ABM approach to effectively model both centralized and agent-based
control dynamics.

Chapter 7 Simulation Model Development describes (1) the implementation of the hybrid DES-ABM
simulation model and the architecture-specific control logic used to test and compare both control ar-
chitectures. (2) The verification procedures performed to ensure logical consistency, correctness and
robustness of the simulation model, while explaining the scope limitations regarding model validation.
(3) Experimental Plan defines the experimental design, including warm-up periods, run lengths and
scenario matrix, to enable statistically sound comparison of the two control architectures under varying
system scales and shuttle densities.

Chapter 8 Simulation Results & Discussion presents and interprets the experimental outcomes, provid-
ing empirical evidence on how hierarchical and hybrid MAS architectures impact SBSRS performance.
Chapter 9 Conclusion summarizes key research findings, reflects on contributions and outlines recom-
mendations for future research.



Shuttle-Based Storage and Retrieval
System Analysis

In this chapter a system analysis of SBSRS is performed. This analysis aims to create a complete
understanding of the current state-of-the-art SBSRS and establishes the problem definition for the
remainder of this study. The following sub-research questions will be answered.

Sub-RQ1: What are the improvement needs that future SBSRS must satisfy?

The chapter begins with an explanation of the system’s main components, its operational process,
its control policies and its control architecture. Through a structured literature review, the architecture
and control mechanisms of SBSRS are examined, revealing systemic challenges and research gaps.
By analyzing these challenges alongside the opportunities offered by Industry 4.0 principles, the chapter
identifies key areas for system performance improvement. This builds the argument for redesigning
the control architecture as a potential solution. Finally, five improvement needs are defined which will
guide the selection of control architectures in the following chapter 3.

2.1. Shuttle-Based Storage and Retrieval System

The warehouse technology known as Automated Storage and Retrieval Systems (ASRS) uses au-
tomatic systems for item storage and retrieval while maintaining high speed and accuracy to reduce
human work and boost operational efficiency [67]. Different operational requirements have led to the
development of multiple ASRS configurations, an overview of which is shown in Figure 2.1. Among
these, Shuttle-Based Storage and Retrieval Systems (SBSRS) bring together the storage capacity of
conventional ASRS systems with the benefits of multiple agent systems and flexible layout designs.
Autonomous shuttles in SBSRS operate horizontally along fixed rails inside multi-tier racking struc-
tures and vertical lifts handle inter-level transportation. The shuttle operating within a specific level
performs independent storage and retrieval operations across multiple tiers simultaneously. SBSRS
have become more popular as retailers and e-commerce companies seek fast order fulfillment solutions
because of rising customer demands [79]. The parallel operation of shuttles across different levels in
SBSRS systems enhances retrieval speed while reducing congestion and delivering high throughput
[42].

A SBSRS contains connected physical elements along with control components which include shut-
tles, racking structures, lifts, conveyors and supervisory control systems. According to Roodbergen et
al., the fundamental design elements of an SBSRS can be represented as a combination of physical
design and control logic as shown in Figure 2.2. The physical elements include system choice and
system configuration while the control elements entail control logic like storage assignment, batching,
sequencing and dwell point strategies. The system performance measurements act as a connection
between these layers to determine the effectiveness of system support for facility material handling
operations. Both layers need to be understood because they determine how control-level architectural

7
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Figure 2.1: Classification of Automated Material Handling Technologies [45].

decisions solve system-level challenges in SBSRS. The physical components and control components
of a typical SBSRS are discussed in more detail in the following sections. [67]

AS/RS Design

Physical Design

System System
choice configuration

Performance | measurement

Control

I I
Storage ﬁ% Baiching H Sequencing|

assignment
Dwell point

4
A J
Design of other material handling
systems in the facility

Figure 2.2: Automated Storage and Retrieval System Design Framework [67].

2.2. Physical System Components

The physical composition of a SBSRS is not a one size fits all, it gets modified to fulfill process-specific
requirements. The main components include racking structure, lifts, input and output stations, shut-
tles and Transport Storage Units (TSUs) as can be seen in Figure 2.3. The following sections briefly
describe each component that make up a standard SBSRS. [1, 52, 67]
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Figure 2.3: Shuttle-Based Storage and Retrieval System Components [52]. A side view of a typical SBSRS.

Racking structure

The SBSRS backbone structure consists of vertical storage lanes or shelves that enable optimized
item placement. The system maintains stability through its design which allows shuttles to access
stored goods while bearing their weight. The steel racking structure serves two functions: it supports
heavy loads of stored items and enables shuttle vehicle travel paths. The racking system adjusts to
accommodate various TSU dimensions and customer-specific storage requirements. The structure
includes lift shafts together with aisles and optional cross-aisles depending on the SBSRS layout.

Shuttles

The shuttles function as robotized vehicles which move items and TSUs throughout the racking struc-
ture. The shuttle uses designated rails to move through the racking structure. The shuttle consists of
an electric motor powered wheeled chassis along with batteries for power supply and a load handling
system. The load handling device functions to move products between the racking system and the
shuttle in both directions. The system uses advanced sensors together with control signals to guide
the shuttles. The dimensions and construction of shuttles depend on the weight and nature of the items
to be transported.

Lift and lift shaft

The lifts together with their lift shafts function as vertical components which enable the TSUs to move
to different levels of the racking structure for storage and retrieval operations [1]. The lifts operate as
computer-controlled equipment which transports TSUs either with or without shuttle vehicles, according
to SBSRS type, through lift shafts.

Inbound and outbound workstations

The system contains two types of workstations which function as entry and exit points for items before
storage or after retrieval. The stations connect to conveyor systems to ensure smooth integration with
other warehouse operations. The stations function as entry and exit points for items to access the
SBSRS process. The controller receives an initial signal at the inbound station when items enter the
system. The outbound station serves as a transfer point which employs conveyors to direct items
toward their subsequent logistics operations. The inbound and outbound stations contain conveyor
systems with sensors to facilitate item loading and unloading operations.

In-rack pickup & deposit conveyors (buffer position)
The in-rack P&D conveyors function as transfer points and buffers which connect the lift to the aisles
[8]. Each level contains these conveyors to connect the lift with the rails and shuttles. Often two or
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three positions are available on these conveyors and function to store TSUs until shuttles become
available. The storage unit travels from the lift to the pickup conveyor for placement (and queuing)
before it gets transferred to a shuttle. The pickup and deposit conveyors maintain buffer positions that
enable controlled storage unit movement between the lift and shuttle to support smooth operations.

2.3. Operational Process Flow

An SBSRS carries out operations by handling TSUs through receiving, storing, retrieving and dispatch-
ing them. The system optimizes both efficiency and system resource utilization to reach maximum
throughput and reduce travel duration. The following sections explains the fundamental material han-
dling processes of a typical SBSRS and thereafter a more detailed explanation is given for the shuttle
operations.

2.3.1. Material Handling Process

An SBSRS operates through two primary stages of material handling which include the inbound and
outbound procedures. The control systems coordinate all operations by assigning work and managing
travel routes and shuttle-lift synchronization.

Inbound Process

The inbound process starts when a TSU reaches the inbound workstation through automated conveyor
systems or manual loading points. After the arrival of a TSU, a central controller assigns a storage
location through either a Warehouse Management System (WMS) or a Warehouse Control System
(WCS). The TSU gets transported to the correct level by the lift. Thereafter it gets transferred to the
in-rack P&D conveyor where it potentially has to queue. An available shuttle receives its assignment
and picks up the TSU at its pickup point before delivering it to its designated storage location within the
racking system.

Outbound Process

The WMS initiates retrieval operations when orders need fulfillment or when the system runs scheduled
batch procedures by designating the relevant TSU for retrieval. A shuttle retrieves the TSU from its
storage rack before transporting it to the in-rack P&D station for vertical lift transfer. The lift moves
the unit to the outbound workstation before handing it over to a conveyor system which continues the
process [67].

2.3.2. Shuttle Operations

Shuttle operations in SBSRS are shaped by a combination of physical configuration, control structure,
task execution strategies and safety constraints. Together, these factors determine how shuttles trans-
port transportable storage units (TSUs) and how the shuttles perform.

As explained earlier, shuttles are standardized autonomous carriers that execute horizontal TSU
transport by moving along rails embedded in the racking structure. The uniform design and capability
of shuttles within the system helps simplify maintenance operations and maintain consistent perfor-
mance across different tiers [3].

Most implementations of SBSRS choose tier-captive configuration which means that each shuttle
stays assigned to one particular storage level and cannot move between different tiers. The design
choice minimizes route complexity while enabling independent parallel operations across multiple lev-
els. Tier-captivity provides operational simplicity but creates structural limitations for workload distribu-
tion between levels since shuttle resources cannot shift between levels to balance demand.

Shuttle movements are generally managed by a centralized or hierarchical control structure. These
control structures function through higher-level controllers which perform assignment of tasks, route
scheduling and instruction distribution to shuttles while they carry out commands independently from
other shuttles [67, 44]. The top-down approach provides a consistent material flow yet it prevents the
system from making real-time adjustments in case of congestion or local disturbances.



2.4. Control Logic and Policy Overview 11

Beyond the choice of control architecture, shuttle operations are can also be influenced by task
execution strategies. One common method is dual-cycle tasking, in which each shuttle completes a
combined storage and retrieval operation during a single trip whenever feasible. The strategy cuts
down on empty shuttle movements which results in increased system-wide productivity [10]. When
dual-cycle opportunities are not available, the shuttle performs storage or retrieval separate from one
another based on priority rules or queue management logic.

Finally, safety constraints impose strict movement rules to prevent operational conflicts. Systems
implement strict movement restrictions to guarantee safe shuttle operations without any conflicts. A
one-shuttle-per-aisle rule often functions as a standard practice for preventing storage aisle collisions
[562]. Similarly, cross-aisle access is often strictly controlled, allowing only one shuttle in the cross-
aisle at a time which often leads to long waiting times. The necessary constraints help protect system
integrity yet they act as performance barriers during periods of high system throughput.

2.4. Control Logic and Policy Overview

The configuration of an SBSRS not only depends on its physical design. It also largely depends on
decision-making policies like storage assignment, task allocation and routing. The control strategies
are essential for determining system efficiency, throughput, and the possibility for dynamic response.
The following sections discuss important control policies used in SBSRS systems found in literature.

2.4.1. Storage Assignment Policies

The storage assignment policy determines an appropriate storage location for a TSU when it arrives.
The selection of policies affects both storage and retrieval times and system operational performance.
[31, 29, 77, 30]

* Random Storage Assignment: TSUs are randomly stored in available system locations to main-
tain inventory distribution. This method might result in longer retrieval times.

» Class-Based Storage: The system groups items into demand frequency classes for placing high-
turnover items in locations which provide the shortest retrieval distances.

» Dedicated Storage Policy: The system maintains fixed storage locations for each item type which
provides straightforward retrieval but results in lower space efficiency.

» Adaptive Storage Policies: The fourth industrial revolution alongside smart warehouses employ Al
and real-time data analytics to execute automatic storage location adjustments based on chang-
ing demand patterns enhancing system effectiveness.

2.4.2. Task Allocation and Sequencing

Task allocation and sequencing together determine how tasks are distributed across shuttles and in
which order they are executed. These decisions strongly affect shuttle workload balance, travel dis-
tance, idle time and overall system flow [31, 40, 1, 64]. A wide range of strategies is described in the
literature:

* Rule-Based Task Assignment:

— First-Come-First-Served (FCFS): The scheduling rule operates by performing tasks accord-
ing to their order of arrival. The implementation of FCFS is straightforward but it fails to
recognize optimization possibilities).

— Shortest Processing Time First (SPT): The system gives priority to tasks that require the
least amount of time for completion in order to minimize the total time needed to complete
tasks yet may cause shuttle imbalance.

» Dynamic Task Allocation: The most complex scheduling approach involves dynamic control whereby
task assignments receive continuous updates based on system conditions which include shuttle
availability, queue lengths and congestion levels.

* Dynamic Task Allocation: The most complex scheduling approach involves dynamic control whereby
task assignments receive continuous updates based on system conditions which include shuttle
availability, queue lengths and congestion levels.
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+ Auction-Based and Market-Oriented Control: Inspired by MAS, some SBSRS implement auction-
based task allocation, where shuttles bid for tasks based on factors such as proximity, battery level
and workload. This distributed approach improves adaptability and flexibility.

» Metaheuristic and Learning-Based Methods:

— Genetic Algorithms (GA): Use heuristic optimization to determine efficient task sequences
by considering congestion, task urgency, and shuttle positions.

— Reinforcement Learning (RL): Allows shuttles to learn effective assignment and sequencing
strategies from historical and real-time data. While promising, RL has not yet been widely
studied in SBSRS.

2.4.3. Routing and Congestion Management
Shuttle routing strategies define how shuttles move through racking structures to perform their assign-
ments with minimum congestion and maximum efficiency. [31, 55]

* Predefined Routing Strategies: Fixed travel paths and preassigned movement sequences used
in predefined routing strategies prevent congestion yet restrict flexibility according to [31].

» Dynamic Path Planning: Real-time path optimization through Al enables adjustments for conges-
tion and shuttle workload and storage/retrieval task priority management.

+ Swarm Intelligence and Local Coordination: The use of local coordination through swarm in-
telligence principles inspired by biological systems has been researched for SBSRS to enable
autonomous shuttle coordination for maximum traffic optimization.

2.5. Control Architectures in SBSRS

The control architecture of a SBSRS defines how key decision-making processes, like the ones dis-
cussed above, are organized and distributed across system components. Most current SBSRS imple-
mentations, both in industry and in research, operate under centralized or hierarchical control architec-
tures [10, 44, 6].

Typically, a top-level Warehouse Management System (WMS) generates task requests, which are
dispatched via a subordinate Warehouse Control System (WCS). The WCS maintains global visibility
over system resources (shuttles, lifts, storage locations) and centrally assigns tasks and routes to in-
dividual devices. Under this architecture, shuttles function as passive executors, following instructions
without autonomy or direct peer-to-peer interaction.

This centralized approach offers advantages in terms of global optimization of task sequencing and
routing, simplified coordination across the system and proven efficiency under static or low-variability
conditions. However, significant architectural limitations have been documented, particularly as SBSRS
grow in size and operate under more dynamic environments:

+ Scalability bottlenecks: centralized schedulers struggle to compute optimal plans in real time for
large fleets of interacting shuttles and lifts [44].

* Responsiveness delays: central control creates latency in reacting to dynamic events such as
congestion or equipment faults.

* Robustness risks: the central controller forms a single point of failure [6].

+ Limited inter-agent coordination: a lack direct shuttle-to-shuttle communication, inhibiting coop-
erative behaviors [20].

Existing research on SBSRS control has largely focused on optimizing specific isolated control logic
(e.g. scheduling, routing) within that centralized control structure [53, 10]. These methods can boost
throughput under stable conditions but remain constrained by the underlying architecture.

Given the limitations of centralized architectures, researchers are exploring distributed control mech-
anisms and agent-based approaches for SBSRS [58, 44]. In such architectures, decision-making is
distributed among multiple autonomous agents like shuttles or zone controllers, which make local de-
cisions based on real-time conditions. This can be implemented in a hybrid form, where a supervisory
layer sets high-level objectives while agents self-organize, or as a fully distributed system with peer-to-
peer negotiation. Early examples show promise. Kattepur et al. (2018) demonstrated an agent-based
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control framework for multi-robot warehouses that achieved near-real-time task allocation and remained
operational despite partial failures [44]. Basile et al. (2017) proposed an auction-based mechanism en-
abling modular fleet expansion and faster task allocation compared to centralized schedulers [6]. While
these approaches improve scalability, robustness and responsiveness, they also introduce new chal-
lenges in coordination and conflict resolution, requiring carefully designed negotiation and priority rules.

However, such approaches remain rare and largely exploratory in both academic literature and
industrial practice. SBSRS literature, in particular, lacks comparative studies evaluating how different
control architectures (centralized, hierarchical, distributed, and hybrid) perform under realistic operating
conditions. Addressing this gap forms a key motivation for this study. The next chapter is therefore
dedicated to exploring control architectures in detail, with a focus on their relevance and applicability
to SBSRS.

2.6. The Potential of Industry 4.0

Industry 4.0 (14.0) describes the transformation known as the fourth industrial revolution which unites
advanced state-of-the-art technology with industrial operations. The adoption of 14.0 technologies led
to the development of "smart warehouses” or Warehouse 4.0 by integrating connectivity, data and au-
tomation creating flexible and efficient operational systems [54]. Warehouse automation undergoes
transformation through 14.0 by implementing several technological pillars including Internet of Things
(IoT), Cyber-Physical Systems (CPS) and Artificial Intelligence (Al), as can be seen in Figure 2.4. To-
gether they enable connectivity, digitization and they enable the shift from static automation to dynamic,
self-optimizing warehouse environments.
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Figure 2.4: Industry 4.0 Pillars [32].

Among these technological pillars depicted in Figure 2.4, several play a direct role in enabling
smart warehouse functionality. |oT devices, like RFID tags sensors and smart controllers, perform
real-time identification and tracking of products and assets. This produces better visibility into inven-
tory and equipment status. CPS is defined by the integration of computational systems with physical
processes. The physical movements of sensor-equipped shuttles and conveyors operate in synchro-
nization with digital data models within a warehouse setting. The digital twin concept enables real-
time operation monitoring through virtual warehouse system replicas that support predictive analytics
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and what-if decision-making processes [75]. Al and machine learning technologies enhance ware-
house automation through intelligent decision-making support like optimizing storage assignments or
predicting equipment maintenance. Collectively, these technologies transform a warehouse from a
pre-programmed static system into a dynamic data-driven system that self-optimizes and adapts which
defines Warehouse 4.0. [75, 54]

One of the foundational frameworks being re-evaluated with the rise of 14.0 is the ISA-95 automa-
tion pyramid, shown in Figure 2.5. Traditionally this model structured control across five rigid layers,
from sensors and devices at the base to enterprise-level systems at the top [26]. The decision-making
process in this model operated through strict upward and downward layer interactions which reduced
system responsiveness and flexibility. In contrast, 14.0 replaces traditional vertical systems control hier-
archy with horizontal control structures that connect devices and machines directly with software agents
across multiple layers. Real-time communication enables agents like shuttles, lifts and TSUs along with
machines and software agents to interact across all layers [26]. This allows machine-to-machine coor-
dination and localized decision-making, enabling the system to react immediately to equipment failures
or sudden demand surges without waiting for centralized instructions.

Figure 2.5: Automation Pyramid ISA-95 (left) and Industry 4.0 Architecture with Cyber-Physical Systems (right) [66].

Building on these 14.0 capabilities, recent literature shows an increasing interest in 14.0-enabled
warehousing. A framework for flexible and modular warehouse control is proposed by Custodio and
Machado, who focus on IoT connectivity and intelligent software agents for scalable and reconfigurable
warehouse systems [11]. Their study identifies the inflexibility of the conventional design as a major
limitation and argue that adopting distributed control is necessary to ensure alignment with 14.0 princi-
ples. They also stress that, to fully exploit 14.0 technologies, system architectures must be reassessed.
Not just adding smart devices to old control models but fundamentally shifting toward service-oriented
and distributed architectures.

Similarly, the research by Fischer et al., demonstrates how mobile agents enable reconfigurable
production systems to perform dynamic task reallocation and system self-organization which further
supports agent-based models for flexible intralogistics [24]. These insights are increasingly being
adopted, where holonic and multi-agent approaches are experiencing growing interest. The research
by Fragapane et al. provides a detailed analysis of autonomous mobile robots (AMRs) in intralogis-
tics while emphasizing sensor technologies and wireless communication and distributed coordination
for managing modern distribution center complexity [28]. The research confirms the necessity to shift
from traditional static centralized scheduling to adaptive data-driven operations. The "Warehouse 4.0”
model thus requires distributed algorithms for functions like routing and inventory management tasks
that are traditionally handled by a central system.

These studies show that 14.0, distributed control and decentralization are increasingly being adopted
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in the context of modern warehousing. Although the system is suitable for agent-based control and
distributed architectures, the application of 14.0 principles to SBSRS control has not been explored
much in the academic literature. This gap demonstrates the necessity for additional research to develop
and assess distributed control methods that match the specific characteristics of SBSRS.

2.7. System Challenges and Improvement Needs

The analysis of SBSRS literature shows that operational inefficiencies often stem from control archi-
tecture design choices. This section first outlines key systemic challenges that limit current SBSRS
performance according to literature. Thereafter five improvement needs are defined for an 14.0-inspired
control architecture for future SBSRS. These improvement needs are defined by combining the system
challenges and the opportunities offered by 14.0.

2.7.1. System Challenges

This section analyzes key challenges faced by current SBSRS control architectures, based on the
literature reviewed. These challenges limit system performance, scalability and adaptability, and reveal
critical areas where future improvement is needed. The limitations are categorized and discussed in
the following subsections which form the basis for defining the improvement needs in subsection 2.7.2.

Limitations in Traffic and Resource Management

A often documented limitation in SBSRS literature is the restricted movement of shuttles, especially
in tier-captive systems where each shuttle is limited to operating on a single level or within one aisle
[30, 78]. While this design choice reduces routing complexity, it also makes it harder to balance the
workload between tiers and can worsen congestion in certain areas.

Shared resources, such as cross-aisles and transfer points, often become major congestion points.
Strict shuttle interaction rules like only allowing one shuttle at a time in an aisle or cross-aisle, lead to
queues and leave other parts of the system underused [48, 13]. Because static scheduling policies
cannot adjust to changing congestion patterns, these delays often go unmanaged.

Moreover, increasing shuttle density to enhance throughput often results in diminishing returns.
Studies show that beyond a certain point, adding more shuttles causes more congestion than benefits,
especially in SBSRS with cross-aisles and strict safety constraints [78, 12]. This calls for the need for
smarter, traffic-aware coordination methods rather than simply increasing capacity.

To address these issues, future SBSRS control systems should incorporate dynamic traffic control
strategies that manage shared resource access based on current system conditions and task priorities.
Shuttle routing should adapt to queue lengths and system load, replacing static allocation methods [13].
These improvements would also make it possible to optimize operations at the tier level, preventing
gridlock when shuttle density is high.

All of this points to the need for adaptive, dynamic traffic and resource management (IN2) to make
better use of shared resources and reduce congestion in future SBSRS.

Limitations of Centralized Control and Scalability

As discussed earlier, most current SBSRS control architectures use a centralized, hierarchical setup
where a single controller assigns tasks, coordinates resources, and monitors shuttle movements [38,
24]. While this approach offers complete system oversight, it also comes with notable drawbacks.

As the system grows in size, centralized control becomes less efficient. The number of agents
(e.g. shuttles, lifts, and buffers) causes the complexity of real-time task allocation and route planning
to grow rapidly, often beyond what can be handled in a timely way [44]. Because all coordination flows
through one central point, this setup creates a bottleneck that limits both scalability and responsiveness.

The hierarchical structure also keeps agents strictly separated: shuttles have no direct knowledge of
what others are doing. This lack of communication makes it harder to coordinate movements, increases
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the risk of local conflicts (for example, in cross-aisles) and prevents cooperative traffic management.

To overcome these challenges, control architectures need to move toward distributed and decen-
tralized designs, where intelligent agents like shuttles can make their own local decisions [44, 24].
Using a MAS approach, agents can choose routes and tasks based on local data, improving scalabil-
ity, responsiveness and fault tolerance.

These limitations highlight the need for distributed, autonomous decision-making (IN1), modular and
scalable system design (IN4) and better inter-agent coordination and communication (IN3) to create
systems that are both responsive and resilient.

Structural Limitations in Task Allocation and Adaptive Decision-Making

Most SBSRS in use today still depend on fixed task allocation rules, such as FCFS. These rules don’t
take into account the current system state, task urgency, or congestion levels. As a result, they often
lead to poor task assignments, longer idle times, inefficient routing, and lower throughput when oper-
ating conditions change.

Research has shown that methods like reinforcement learning and congestion-aware heuristics
can make task allocation more adaptive, prioritizing urgent retrievals and redistributing work to keep
the workload balanced [80]. Adding this kind of dynamic task assignment to distributed control archi-
tectures can greatly improve system flexibility and efficiency.

In today’s hierarchical setups, tasks are assigned without any form of cooperative negotiation be-
tween agents. Without dynamic coordination, shuttles can end up taking redundant trips, following
conflicting routes and reacting poorly to changes in system demand. To address this, shuttles should
have the ability to make local decisions and communicate with each other, allowing them to negotiate
tasks and adjust their actions in real time.

This points to a clear need for distributed and autonomous decision-making (IN1), adaptive and
dynamic traffic and resource management (IN2), and stronger inter-agent coordination and communi-
cation (IN3) to enable real-time, adaptive control.

14.0 Integration Constraints

Current SBSRS still face limits when it comes to scaling up and adapting to change. As systems grow
larger, scheduling tasks becomes more complex, and the lack of local autonomy starts to hurt perfor-
mance. More decentralization and distributed architectures show a promising alternative because they
allow decision-making to happen in parallel and closer to where the work is being done [24].

At the same time, the use of Industry 4.0 technologies in SBSRS is still limited. Adding CPS and
loT infrastructure could greatly improve system responsiveness, self-optimization, and decision-making
accuracy [54, 23]. Yet many systems still depend on static, non-adaptive control logic, creating a gap
between what'’s technologically possible and how these systems actually operate.

The next generation of SBSRS should close this gap by building in 14.0 capabilities that support
predictive control and real-time adaptability. This could mean using loT-enabled sensors and commu-
nication for live monitoring, digital twins for simulation-based optimization and cyber-physical feedback
loops to automatically adjust behavior [49, 23]. These technologies can improve fault detection, reduce
unplanned downtime and help systems learn and evolve dynamically.

To make full use of 14.0, future SBSRS should be designed with interoperability and readiness in
mind (IN5), ensuring they can seamlessly connect with IoT, CPS, and Al-driven control systems.

2.7.2. Summary of Improvement Needs

Building on the system challenges outlined in section 2.7, it is clear that current SBSRS control architec-
tures face serious limits when it comes to scalability, adaptability, responsiveness, and integration with
Industry 4.0 technologies. Studies show that centralized and hierarchical control models often create
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performance bottlenecks, especially as systems grow in size and complexity [44, 6]. In addition, fixed
routing and rigid task allocation rules make it hard for the system to respond to changing congestion
patterns and resource conflicts [13, 53].

Advanced 14.0 technologies offer promising ways to improve SBSRS performance. However, many
existing control structures are not designed to work with these technologies. They often lack the flexi-
bility and interoperability needed for future-ready smart SBSRS [11, 28, 85]. To take full advantage of
these advancements, the core control capabilities of SBSRS will need to be rethought and redesigned.

From the challenges identified and the findings from the literature review, this research defines a
set of improvement needs and system requirements, which are summarized in Table 2.1. The table
links each improvement need to the system challenge it addresses most, and these needs will guide
the choice of control architectures discussed in the next chapters.

Improvement Need (IN)

Rationale (System Challenge)

IN1

IN2

IN3

Distributed and autonomous
decision-making capabilities
Adaptive and dynamic traffic and
resource management

Inter-agent coordination and

communication

Centralized control creates a single point of failure and limits respon-
siveness to dynamic events and operational disturbances [44, 6].

Static routing and rigid resource allocation policies cause conges-
tion and underutilization of system capacity, especially in shared re-
sources such as cross-aisles [77, 13, 78].

The hierarchical architecture enforces strict separation between
agents, preventing direct coordination and shared situational aware-

ness between shuttles. This structural limitation increases the likeli-
hood of local conflicts (e.g., in shared cross-aisles) and inhibits oppor-
tunities for cooperative traffic management and optimized resource
utilization. [44, 11, 28].

Monolithic, centralized architectures do not scale well with increasing
system size and complexity, hindering the ability to flexibly expand
SBSRS installations [6, 11].

Current control systems are not designed for integration with IoT,
CPS, and Al technologies required for smart warehouse capabilities
and real-time data-driven optimization [11, 85, 28].

IN4  Modular and scalable system ar-

chitecture

INS 14.0 interoperability and readi-

ness

Table 2.1: Improvement needs (IN1-IN5) and corresponding rationale for future SBSRS.

Identifying these improvement needs gives a clear starting point for the architectural choices dis-
cussed in the next chapters. In chapter 3 the focus will be on control architectures that can meet these
requirements, with particular attention to hybrid and distributed approaches that fit Industry 4.0 prin-
ciples. Then, in chapter 4, the proposed conceptual control designs will be built directly from these
system requirements, ensuring a clear link between the problem analysis and the solutions.

2.8. Research Gaps in SBSRS Literature

Throughout this chapter, several research gaps have been identified. This section brings them together
in one overview.

While SBSRS research has made progress in optimizing scheduling and routing, it still lacks a thor-
ough comparison of different control architectures. Most studies focus on improving performance within
centralized control systems, without looking at how alternative architectures might affect key system
outcomes. The potential of distributed and hybrid control systems to improve SBSRS performance
remains largely unexplored.

This gap is becoming more important as 14.0 technologies gain attention for their real-time adapt-
ability and predictive control capabilities. Successfully applying these technologies in SBSRS requires
changes to the control architecture that allow for local autonomy, distributed decision-making and con-
tinuous data exchange. Integrating them into traditional centralized systems is difficult because these
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systems often lack the flexibility and modularity needed to support agent-based, real-time responsive-
ness.

To properly evaluate SBSRS performance, scalability, and robustness, there is a need for systematic
studies comparing centralized, hierarchical, distributed and hybrid control models at the architecture
level. Future research should also focus on how to make Industry 4.0 technologies work in practice for
SBSRS and on understanding whether the chosen control architecture acts as a driver or a barrier to
their effective use.

2.9. Conclusion

This chapter answered sub-research question 1: What are the improvement needs that future SBSRS
must satisfy? It began with a structural analysis of SBSRS, outlining the main components, operations
and control principles. This was followed by a problem-focused assessment of the main challenges
in current system designs. The findings from these steps were then combined to define improvement
needs, based on both the limitations found and the possibilities offered by Industry 4.0 technologies.

The analysis showed that current SBSRS control architectures do not make full use of what 14.0
can offer. Technologies like loT and CPS, together with Al-driven analytics, could make systems
more adaptable and responsive. However, centralized and hierarchical architectures lack the flexi-
bility needed to integrate these capabilities. Redesigning the control architecture is therefore not just
an opportunity to improve performance it is essential for making full use of 14.0 in SBSRS.

From this work, five key improvement needs were defined for future SBSRS, based on challenges
found in the literature and the possibilities of 14.0: (IN1) distributed and autonomous decision-making,
(IN2) adaptive traffic and resource management, (IN3) enhanced inter-agent coordination, (IN4) mod-
ular and scalable architecture, and (IN5) 14.0 readiness. Each of these needs is directly linked to the
limitations identified in the system analysis and serves as a clear target for future control solutions.

In addition, this analysis revealed an essential research gap in current academic work. There has
been significant progress in optimizing SBSRS operations in the past decades but these efforts have
predominantly focused on improving control policies like task scheduling and routing within centralized
or hierarchical control frameworks. The architecture itself is rarely questioned. With the growing adop-
tion of 14.0 principles, this is becoming a more pressing issue. There is little research on how hybrid or
distributed control architectures could be applied to SBSRS, and even fewer comparative studies on
how different architectures affect performance. Without such comparisons it is difficult to know which
approaches could best solve existing problems.

All'in all, the system challenges discussed in section 2.7 and the knowledge gaps outlined in sec-
tion 2.8 show the need for alternative control architectures that can meet the improvement needs (IN1-
IN5) of future SBSRS. These findings form a clear foundation for the next step in this research: exploring
suitable control architectures from the literature. The following chapter will review these architectures,
focusing on their ability to meet the improvement needs identified here and their potential for supporting
the development of future SBSRS.

To close this gap, the rest of this thesis will explore alternative architectural control approaches, with
a particular focus on multi-agent systems (MAS). The next chapter will evaluate different MAS archi-
tectures to determine their suitability for meeting the system requirements defined in this chapter. This
exploration will be essential for selecting a control design that aligns with the identified improvement
needs.



Multi-Agent System Control
Architectures for SBSRS: A Literature
Review

In response to the architectural limitations identified in the system analysis, chapter 2, the aim of this
chapter is to identify which control architecture is most suitable for tackling the system challenges and
for meeting future SBSRS improvement needs. Doing so, it addresses the sub-research question 2:

Sub-RQ 2: Which control architecture is feasible to meet the system requirements for future SBSRS?

The review looks at four main types of control architectures: centralized, hierarchical, distributed
and hybrid. To compare these architectures, the study uses Multi-Agent Systems (MAS) as the main
framework for modeling and analysis. MAS offers the flexibility to represent different control setups by
changing how authority, communication and decision-making are shared among agents. This makes
it well suited for assessing design choices in the context of 14.0 where autonomy, decentralization and
integration of cyber-physical systems are becoming more important.

The chapter first introduces the core ideas of MAS, including what agents are, their capabilities, how
they communicate, and how they coordinate with each other. It then presents a structured literature
review that examines how different MAS-based control architectures affect system behavior in SBSRS.
Each architecture type is discussed in detail, outlining its main characteristics, strengths, weaknesses,
and how it appears in the SBSRS literature. The insights from this chapter form the theoretical foun-
dation for the design of control architectures in chapter 4.

3.1. Definitions and Key Concepts in Multi-Agent Systems

The following section offers a theoretical basis for MAS. The purpose of this section is to establish a
clear understanding of MAS concepts such as definitions of agents, their capabilities, interaction struc-
tures and communication mechanisms.

A MAS consists of independent agents which operate in a shared environment to achieve both their
individual and collective goals [86]. They are defined as autonomous computational entities able to
operate independently in dynamic environments [41]. An agent operates based on its own goals and
knowledge, perceives its environment and acts to influence it. The essential characteristics of agents
are widely recognized in the literature [86, 41]:

* Autonomy: agents operate independently and control their own actions.
» Reactivity: agents perceive and respond to changes in the environment.
» Proactiveness: agents take goal-directed actions.

+ Social ability: agents interact with other agents or humans.

19
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The basic agent-environment interaction loop is shown in Figure 3.1. Agents perceive their environ-
ment through sensors before updating their internal knowledge and decision-making models and then
act on the environment through actuators to achieve their goals [51]. The perception-decision-action
cycle represents a basic behavioral pattern which MAS agents use [86].
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Figure 3.1: Internal Architecture of a Single Agent [51].

Agents need the following core capabilities to function effectively in a MAS according to [49]:

» Sensing: Agents detect important environmental elements which include position and available
tasks and system state and local interactions.

» Decision-making: Agents use internal logic and heuristics and negotiation protocols to select
actions and plan behaviors while resolving conflicts.

* Movement or action execution: Agents physically or virtually modify the system through move-
ment or operational triggering while following optimized goal-oriented procedures.

+ Communication: Exchanging information with other agents, either directly (peer-to-peer) or indi-
rectly (through shared resources or coordination platforms), using mechanisms such as auctions
or token protocols [57].

A MAS represents more than just single separate agents, it functions as an organized system which
enables agents to work together for system-wide behavior. The basic framework of a MAS is illustrated
in Figure 3.2. The system contains agents which both affect the environment and each other while be-
ing affected by the environment. The system enables direct agent-to-agent interactions and indirect
stigmergy-based interactions through environmental changes. The process of designing a MAS de-
mands both agent behavior definitions and protocols for agent communication and coordination meth-
ods [41]. Typical interaction mechanisms between agents include peer-to-peer communication and
negotiation protocols and auctions and token-based approaches [57]. The system needs these proto-
cols to reach its desired outcomes by enabling local agent coordination.

Multi-Agent
System

Environment

OAgent Orgaqlzatlgnal Interaction ____Areaof
Relationship Influence

Figure 3.2: A generic structure of multi-agent systems [51].
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MAS enable distributed decision-making, cooperation and adaptive behavior, which make them
highly suitable for managing complexity in dynamic domains such as manufacturing, logistics and
cyber-physical production systems [49]. Next to that, the system becomes more scalable through MAS.
Leitdo et al. explain that new agents can join without needing system re-engineering [49]. Agents show
adaptability because they change their behavior after identifying local changes. Distributed control en-
sures fault tolerance because it prevents any single failure point from occurring. MAS demonstrate
properties which make them a suitable choice for controlling current complex dynamic systems. The
following sections evaluate different MAS architectural forms including centralized, hierarchical, dis-
tributed and hybrid architectures to determine their capabilities for SBSRS application domains.

MAS are adopted in this study as a modeling paradigm to support the implementation of alter-
native control architectures for SBSRS. MAS allow the system to be represented as a collection of
autonomous, interacting agents that can make local decisions and collaborate to achieve global objec-
tives. MAS is a modeling approach that offers the structural flexibility to implement a range of architec-
tures by varying communication, authority and decision-making structures among agents. This makes
it well-suited to design and compare SBSRS control strategies that address all five improvement needs
identified in subsection 2.7.2.

3.2. Control Architectures in SBSRS

Control architecture refers to the distribution of decision-making authority and coordination mechanisms
within a system. In the context of SBSRS, it defines how key control functions like task assignment,
routing and resource allocation, are distributed across system components. The structure of these
control interactions directly influences the overall system performance, particularly in terms of respon-
siveness, scalability and robustness.

Within the field of MAS, the control architecture defines the structure and topology of agent be-
haviors, their communication patterns and their interaction with the environment [49]. In essence, it
specifies who interacts with whom and in what way. Different MAS architectures offer distinct trade-
offs between global coordination, agent autonomy, system complexity and adaptability to dynamic en-
vironments. Four fundamental MAS control architectures are discussed in this research: centralized,
hierarchical, distributed and hybrid control architecture.

A taxonomy is useful for categorizing MAS architectures, but it is just as important to look at how
these control approaches are actually used in SBSRS. This section connects MAS theory with SBSRS
practice by reviewing how centralized, hierarchical, distributed and hybrid control approaches have
been applied, either directly or indirectly, in existing SBSRS research. The review considers not only
the formal definitions of each architecture but also what they mean in practice for shuttle-based sys-
tems. It focuses on studies that either describe a clear control architecture or use control methods with
obvious architectural implications, such as how much autonomy agents have, how communication is
organized and how decision-making is centralized or distributed.

This structured review helps clarify how different MAS control approaches affect system behavior
in SBSRS. The following subsections analyze each architecture type in detail, highlighting their opera-
tional characteristics, benefits, limitations and their application in SBSRS literature.

3.2.1. Centralized Control

Definition, MAS Framing and Characteristics

Centralized control architectures rely on a single decision to manage all operational decisions within
the system. The architecture, illustrated in figure Figure 3.3, follows a strict top-down structure in which
decision authority is not shared or delegated.

Within a MAS context, a centralized architecture can be seen as a degenerate MAS, in which one
central coordinator agent manages and instructs subordinate agents, who execute tasks without au-
tonomy. The central agent maintains complete visibility of system-wide goals and current operational
status. It receives updates from sub-agents and resolves conflicts or ambiguities, acting as the sole
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Figure 3.3: Generic Centralized Control Architecture.

decision-maker [50, 69]. Communication in this configuration follows a hub-and-spoke model, with all
data funneled to and from the central node. This model is also common in sensor network MAS ap-
plications, where a central node aggregates data from distributed sensors and transmits commands
based on centralized analysis [10].

Strengths and Limitations

The main strength of centralized architectures is their simplicity and ability to make decisions that are
optimized for the whole system. Because the central controller has a complete view of the system,
it can use mathematical optimization models, heuristics or scheduling algorithms to reduce duplicated
work and ensure everything runs in a coordinated way. For example, Palau et al. describe a centralized
prognostics MAS where a single “Social Platform” agent monitors the entire fleet removing the need
for agents to communicate directly [69].

However, centralized architectures also suffer from significant drawbacks. The central agent rep-
resents a single point of failure, if it malfunctions, the entire system stops functioning correctly. As
systems grow in size and complexity, this controller can also become a communication and computa-
tion bottleneck which limits scalability [6, 44]. Centralized systems often struggle to respond quickly in
real time, since gathering data, making decisions and sending out commands takes time. This delay
can make it harder for the system to adapt, especially in fast-changing or congested environments like
SBSRS. Another limitation is that centralized control does not take advantage of the parallel decision-
making possible in MAS, agents have to wait for instructions which can slow down coordination in
high-throughput or large-scale systems. Centralized control still works well in more predictable envi-
ronments where global coordination and optimization are more important than rapid response or fault
tolerance.

Relevance and Application in SBSRS

In SBSRS, a central controller assigns tasks, plans routes and allocates resources, with all system
components acting as passive executors. This approach is still the most common in both research
and industry. In practice, a WMS or WCS typically manages shuttle and lift operations, deciding on
all movements and schedules. Many optimization-based studies use this structure, treating SBSRS
control as a global optimization problem that can be solved using heuristics, combinatorial methods, or
metaheuristics.

For example, Carlo and Vis (2012) [10] model a tier-captive SBSRS and show that centrally schedul-
ing lift operations can significantly improve throughput by reducing bottlenecks. Wang et al. (2015) [82]
use a genetic algorithm to assign shuttle tasks in multi-tier systems, while Yang et al. (2015) [88] com-
bine storage assignment with retrieval sequencing in a centralized setup. More recently, Ekren et al.
(2023) [17] also use a top-down control approach to synchronize shuttle and lift operations. These
studies achieve strong results in static or moderately dynamic environments but keep shuttles as pas-
sive components that simply follow central instructions. As noted by Kattepur et al. (2018) and Basile
et al. (2017), this becomes a problem in larger, more dynamic systems, where responsiveness, fault
tolerance and scalability are harder to maintain [44, 6].

3.2.2. Hierarchical Control
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Definition, MAS Framing and Characteristics

Hierarchical control architectures have multiple layers of decision-making, usually arranged in a tree-
like structure where higher-level agents manage those below them, as can be seen in Figure 3.4.
Unlike centralized systems with a single decision-maker, hierarchical MAS spread control across lev-
els, with each one responsible for a specific subsystem or function. This setup is similar to industrial
hierarchies. For example, a warehouse management system (WMS) overseeing a warehouse control
system (WCS), which in turn directs shuttle operations.

Higher Level
Controller

Zone Agent Zone Agent

/ /N
OIOIOIO.

Figure 3.4: Generic Hierarchical Control Architecture.

In a MAS context, agents in a hierarchy work within their own level and manage only their sub-
ordinates. Higher-level agents handle broad, strategic tasks, while lower-level agents focus on local
operations. Communication mainly flows vertically: subordinates send status updates upward and
receive instructions downward [69]. Traditional hierarchies do not allow agents on the same level to
communicate directly, although some modern versions permit limited peer-to-peer interaction to im-
prove efficiency and resilience. This layered approach provides partial autonomy in local branches
while keeping the system coordinated as a whole.

Strengths and Limitations

The main strength of hierarchical MAS is better scalability compared to centralized control. By spread-
ing authority across different layers, the system avoids a single point of computational overload and can
break complex problems into smaller, more manageable parts. Higher-level agents focus on overall
coordination, while lower-level agents make operational decisions within set limits. This structure also
makes subsystem management clearer and provides defined paths for resolving conflicts [81, 56].

However, hierarchies also share some weaknesses with centralized systems. Strict top-down con-
trol can slow responsiveness, as agents may need to wait for approval before acting, making it harder
to adapt quickly to changes. Bottlenecks can also appear at intermediate levels if too many sub-agents
depend on one supervisor. System resilience is another concern, if a high-level agent fails, an entire
branch of the system can stop working, although other branches may continue running. Hierarchies
can also be rigid, with fixed command chains that limit local adaptation unless some decentralized
elements or “bypass” mechanisms are added [90, 50].

Relevance and Application in SBSRS

Hierarchical control is widely used in SBSRS as a way to manage complexity in large systems. In
these setups, a top-level scheduler handles global coordination, like deciding task priorities or balanc-
ing throughput, while lower-level controllers manage shuttles, lifts and buffer areas within their zones.
This allows tasks to be broken down and handled locally, improving scalability and making the system
easier to maintain compared to fully centralized control.

Wang et al. (2016) [81] use a hierarchical queuing approach where shuttles and lifts are treated as
separate servers under a central dispatch policy. Cheng et al. (2023) [56] propose a layered scheduling
method that synchronizes shuttle and lift movements within a parallel control hierarchy. These designs
are similar to real-world SBSRS like the ADAPTO system where tier-captive shuttles are managed by
mid-level zone controllers under a central scheduling unit. While this improves scalability, it still relies on
a top-down structure. Subsystems can coordinate internally, but individual components remain passive
and the architecture struggles to adapt to fast-changing conditions or competition for shared resources.
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3.2.3. Distributed Control

Definition, MAS Framing and Characteristics

Distributed control architectures, illustrated in Figure 3.5, remove any single point of authority. Instead,
each agent works independently, making decisions based on what it senses locally and on informa-
tion from nearby agents. In a MAS context, decision-making power is shared equally across agents
enabling peer-to-peer coordination without a top-down controller. All agents operate at the same level
and the overall system behavior emerges from local interactions guided by shared rules, protocols or

negotiation methods [57].
Agent )—C Agent ) ‘ Agent ’

Communication in a distributed MAS follows a network-like structure, where agents exchange in-
formation directly rather than sending it through a central hub. Decisions are made locally, often using
consensus algorithms, voting, or indirect coordination methods such as stigmergy. This approach is
common in fields like swarm robotics, smart grids and distributed sensor networks, where quick, local
responses are more important than global oversight [57, 7].

Figure 3.5: Generic Distributed Control Architecture.

Strengths and Limitations

Distributed architectures have major advantages in robustness, adaptability and scalability. Without a
central controller, the system can better handle failures, if one agent fails, the others can keep work-
ing, and responsibilities can be reassigned on the fly. Decisions can be made in parallel, allowing fast
local reactions to changes or disruptions. This makes the approach well suited to unpredictable or
fast-changing environments. Examples include drone swarms that reorganize mid-flight or self-healing
power grids where local agents reroute electricity when they detect faults [44, 54].

However, the lack of centralized oversight also brings challenges. Without a full system view, agents
may choose actions that are locally good but not optimal for the system as a whole, leading to inef-
ficiencies or duplicated work. Coordination is more complex and often needs advanced distributed
algorithms to keep the system running smoothly. Other difficulties include extra communication over-
head, resolving conflicts and avoiding instability or deadlocks if peer-to-peer interactions are not well
managed [84, 54]. Emergent behavior can be unpredictable and ensuring safety or convergence at
the system level requires careful design. While distributed MAS may lose some theoretical efficiency
compared to centralized systems, their faster responses and fault tolerance often make them a better
choice for large or highly dynamic settings.

Relevance and Application in SBSRS

Fully distributed SBSRS designs are rare, but examples from related logistics systems offer useful
insights. In these cases, shuttles act as autonomous agents that can choose their own tasks and co-
ordinate directly with each other. For example, Turhanlar et al. (2022) present a distributed control
approach for an aisle-changing Automated Mobile Robot (AMR) system, using loT-based inter-agent
communication to prevent collisions and deadlocks [20]. While not developed for SBSRS, this approach
is similar to how tier-captive SBSRS could work and shows the potential of agent negotiation without
a central controller. However, the study does not cover centralized oversight or measure system-wide
performance.
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Even with these promising examples, fully distributed SBSRS implementations are still mostly ex-
perimental. The main challenges include keeping coordination quality high, avoiding deadlocks and
ensuring acceptable overall performance without central planning.

3.2.4. Hybrid Control

Definition, MAS Framing and Characteristics

Hybrid control architectures combine elements of centralized and distributed control to balance global
coordination with local autonomy. They can take many forms, one example of which is shown in Fig-
ure 3.6. In a MAS context, some agents, usually at higher levels, maintain centralized oversight, while
others operate independently or coordinate directly with peers. Rather than strictly following one ap-
proach, hybrid systems integrate control principles to match specific operational needs and system
layers.

Central Controller

Agent

Agent Agent

Figure 3.6: Example of a Hybrid Control Architecture.

A common setup is the two-tier “supervisor-worker” model, where high-level agents set overall goals
or resolve conflicts, while lower-level agents carry out tasks autonomously under normal conditions.
Other designs allow dynamic peer-to-peer interaction within hierarchical layers or include a fallback
centralized mode in case of disruptions. This flexibility lets hybrid systems adapt their behavior to
changing conditions, improving resilience and responsiveness in dynamic environments.

Strengths and Limitations

The main advantage of hybrid MAS architectures is adaptability. They can keep overall system co-
herence like optimizing throughput or enforcing fairness, while still enabling fast local decision-making.
This helps overcome the scalability limits of purely centralized control and the coordination challenges
of fully distributed systems. Some hybrid MAS designs are also adaptive, allowing agent roles and
coordination patterns to change during operation.

The downside is that combining different coordination mechanisms makes design and validation
more complex. Centralized and distributed modules must work together seamlessly, which requires
careful interface design and thorough testing. Modeling hybrid systems analytically is harder than with
pure architectures and performance often needs to be validated through extensive simulation or real-
world trials, especially for unusual scenarios or rapidly changing conditions.

Relevance and Application in SBSRS

Hybrid architectures are becoming more common in logistics, but in SBSRS they are still relatively rare,
despite their strong potential. Ekren et al. (2023) studied a hybrid model for tier-to-tier, aisle-captive
SBSRS, where a shuttle and a lift coordinate to synchronize tasks [17]. While this is a valuable contri-
bution, it only covers a small part of what hybrid control can offer and does not extend to a fully hybrid,
system-wide design.

Another promising example is from Fan et al. (2025), who integrated real-time multi-agent pathfind-
ing (MAPF) into a hierarchical control structure for a large-scale, grid-based SBSRS. They reported
a 31.8% increase in throughput, although the full methodology and results have not yet been made
public [21]. It's worth noting that their system differs fundamentally from tier-captive SBSRS: it allows
3D shuttle movement across a grid, instead of horizontal shuttles working with vertical lifts. While the
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results cannot be applied directly to the control challenges in this study, the work is still conceptually
relevant as an example of MAS-based decision-making in storage systems.

3.2.5. Key Insights from Literature

A review of seventeen academic studies on SBSRS reveals four main insights into how control ar-
chitectures are applied. Table 3.1 gives an overview of the most relevant studies, summarizing their
architectural focus and main contributions.

First, centralized and hierarchical architectures still dominate in both industry and academia. These
systems are defined by strict top-down control, shuttles that act as passive executors, and a focus on
global optimization using mathematical scheduling or heuristic algorithms [1, 10, 82, 88].

Second, most SBSRS research aims to improve control policies like task allocation, routing and
storage assignment, within an existing architectural setup. Few studies question whether the under-
lying control architecture itself is the right choice. This mirrors industry’s preference for centralized
designs, which are predictable and well-established, even though they can be limited in scalability and
adaptability [1].

Third, hybrid and distributed architectures are being tested more often in related fields such as au-
tonomous mobile robots (AMRs), automated guided vehicles (AGVs) and UAV fleets. However, such
approaches are still rare in SBSRS. Where they do appear, implementations are often small in scope,
limited to simulations, or not validated at larger scales.

Fourth, no studies have yet compared different control architectures systematically within the SB-
SRS context. Even though there is growing recognition of architectural bottlenecks, especially under
dynamic, high-density or large-scale conditions, there is still a lack of empirical research on how archi-
tectural choices affect key performance metrics like throughput, congestion and responsiveness under
14.0 conditions.

Combining these four insights shows that, while traditional architectures still perform well in static or
moderately dynamic settings, early evidence points to hybrid and agent-based designs as having clear
advantages in adaptability and scalability. Yet, their potential in SBSRS remains largely unexplored
and rarely tested in practice. This leaves a significant research gap: the lack of systematic evaluation
and comparison of control architectures under realistic operating conditions. Addressing this gap is a
central aim of this study.

3.3. Rationale for Hybrid Architecture

As discussed in chapter 2, most SBSRS today still rely on centralized or hierarchical control. In the
same chapter subsection 2.7.2 five key improvement needs (IN1-IN5) were identified that future SB-
SRS must meet to address these issues. These needs include distributed and autonomous decision-
making (IN1), adaptive and dynamic traffic and resource management (IN2), inter-agent coordination
and communication (IN3), modular and scalable system architecture (IN4) and 14.0 interoperability and
readiness (IN5). The selection of an appropriate control architecture must therefore be guided by its
ability to address both the shortcomings identified and the system requirements defined in section 2.7.
To assess which architecture is best suited to address the identified improvement needs (IN1-IN5), it
is instructive to compare the main alternatives defined in the MAS taxonomy presented in section 3.1.

To support this comparison, Table 3.2 summarizes the key characteristics, strengths and limitations
of four main MAS control architectures. As the table illustrates, purely centralized and hierarchical ar-
chitectures face scalability and responsiveness limitations (IN1, IN2, IN4), while fully distributed archi-
tectures lack global coordination and can exhibit unpredictable system-wide behavior, which conflicts
with the need for interoperability, optimized resource management and 14.0 integration (IN2, IN3, IN5).
In contrast, hybrid control architectures are increasingly recognized in the literature as a promising
approach to overcoming the limitations of fully centralized or fully distributed models in SBSRS and re-
lated domains [7, 44]. The hybrid architectures combine centralized coordination with local autonomy,
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Paper (Year) SBSRS Type Control Architec- Key Control Contribution
ture
Eder (2023) [16] Aisle-changing SB- Centralized Analytical queuing model: balancing
SRS throughput vs. congestion in multi-aisle
systems.
Xu et al. (2016) [87] Multi-tier, multi-aisle Centralized Centralized scheduling for multi-aisle sys-
SBSRS with double- tems improves throughput.
deep storage
Lerher (2018) (only Tier-captive, multi- Centralized Showed aisle-changing shuttles outperform
summary) aisle system fixed-aisle systems but require careful cen-
tralized scheduling.
Wang et al. (2020)  Multi-tier, multi-aisle Centralized/ Hier- MILP-based system-wide optimization; im-
SBSRS archical proved throughput and energy efficiency.
Carlo & Vis (2012) Tier-captive SBSRS Centralized (hier- Developed heuristic control to sequence
[10] with dual non- archical schedul- lifts, reducing bottlenecks. Enhanced sys-
passing lifts ing) tem throughput.
Wang et al. (2015) Multi-tier shuttle sys- Centralized Proposed a genetic algorithm (GA) opti-
[82] tem (optimization- mization for task scheduling to maximize
based) throughput and minimize wait times.

Yang et al.
(88]

(2015)

SBSRS with simul-
taneous vertical and
horizontal movement,

Centralized (hier-
archical) control

Integrated optimization of storage assign-
ment and retrieval sequencing. Integer
programming + dynamic/heuristic task se-

aisle-captive quencing.
Ha & Chae (2018) Tier-to-tier, aisle- Centralized (dy- Developed dynamic “free-balancing” algo-
[36] captive SBSRS namic shuttle rithm to redistribute shuttles across tiers,
allocation) prevent congestion and improve space uti-
lization.
Wang et al. (2016) Multi-tier shuttle sys- Hierarchical (de- Conceptualized shuttles/lifts as servers at

(81]

tem

composition)

different stages; hierarchical task decom-
position.

Cheng et al. (2023)
[56]

Four-way shuttle sys-
tem, grid-based SB-
SRS

Hierarchical

Developed queueing-network model; paral-
lel vs. serial lift/shuttle scheduling; hierar-
chical but no agent autonomy.

Ran et al. (2020) Multi-aisle, cross- Centralized/ Hier- Dynamic scheduling with event-triggered
[90] aisle SBSRS archical re-optimization; multi-objective GA.

Ekren et al. (2023) Tier-to-tier, aisle- Hybrid (exact + Hybrid optimization for dual-load lifts; near-
[17] captive SBSRS heuristic) optimal real-time task schedules.

Fan et al. (2025) Large-scale grid- Hybrid (hierarchi- Achieved 31.8% throughput gain with real-
(only summary) [21] based SBSRS cal + MAPF) time MAPF integrated with hierarchical

scheduling.
Guller & Hegmanns Miniload multi-shuttle Hybrid (Hierar- Multi-agent simulation where each shuttle

(2014) [34]

SBSRS

chical/ distributed
agent-based)

autonomously selects tasks and routes. Or-
der structure strongly impacts performance.

Turhanlar et al.
(2022) [20]

Aisle-changing AMR

Distributed (agent-
based + communi-
cation)

Fully distributed control with loT-based
inter-shuttle negotiation; real-time deadlock
and collision avoidance. Demonstrated
flexibility and throughput gains.

Table 3.1: Summary of Key Research on Control Architectures for SBSRS
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providing a flexible framework that can effectively meet all five improvement needs of future SBSRS.

Architecture

Key Characteristics

Strengths

Limitations

Centralized Single central controller Simple global optimization, Single point of failure, poor
manages all decisions; unified perspective, straight- scalability, limited respon-
agents are passive forward implementation siveness, bottlenecks

Hierarchical Multi-tier ~ structure  with Balance between global Can still experience bottle-
parent-child agent relation- oversight and local auton- necks, limited flexibility in dy-
ships; control flows top-down omy, layered scalability namic environments

Distributed Agents operate au- High robustness, scalability, Lacks global optimization,
tonomously, communicate fault tolerance, fast local re- high coordination complex-
peer-to-peer; no central sponse ity, inconsistent system-wide
authority behavior

Hybrid Combines centralized coor- Flexible and adaptable, Complex to design, validate

dination with autonomous
agents; flexible architecture

balances global and local
optimization, scalable, 14.0

and integrate; higher devel-
opment effort

ready

Table 3.2: Comparison of MAS control architectures for SBSRS.

Hybrid architectures combine the strengths of both approaches: centralized oversight for global ob-
jectives and local autonomy for fast, local decision-making. In this setup, high-level controllers handle
tasks such as workload balancing, sequencing and resource allocation, while shuttles operate as au-
tonomous agents that make local routing decisions, solve conflicts and adapt to real-time conditions.
This division of responsibilities supports IN1-IN3 by allowing responsive, cooperative behavior without
constant central intervention. It also improves scalability (IN4), since much of the computational work
happens at the local level, reducing the load on the central system as the network grows. Also, hy-
brid control aligns naturally with 14.0 principles (IN5). Intelligent agents, peer-to-peer communication
and real-time data exchange enable seamless integration with loT, CPS and Al-based tools. Evidence
from manufacturing, AGV fleets and warehouse order-picking shows that combining centralized plan-
ning with agent-based execution can improve flexibility, responsiveness and robustness [85, 11, 28, 80].

The direct links between the five improvement needs (IN1-IN5) and the core features of hybrid
control are summarized in Table 3.3. This overview makes clear how hybrid architectures combine
centralized coordination with local autonomy to meet all five needs, providing a scalable, flexible and
[4.0-ready solution for the dynamic and complex environments of modern SBSRS.

IN Improvement Need Hybrid Architecture Alignment

IN1 Distributed and autonomous
decision-making

Local agents (shuttles) make routing and task decisions independently,
reducing central dependencies while maintaining global objectives.

IN2 Adaptive and dynamic traffic
and resource management

Distributed agents respond to real-time congestion and resource con-
flicts, while central oversight ensures system-wide balance.

IN3 Inter-agent coordination and
communication

Peer-to-peer negotiation protocols allow agents to coordinate directly,
reducing delays and improving local conflict resolution.

IN4 Modular and scalable sys-
tem architecture

Adding shuttles or tiers mainly affects the distributed layer, avoiding cen-
tral bottlenecks and supporting gradual expansion.

IN5 14.0 interoperability and
readiness

Uses intelligent agents, 10T/CPS integration and real-time data ex-
change, ensuring compatibility with Industry 4.0 technologies.

Table 3.3: Alignment of hybrid control architecture with the five SBSRS improvement needs (IN1-IN5).
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3.4. Conclusion

This chapter explored which control architecture is most feasible to meet the system requirements for
future SBSRS, thereby answering sub-research question 2: Which control architecture is feasible to
meet the system requirements for future SBSRS? To investigate this, the chapter reviewed control
architectures within a MAS framework, which allows architectural comparison by flexibly varying the
distribution of decision-making, authority and communication among agents [49, 7]. MAS was adopted
as the modeling paradigm for this research due to its ability to represent decentralized behavior, sup-
port agent-level autonomy, and facilitate coordination in line with 14.0 design principles such as Cyber-
Physical integration and loT-based responsiveness [85, 37].

Based on an in-depth review of MAS theory, architectural taxonomies and state-of-the-art SBSRS
literature, a hybrid MAS control architecture emerge as the most promising approach [49]. Hybrid ar-
chitectures best address the system challenges identified in chapter 2, particularly the improvements
needs for distributed decision-making, adaptive resource management, scalability, inter-agent coordi-
nation and 14.0 interoperability [21, 17].

A review of 17 studies on SBSRS control architectures highlights four key observations. First, cen-
tralized and hierarchical architectures remain the dominant approach in both industrial systems and
academic research. Second, these models consistently exhibit top-down control, passive shuttle be-
havior and global optimization as core traits. Third, although hybrid and distributed control architectures
are increasingly explored in related domains such as AGVs, robotic fleets and AMRs, their application
to SBSRS remains limited. Fourth, and most critically, no comparative studies currently evaluate the
performance of different control architectures in SBSRS, despite the architectural limitations identified
in chapter 2.

Recent exploratory work on SBSRS control and related fields shows that hybrid MAS architecture,
combining agent-level autonomy with supervisory coordination, can address many of these limitations.
These architectures are inherently aligned with 14.0 principles and have shown promise in related logis-
tics contexts for improving throughput, coordination and congestion mitigation [7, 76, 49]. Nevertheless,
the literature lacks hybrid MAS designs that are specifically designed for SBSRS and there is a lack of
comparative evaluations between control architectures under realistic SBSRS conditions.

To address this research gap, the next chapters will develop, implement and evaluate a conven-
tional hierarchical control model alongside a hybrid 14.0 inspired alternative. Chapter 4 presents the
conceptual designs of both architectures, after which simulation-based experiments will compare their
performance in representative SBSRS environments. These findings aim to contribute both to aca-
demic understanding and to industrial design decisions for future-proof SBSRS control systems.






Conceptual Design of Hierarchical and
Hybrid Control Architectures

Building on the analysis of control architecture alternatives in chapter 3, this chapter shifts from theory
to the conceptual design of practical control models for SBSRS. To compare performance and guide
implementation, the architectural principles from the literature are translated into detailed, operational
control structures. This chapter addresses sub-research question 3:

Sub-RQ 3: How can a hierarchical and a hybrid control architecture be designed conceptually for a
SBSRS?

The goal is to develop two conceptual control models, a hierarchical and a hybrid architecture that
meet the system requirements defined in chapter 2. The designs describe the agents’ structure and be-
havior, their decision-making logic and the communication and coordination methods they use. These
models will form the basis for the simulation-based evaluation in the next chapters.

By turning architectural theory into conceptual system models this chapter creates a foundation for
systematic testing. The resulting designs make it possible to examine how different control approaches
influence SBSRS performance under dynamic operating conditions.

4.1. Design Goal and Scope

The goal of this chapter is to present two generic conceptual control models for SBSRS using MAS
technology: a basic hierarchical architecture and an Industry 4.0-inspired hybrid architecture. These
models are designed to address the main system challenges and improvement needs identified in chap-
ter 2. They also turn the architectural ideas from theory chapter 3 into practical, operational form. The
intention is not to model a specific commercial system but to create architecture-independent designs
that can be tested in simulations in the following chapters.

This study focuses on the coordination and control of horizontal shuttle movement within a tier-
captive SBSRS. The emphasis is on the shuttle agent, its movement, decision-making and communi-
cation with other shuttles. As earlier mentioned, since the shuttles operate only on a single level, the
scope is limited to horizontal interactions within that level. Vertical lifts and cross-level coordination are
excluded.

By focusing only on intra-level control logic (e.g. task allocation, routing and inter-shuttle communi-
cation), the models isolate the dynamics of shuttle coordination without the added complexity of vertical
transport. While vertical lift control is important for the overall system, including it here would introduce
additional layers of resource allocation and synchronization that could obscure the core study of dis-
tributed shuttle behavior. Previous research has noted that combining vertical and horizontal control
can make it difficult to evaluate local agent behavior in isolation [44].

31
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4.1.1. Design Objectives

The control models in this chapter are designed to meet the five key improvement needs (IN1-IN5)
defined in subsection 2.7.2. These needs describe the main functional requirements for future SBSRS
control architectures. To turn these high-level needs into practical design choices, we define a set of
five design objectives (DO1-DO5). These objectives guide how control mechanisms, agent behaviors
and system interactions are built into the models. The design objectives are also shaped by core In-
dustry 4.0 principles, such as decentralization, modularity, adaptability and cyber-physical integration.
The following design objectives (DO1-DO5) translate the improvement needs into specific, actionable
design decisions:

DO1: Implement local task selection logic at the shuttle level. To meet the need for distributed
and autonomous decision-making (IN1) each shuttle selects its own tasks instead of relying on a central
controller. Decisions are based on the shuttle’s current state, local view of the system and simple utility
functions. The logic considers factors such as task priority, travel distance, congestion and system
load. This approach improves scalability and allows shuttles to react quickly to changing conditions,
reflecting 14.0’s principle of distributed intelligence [59].

DO2: Implement inter-shuttle collaboration for shared resource management. To improve
coordination and communication (IN3) shuttles can communicate directly with each other to manage
shared resources, such as cross-aisles. They share movement intentions, negotiate priority and coor-
dinate timings to avoid collisions. This turns shuttles into cooperative agents capable of resolving local
conflicts without constant central oversight, improving overall flow.

DO3: Implement congestion-aware path planning and dynamic rerouting. To support adap-
tive traffic and resource management (IN2) shuttles use congestion-aware routing. They monitor traffic
levels and shared resource availability, adjusting their paths in real time to avoid bottlenecks. This dy-
namic routing makes the system more responsive and able to self-optimize under changing conditions
[85].

DO4: Design modular agent structure supporting scalability. To ensure scalability (IN4) each
shuttle operates as an independent agent with its own decision-making logic. New shuttles can be
added or removed without major system reconfiguration. This modular structure makes it easier to
expand or adapt the system, aligning with 14.0’s modularity principle.

DOS5: Design for 14.0 integration readiness. While the current models do not implement full
14.0 technologies such as IoT platforms or Al optimization, they are designed to be compatible with
them (IN5). Shuttles are conceptualized as cyber—physical entities that can exchange real-time data,
connect to external systems and work with technologies such as CPS, loT and advanced analytics [43].

Together, these five design objectives form the operational foundation for the conceptual control ar-
chitectures described in the next sections. They ensure the models address the identified improvement
needs while preparing SBSRS for future, smart, 14.0-enabled warehousing.

4.2. Control Architecture Overview

This research develops two conceptual control architectures: a hierarchical architecture and a hybrid
MAS architecture. These models are designed to put the design objectives defined in subsection 4.1.1
(DO1-DO5), into practice. These models describe how key control functions including task allocation,
routing, conflict handling are distributed among system components. By comparing the two, the study
evaluates how different control structures affect scalability, responsiveness and coordination in SBSRS.

The hierarchical control architecture uses a traditional Warehouse Control System (WCS) design
which lets shuttles function as passive executors of commands received from a central controller. The
WCS has overall system state awareness to perform task assignments, route selection and operational
constraint enforcement. The top-down decision-making method produces optimal results in static or
low-variance systems but faces challenges when scaling up operations and managing controller com-
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munication and potential controller failure risks [12]. The architecture is visualized in Figure 4.1a where
all control decisions flow from the central controller, through zone agents, down to the individual agents
(shuttles) which do not communicate directly with each other.

The hybrid control architecture implements a semi-distributed system which allows centralized
task generation but lets shuttle agents select tasks, determine paths and coordinate activities. The
shuttle operates as an independent agent which both detects its environment and makes decisions
independently while granting other agents access to shared resources. The architecture maintains
global optimization through centralized oversight yet provides local adaptability and system resilience
because of agent-based execution. The system design follows cyber-physical systems principles and
enables modularity as well as scalability and responsiveness [49, 57]. The control and interaction struc-
ture of this architecture is depicted in Figure 4.1b, which illustrates how shuttle agents communicate
peer-to-peer in addition to hierarchical flows.
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Figure 4.1: Conceptual Design of Hierarchical and Hybrid Control Architectures

The differences between the hierarchical and hybrid designs are most visible in their control and
information flows. The following sections will examine these differences in detail by studying the control
logic, agent behavior and level of decision-making autonomy in the two conceptual models.

4.3. Control Logic and Levels of Decision-Making Autonomy

The following section analyzes how core control functions operate within each architecture. This com-
parison highlights the key contrasts between hierarchical and hybrid MAS models, especially in terms
of decision-making freedom and overall system behavior.

The operational control logic of both hierarchical and hybrid MAS architectures is defined through
five core decision-making components: task generation, task selection, routing, conflict handling and
communication. How control is shared and how much freedom agents have in each of these areas
directly impacts the system’s responsiveness, scalability and fit with 14.0 principles. Table 4.1 gives a
high-level overview of how these responsibilities are divided between the two architectures. The fol-
lowing subsections look at each control function in more detail.

To compare the two architectures in more detail, the table below breaks down the main control
functions side by side. In the hierarchical model, almost everything is centralized, from task generation
to conflict handling, with shuttles simply following commands, predefined routes and static rules. In
contrast, the hybrid MAS model pushes several decision-making functions down to the agent level. For
example, while tasks are still generated centrally, each shuttle selects its next task using a local utility
function, which improves distribution and speeds up response times. Routing is no longer fixed but
adapts dynamically to local conditions like congestion or shuttle availability. Even conflict resolution
is handled locally: instead of waiting for a central decision, shuttles use direct communication and
negotiation to manage shared resources such as cross-aisles. This shift gives the hybrid model greater
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Control Function Hierarchical Model Hybrid Model
Task Generation Centralized (WMS or WCS) Centralized (WMS), task pool exposed to
agents

Task Selection Centralized Local (agent-based utility evaluation)

Routing Centralized path assignment Local path finding with dynamic re-planning

Conflict Handling Centralized prevention and static Local detection and negotiation-based resolu-
resolution tion

Communication Centralized only Peer-to-peer messaging and coordination

Table 4.1: Distribution of decision-making responsibilities across architectures.

flexibility, responsiveness and resilience compared to the purely top-down hierarchical approach [57].

4.3.1. Task Generation

The SBSRS generates operational commands through task generation which includes both storage and
retrieval requests. The tasks emerge from higher-level business systems like a Warehouse Manage-
ment Systems (WMS), Enterprise Resource Planning (ERP) platforms or order management systems
to represent customer orders and replenishment requirements and incoming goods movements.

The task generation process operates as a centralized function in both control architectures studied
in this research. Tasks are not initiated or influenced by the shuttles themselves but are issued by
supervisory systems operating at the business-planning layer. The business logic and execution control
operate independently from each other which is in line with the standard industrial practice [12, 8].

4.3.2. Task Selection & Task Prioritization

The system uses task selection to choose which shuttle will perform a particular task from the oper-
ational requests that are available. Metrics like the shuttle utilization, the system responsiveness to
dynamic conditions and its overall system throughput are directly affected by this control logic. Task
selection efficiency becomes more important in dynamic SBSRS environments with high density be-
cause system state changes quickly.

In the hierarchical control model the WCS maintains complete control over task assignment.
The WCS uses predefined decision rules such as First-Come, First-Served (FCFS) or nearest-vehicle
selection to assign tasks to an idle shuttle from a centralized queue. The shuttle receives no active
involvement in task assignment but follows the task plan created by the WCS for execution.

This top-down system design provides simple control but it restricts flexibility when operating within
changing dynamic conditions. The centralized approach creates performance challenges through com-
munication delays as well as computational constraints that emerge during real-time state updates to
achieve system-wide precision. According to Boysen et al. (2019) rigid assignment methods exhibit
slow responses to disturbances and shuttle availability changes which leads to poor resource manage-
ment [8].

In the hybrid control model task selection is delegated to the shuttle agents. The centralized task
generator publishes tasks to a common task pool which all agents on their operating tier can access.
Shuttles select their tasks from this pool based on local evaluation of current conditions.

A utility function is a common evaluation method in multi-agent task allocation that integrates ele-
ments such as [41, 49]: (1) Distance to the task origin; (2) Idle time or availability of the agent and (3)
Estimated congestion along the planned route. An example of such a utility function is:

a B
U= E + a —-v-q
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where d is distance from the agent to the task origin, a is the agent availability, g is congestion
penalty and «, 8,y are tunable weight parameters that determine the relative importance of each factor.

Each agent uses local decision-making to choose tasks based on its specific conditions which leads
to improved system responsiveness and workload distribution. Agents that want to execute the same
task utilize priority mechanisms such as closest-agent priority or auction-based negotiation for con-
flict resolution to achieve fair and efficient task allocation [41]. The hybrid MAS model achieves these
benefits by moving task selection to the agent level which decreases communication overhead and
prevents centralized bottlenecks and enables scalable operation. The model’s features match essen-
tial 14.0 principles which include modularity and autonomy and cyber-physical integration [49].

Table 4.2 presents the fundamental distinctions between task selection methods across the two
architectures by comparing responsibility levels, decision-making criteria, scalability features, response
times and communication expenses. The hybrid approach provides better adaptability and scalability
to dynamic environments.

Aspect Hierarchical Model Hybrid Model

Responsibility Central WCS assigns tasks to shuttles Each shuttle autonomously selects a task
from shared pool

Decision Criteria Predefined rules (e.g., FCFS, proximity) Utility-based evaluation and negotiation

Scalability Low: centralized bottlenecks under load High: decisions distributed among agents

Responsiveness Delayed due to global update cycles Real-time local adaptation

Communication High: requires full system state monitor- Low: only local or tier-level information

Overhead ing needed

Table 4.2: Comparison of task selection strategies between hierarchical and hybrid architecture across various aspects

4.3.3. Routing and Path Planning

Routing is the process a shuttle uses to figure out its path for completing storage or retrieval tasks. This
involves deciding which aisle and cross-aisle segments to use, identifying shared access points and
planning a route that avoids congestion or obstacles. Good routing is key, it affects how fast a shuttle
can move, how well it avoids collisions and ultimately how well the whole system performs. In busy
high-density SBSRS environments where conditions change quickly, adaptive routing is especially im-
portant to keep operations running smoothly.

The hierarchical control model operates with complete centralized routing control. The high level
controller assigns tasks to shuttles which then receive their entire route plan during dispatch. The route
calculation uses global heuristics to find the shortest distance or minimum completion time. The shuttle
has to follow the exact path it is assigned to because a shuttle agent lacks the ability to adjust its route
or to make new plans when encountering local disturbances.

The higher level controller implements strict safety policies to make sure conflicts don’t take place.
System often implement one or more types of safety measures like serialized access to cross-aisles
and one-shuttle-per-aisle rules and fixed time windows for shared resources. The safety rules protect
against accidents yet they result in underutilized infrastructure and inflexible system operation. The
WCS system lacks the ability to forecast situations where two shuttles approach the same cross-aisle
from opposite directions which leads to either deadlock or delays. The centralized routing system en-
sures safety and simplicity yet it limits the ability to adapt and expand in shifting environments.

The hybrid model gives shuttle agents the authority to make routing decisions. After choosing a
task, agents plan their routes using stored topological maps of the system, represented as weighted
graphs. Agents use their local sensing capabilities together with their limited system understanding
to detect blocked nodes and estimate congestion while making dynamic route adjustments. The im-
plementation of routing uses A* and Dijkstra’s algorithm as heuristic pathfinding algorithms which are
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commonly applied in agent-based path planning for flexible material handling systems [55]. The weights
of graph edges receive ongoing updates to show both actual and predicted congestion levels, blocked
areas and potential deadlock risks. The system handles shared resources like cross-aisles as essential
sections. Agents use reservation or time-slot mechanisms to negotiate access to these segments.

For even better coordination, agents should broadcast their planned routes to neighboring peers to
prevent conflicts and enable proactive path adjustments. The FCFS access and reservation exchanges
protocols (e.g., broadcast intent — claim — move) enable safe and efficient shared resource utilization
without requiring central control. The hybrid MAS model enables agents to plan and adapt their routes
independently which results in better real-time responsiveness and scalable operation.

The internal design structure of distributed routing in the hybrid MAS model is summarized below.
The list outlines key components and their associated decision mechanisms as implemented in the
agent-based system design.

 Pathfinding algorithm: A* or Dijkstra’s algorithm executed locally by each agent

» Edge weights: Dynamically penalized to reflect congestion, deadlock-prone zones or obstructions

» Conflict zones: Shared areas treated as critical sections with reservation mechanisms

» Access control: Time-slot or soft-locking reservation protocol required before entry into shared
zones

» Coordination mechanism: Local negotiation, typically FCFS with intent broadcasting

» Rerouting trigger: Activated upon failed reservation or timeout due to blockage

The local routing method receives strong backing from existing research about agent-based control
in manufacturing and logistics which includes PROSA holonic architectures, MAS-based warehouse
coordination models and local path planning methods in flexible material handling systems [55, 49,
76]. These researchers show that in dynamic environments, reactive and distributed routing methods
perform better than static global optimization methods.

The essential differences between routing methods in the two architectures are shown in Table 4.3
which includes responsibility levels and decision-making criteria and scalability features and response
times and communication overhead. The hybrid approach provides better adaptability and scalability
in dynamic environments.

Aspect

Hierarchical Model

Hybrid Model

Responsibility
Decision Criteria
Scalability

Responsiveness
Communication Overhead

Central WCS assigns fixed routes to
shuttles

Global heuristics (shortest path, mini-
mal time)

Low: centralized bottlenecks under

load
Delayed due to centralized replanning

High: requires full system state moni-
toring

Each shuttle autonomously computes
and adapts its route

Local pathfinding with dynamic con-
gestion adaptation

High: routing decisions distributed
among agents

Real-time local adaptation

Low: only local or peer-level informa-
tion needed

Table 4.3: Comparison of routing approaches across control architectures

4.3.4. Conflict Handling and Deadlock Resolution

The system uses conflict handling and deadlock resolution methods to stop and identify operational
conflicts within shared infrastructure segments such as cross-aisles, aisle (intersections) and nodes.
These mechanisms are essential for system flow maintenance and safety protection as well as for min-
imizing prolonged stalls particularly when operating under dense and dynamic SBSRS scenarios.

The hierarchical control system operates with centralized conflict management that relies on pre-
ventive methods. The Warehouse Control System (WCS) prevents conflicts through path assignment
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without overlap and by enforcing strict movement rules. The system follows three standard safety pro-
tocols: serialized cross-aisle access, one-shuttle-per-aisle enforcement and FCFS or lowest-ID priority
policies.

The WCS system operates with a simple deterministic method that fails to adapt to local conges-
tion or unexpected conflicts. The WCS system does not have real-time access to shuttle interaction
developments which prevents it from taking immediate action to resolve blockages. The WCS system
implements non-adjustable deadlock prevention methods which reduce system performance and in-
crease response times during spatial conflicts.

The hybrid control model allows shuttle agents to perform conflict handling and deadlock reso-
lution duties. The agents predict their planned route and distribute segment reservation data through
direct peer messaging. A shuttle agent will determine its next action through local coordination rules
by checking signal overlaps from other agents on planned reservations and movement trajectories.

The system controls shared infrastructure elements through reservation-based resource manage-
ment of intersections and cross-aisles. Agents need to acquire access allowance before they can
proceed. The system detects potential deadlocks through repeated reservation failures and shuttle
blockages that exceed a specified time period which triggers the agent to perform local resolution
methods like safe zone retreats or task urgency-based priority adjustments.

In the hybrid architecture, real-time localized adaptation is possible by integrating conflict detection
and deadlock resolution within agents. The agents coordinate autonomously to reduce congestion and
to prevent deadlock. The distributed system design minimizes dependence on centralized control sys-
tems and enables scalability. The behaviors match the 14.0 principles which include modularity and
autonomy and responsiveness [76, 49].

The comparison of conflict handling methods between the two architectures appears in Table 4.4
which examines detection methods along with resolution strategies and system responsiveness and
scalability features. The hybrid approach delivers better flexibility and robustness for operating in dy-
namic SBSRS environments.

Aspect Hierarchical Model Hybrid Model

Conflict Detection
Resolution Method
Deadlock Detection
Responsiveness

Scalability

Centralized, based on static path as-
signments

Static priority rules (e.g., FCFS, ID-
based)

Absent (rely on avoidance only)

Low. Delayed by central control loop

Poor in dense systems due to central
bottlenecks

Distributed, based on shared forecast
paths and local sensing

Local negotiation, rerouting, or safe
zone retreat

Active, based on failed reservations or
cyclic dependencies

High. Agents adapt immediately to
conflict signals

High. Local resolution scales with sys-
tem size

Table 4.4: Comparison of conflict handling mechanisms in hierarchical and hybrid MAS architectures

4.3.5. Communication

The system allows information transfer between system components by means of communication
through vertical paths (shuttle-control systems) and horizontal paths (shuttle agents). The commu-
nication system enables fundamental coordination processes that include task selection as well as
congestion mitigation and conflict handling and adaptive routing. The systems need effective communi-
cation to support local decision-making and system responsiveness in dynamic SBSRS environments.

Under the hierarchical control model all communication flows in one direction through centralized
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control. The Warehouse Control System (WCS) directs operational commands to shuttles by assigning
tasks and providing routing directions as well as timing schedules. The WCS receives status updates
and completion acknowledgments from shuttles. The WCS maintains system-wide state information
through periodic polling of distributed status reports which serves as the base for all system decisions.

The simplified control logic of this architecture presents multiple challenges for managing dynamic
operational settings. Event-driven or periodic communication methods produce delayed responses
to new issues that emerge because of congestion and resource conflicts. The shuttle agents lack a
direct communication link which prevents them from coordinating their actions or sharing information
with each other. The central controller faces an increased risk of bottleneck formation especially when
operations occur at high density levels or peak load times because it becomes overloaded.

The hybrid control model distributes communication functions to shuttle agents. Agents distribute
their planned routes and arrival estimates to peers through peer-to-peer communication while shar-
ing environmental information about blockages, waiting times and negotiating access to common re-
sources. The system becomes more responsive because agents perform autonomous conflict resolu-
tion through local communication.

The system uses two types of communication which include direct message protocols like request-
grant and yield-deny as well as indirect stigmergic signals through reservation flags placed in the envi-
ronment for interpretation by other agents.

Table 4.5 evaluates the main communication differences between the two architectures by showing
their communication methods, directions, information reach, responsiveness metrics and communica-
tion load.

Aspect Hierarchical Model Hybrid Model

Communication Pattern Centralized only Peer-to-peer with optional local facilita-
tion

Communication Direction

Information Scope
Responsiveness

Communication Overhead

Unidirectional (WCS — Shuttle)

Global system state maintained cen-
trally

Low: response depends on WCS re-
fresh rate

High: central polling and full-state
broadcasting

Bidirectional (Shuttle & Shulttle)

Local state awareness and neighbor-
level messaging

High: event-driven and real-time

Low to moderate: localized messaging
only

Table 4.5: Comparison of communication structures across control architectures

4.3.6. Summary of Control Logic Components

A SBSRS operates through five essential decision-making elements which include task generation,
task selection, routing, conflict handling and communication. The system components establish how it
handles dynamic changes while managing resources and adapting to rising complexity levels.

The hierarchical model operates through centralized decision-making for all its operations. The
shuttles operate as passive executors without any autonomous decision-making capabilities. The sys-
tem’s implementation becomes simpler while control remains consistent yet its operational flexibility
and scalability suffer under different operational conditions.

The hybrid model distributes decision-making authority between shuttle agents. Agents use their
environmental perception to make decisions autonomously while they maintain peer-to-peer coordina-
tion. The distributed system structure enhances real-time adaptability and congestion handling and
system resilience particularly when operating in dynamic or high-density environments.
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Control Logic Component Hierarchical Model Hybrid Model

|. Task Generation Centralized WMS/WCS generates Same centralized generation; tasks
tasks; shuttles do not participate broadcast to agent-accessible pool

Il. Task Selection WCS assigns tasks using predefined Shuttles autonomously select tasks us-
rules (e.g., FCFS, proximity) ing utility functions or bidding

lll. Routing / Replanning WCS assigns fixed paths at dispatch; Shuttles plan and adapt routes dynami-
shuttles follow without deviation cally using local data

IV. Conflict Handling Centralized avoidance via static rules; Agents detect and resolve conflicts via
no real-time detection local negotiation and rerouting

V. Communication Unidirectional communication (WCS — Peer-to-peer messaging and local coor-
Shuttle); no inter-agent interaction dination support distributed control

Table 4.6: Summary of control logic responsibilities in hierarchical and hybrid MAS architectures.

This comparison illustrates the fundamental trade-off between the two architectures:

» The hierarchical control system provides predictable operations with simple design and complete
system monitoring yet faces challenges with dynamic environment adaptability and scalability and
system responsiveness.

» The hybrid MAS control system achieves flexible and context-aware operations through its ability
to grant agents autonomous decision-making power and local interaction capabilities.

The decision-making elements receive implementation and evaluation through simulation to assess
architectural performance across different system scales and load levels (chapter 7 and chapter 8).

4.4. Agent Design in the Hybrid Control Architecture

The previous sections have compared the overall structure and control logic of both architectures, but
it is important to further clarify how agent-based control is operationalized in the hybrid MAS model.
The shuttle system has progressed from being a passive executor to becoming an autonomous agent
which combines local decision-making abilities with coordination features. The transformation requires
a more detailed internal agent architecture within a single shuttle agent to include perception, reasoning,
communication and action capabilities. The following section presents shuttle agent architecture to
show how their behavior supports distributed system adaptability.

4.4.1. Shuttle Agent Architecture

The hybrid control architecture implements shuttle design through agent-based system principles to
achieve autonomy, reactivity, communication and goal-directed behavior [86, 41]. The architecture
consists of four primary components, as discussed in chapter 3: perception, internal knowledge and
communication, decision-making and actuation. The internal architectural design is depicted in Fig-
ure 4.2 that displays shuttles as systems which maintain continuous environmental interactions.

1. Sensors (Perception Layer): The shuttle agent obtains environmental data by using sensors that
track aisle availability, agent position, cross-aisle status and task requests. The system provides
real-time observation which enables the agent to understand its environment and adjust its ac-
tions.

2. Internal Knowledge and Communication Processing:

» The knowledge base contains internal state data which includes position information, task
queue status, historical interactions and system constraints.

* The communication module enables MAS-based interaction with other agents. The system
enables agents to exchange task bids as well as broadcast congestion signals and negotiate
access to shared zones including cross-aisles.

Together, this enables the agent to perform reactively (responding to environmental stimuli) and
proactively (initiating plans based on internal goals and MAS protocols).
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Figure 4.2: Conceptual Design of Internal Architecture of a Shuttle Agent in the Hybrid Control Architecture Model

3. Decision-Making Core: The decision-making module assesses data from the perception layer
together with internal knowledge to determine the most suitable action. For example, The shuttle
agent has the capability to execute the following operations:

+ The agent has the ability to either accept or reject new tasks based on utility scores

« The agent can select the most suitable path through the use of local congestion data

* The agent can either stay at the current location or change route based on the negotiation
results. The system operates autonomously without central control which follows the MAS
principle of distributed control [49].

4. Actuators (Action Layer): After decision-making the actuators perform the selected physical move-
ments which include storage location navigation, TSU transfer, cross-aisle entry and lift interac-
tion. The final stage completes the control loop which enables the agent to modify its actions
through new environmental feedback.

Each shuttle in the hybrid MAS model has gained independent decision capabilities and communi-
cation functions which differ from the hierarchical system where they only executed centrally determined
actions. Table 4.7 presents key differences between shuttle agent components of these two architec-
tural models. These differences underline the shift from passive to proactive behavior showing how
agent-based design enables greater adaptability and resilience in distributed control systems.

Component

Hierarchical Model (Arch. 1)

Hybrid MAS Model (Arch. 2)

Sensors

Knowledge Base

Communication

Decision-Making

Actuation

Basic sensors to report shuttle position
and task status to the WCS

Minimal. The shuttle does not maintain
internal goals or task queues.

Not present for inter-shuttle communica-
tion. Only communicates with WCS.

Fully centralized. Absent. All routing, task
allocation and conflict resolution is cen-
tralized.

Active. The shuttle executes commands
received from WCS.

Actively monitor environment (e.g., aisle
status, neighboring shuttles)

Stores internal goals, current task queue,
local map or heuristics

Used to negotiate cross-aisle access,
share congestion data, or bid for tasks.

Fully local: decides whether to take a
task, how to route and when to wait.

Executes movement based on self-
selected plans.

Table 4.7: Comparison of Components of the Internal Architecture of a Shuttle Agent
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4.5. Conclusion

This chapter answered sub-research question 3: How can a hierarchical and a hybrid control architec-
ture be designed conceptually for a SBSRS? by developing two conceptual control architecture models
for SBSRS.

The hierarchical control model functions as a traditional warehouse management system where a
central Warehouse Control System (WCS) exercises authority to make decisions about task assign-
ments and routing as well as conflict resolution and system communication. The hybrid MAS archi-
tecture distributes intelligence and autonomy across individual shuttle agents which enables localized
decision-making, real-time adaptability and peer-to-peer coordination.

The architecture design process was based on five high-level design objectives (DO1-DO5) derived
from system improvement needs (IN1-IN5) in chapter 2 and theoretical understandings from chapter 3
MAS literature and 14.0 principles. The proposed models were evaluated through five key objectives:
decentralization of decision-making, real-time inter-agent coordination, adaptive task routing, scalabil-
ity and cyber-physical integration.

The hybrid MAS model demonstrates architectural advantages compared to the basic operational
requirements of an SBSRS system. The modular agent-based design enables local task selection
through utility heuristics and dynamic routing via local path planning and local conflict handling using
reservation and negotiation mechanisms. The communication approach has transitioned from central
polling to peer-to-peer coordination thus improving system responsiveness along with robustness with-
out requiring additional central node processing. The combined capabilities solve the main SBSRS
problems that stem from centralized bottlenecks and limited scalability and delayed responsiveness.

The hierarchical model maintains its applicability in stable operational environments with stable
workloads and predictable tasks. The system'’s rigid structure provides easy verification and maintains
consistency which suits warehouse operations that need strong regulations and safety standards. The
system’s rigid design hinders its ability to respond promptly and manage localized disturbances effec-
tively which become more significant issues when system complexity and density increase.

The conceptual designs presented in this chapter demonstrate how MAS principles can be applied
to SBSRS to support the development of the 14.0-oriented control systems. These models are the
foundation on which the simulation experiments that follow are built. These architectural designs will
be implemented in a simulation environment through the use of a case study, introduced in the next
chapter, chapter 5, to assess their performance across varying operational scenarios. This increases
understanding of their practical applicability and comparative strengths.
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Modeling Approach

The conceptual control architectures from chapter 4 requires a suitable modeling approach to accu-
rately implement and evaluate these designs. This chapter addresses sub-research question 4:

Sub-RQ 4: Which modeling approach is best suited for accurately implementing the hierarchical and
hybrid control architecture?

The modeling approach is selected through a structured method selection process. First, modeling
criteria are derived from the characteristics of the conceptual SBSRS model and the specific system
requirements defined in chapter 2 and chapter 4. These evaluation criteria assess multiple candidate
modeling approaches through insights from both relevant literature and practice. Thereafter reason
for using a combined Discrete-Event Simulation (DES) and Agent-Based Modeling (ABM) approach is
explained. Finally, the chapter presents the theoretical foundation for the selected modeling approach.

The chapter creates a methodological basis for control architecture implementation and evaluation
and thereby bridging the gap between conceptual design and simulation implementation.

6.1. Modeling Criteria

The selection of an appropriate modeling approach is based on the characteristics of the system estab-
lished in chapter 4. The conceptual models of the SBSRS follow a MAS control architecture. The novel
hybrid architecture implements 14.0 principles through distributed control, real-time adaptability and
CPS. A computational model requires a specific simulation method which fulfills multiple well-defined
criteria to precisely represent system properties. The following criteria are essential for effectively mod-
eling the SBSRS:

1. Distributed Decision-Making: The model must be able to implement distributed decision mecha-
nisms which enable shuttle entities to make decisions independently using both local and shared
information.

2. Process Flow Representation: The warehouse operates as a discrete event-driven process be-
cause item pickups and storage and retrieval functions happen during particular time points. The
simulation needs to accurately simulate these discrete transitions to maintain a structured work-
flow in the system [47].

3. Multi-Agent Interactions: The agents need to perform efficient system operations through their
mutual interactions and coordination abilities. The warehouse environment needs task allocation
combined with congestion avoidance and real-time communication to achieve efficient system
performance. The simulation requires detailed modeling of these interactions at the granular
level. Communication and collaboration between agents should be represented in the model.

4. Scalability: The simulation needs to handle system configurations at different scales because
warehouse layouts and operational demands differ based on facility size. The simulation model
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should enable scalable system configurations while maintaining efficient computational perfor-
mance. This scalability is crucial for testing different operating methods and exploring various
warehouse layouts under changing workload conditions [46].

5. 14.0 Compatibility: The simulation must be able to integrate CPS and loT data streams to demon-
strate 14.0 capabilities because it allows real-time system monitoring and adaptive decision-
making [59].

The five modeling criteria are used to evaluate which modeling approaches from literature best
represent the SBSRS models with the goal to compare and evaluate the two control architectures.

6.2. Types of Systems in Modeling

The selection of stochastic versus deterministic models and static versus dynamic models and contin-
uous versus discrete models is essential when modeling a system. These different types of systems

are shown in Figure 6.1.
?

/\ /\
m | Static | | Static | | Dynamic |

/\

Figure 6.1: Types of Systems in Modeling [68].

Stochastic systems use random variables for modeling unpredictable events thus becoming suit-
able for modeling systems with variable input and output factors like customer demand as well as
processing times and equipment failures. The modeling of deterministic systems produces predictable
results which can be expressed through mathematical equations. According to Banks et al. (2005),
the stochastic modeling approach should be used when representing an SBSRS because customer
demand follows random time patterns [5]. The stochastic nature of customer demand affects storage
and retrieval requirements because it produces random variations throughout time. Processing times
may also be stochastic due to factors like item condition when stored or retrieved and system conges-
tion.

Systems that transform through time are dynamic, while those that do not change are static. The
multiple interconnected components of SBSRS need dynamic modeling because they continuously re-
spond to inputs. This method enables the capture of performance changes that result from demand
variations [47]. The system’s continuous adaptation to new inputs and conditions makes dynamic mod-
eling more precise than static modeling methods. The operations of SBSRS are affected by changes
in product demand which dynamic models enable us to monitor and analyze. The system’s nonlinear
component interactions require dynamic modeling to simulate their combined effect on total perfor-
mance.

The timing of events in discrete systems occurs at specific moments in time whereas continuous
systems span extensive durations both temporally and spatially. A continuous model describes sys-
tem behavior through differential or algebraic equations while the system state transforms gradually
throughout time. The SBSRS functions as a discrete system because it contains specific activities
including storage and retrieval requests as well as unit movements and component interactions [30].
The system operates with discrete entities which include storage units and transportation components.
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System behavior is dictated by events like arrival of a storage unit, completion of a storage or retrieval
task or error detection.

The decision to use a stochastic, dynamic and discrete model aligns with the complexity and vari-
ability of an 14.0-enabled SBSRS.

6.3. Evaluation of Modeling Approaches

6.3.1. Analytical Models vs Simulation Models

Analytical models evaluate key performance indicators through mathematical formulas to determine
throughput and cycle time. The deterministic methods in these models produce closed-form solutions
according to Gademann (1999) [30]. The initial design optimization phase benefits from analytical
models but these models fail to adapt to complex real-time interactions which are common in 14.0 en-
vironments where stochastic and dynamic behaviors dominate. The inherent stochasticity, dynamic
changes and distributed decision-making in 14.0 systems make analytical approaches inadequate for
modeling these systems [2]. Analytical methods like queueing theory and mathematical optimization
provide theoretical knowledge yet they fail to represent the dynamic and stochastic warehouse op-
erational characteristics. Simulation models excel at handling stochasticity (random variations) and
dynamic interactions which makes them better suited for systems that need adaptability and detailed
modeling [5]. Simulation models offer the necessary flexibility to effectively model decentralization
features including real-time data analytics and autonomous decision-making. The SBSRS requires
simulation-based modeling due to its complex process interactions [47].

6.3.2. Overview of Modeling Methods in Literature

Various modeling techniques exist in the literature for handling different aspects of SBSRS systems
and 14.0 contexts. The modeling approaches were assessed for their ability to handle the complex
nature of an 14.0-enabled SBSRS system.

+ Discrete-Event Simulation (DES): A model uses DES to simulate systems which have events that
change at distinct times. It effectively captures high-level operational flows and serves as a great
tool for analyzing throughput and 'what-if’ scenario [5]. A notable example of DES application is
its use in optimizing automated warehouse throughput through the identification of system bottle-
necks and performance evaluation under different operational conditions. According to Azadeh
etal. (2019), DES has been used to assess operational performance indicators of various robotic
storage systems [3]. However, this method fails to handle distributed decision-making processes
and adaptive agent behavior modeling.

» Agent-Based Modeling (ABM): Characterizing each part as an autonomous agent, ABM is an
approach that fits well when the system to be represented is not centralized and when some
emergent behaviors are expected or when reactivity in real time is needed [55]. ABM is suitable for
modeling interactions among agents and is an ideal approach for 14.0. ABM has been effectively
used in case of warehouses where it has been shown how AGVs can benefit from a distributed
control. It lowers the chance of congestion and, in case of a dynamically changing environment,
provides a more adaptable response. [55]. ABM has high computation intensity in some cases
and can be difficult to validate in others.

» System Dynamics (SD): SD employs a top-down approach that utilizes feedback loops along
with stock-flow relationships to analyze system behavior at a high level over time. SD excels at
resource management over extended periods and policy evaluation at a high level but fails to
deliver detailed system interactions or real-time adaptability for SBSRS systems [72].

» Petri Nets: Petri Nets are a way to model processes both visually and mathematically which
helps in understanding workflows and spotting possible deadlocks. They are especially useful for
studying how different parts of a system, like shuttles and material flows, work together in sync.
In SBSRS, Petri Nets can be used to show concurrent actions and help prevent material handling
deadlocks. However, they become harder to use when the system involves complex decision-
making or frequent reconfiguration which is often the case in highly dynamic environments. [60,
15]
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* Queuing networks: Queuing models describe systems with waiting lines, like service stations and
help estimate how much work can be processed, how long delays might be and where bottlenecks
occur. In SBSRS, they can give valuable insights into how retrieval tasks flow and where slow-
downs happen, especially when arrival patterns change. However, they work best for high-level
performance analysis. In situations that require high flexibility and frequent interaction between
system components, common in 14.0, they are less effective. [18]

+ Digital Twins: Digital Twins create a real-time virtual representation of the physical system, al-
lowing for predictive maintenance and operational optimization [22, 23]. Digital Twins fulfill 14.0
goals yet they require substantial resources to generate precise models of intricate systems.
The main challenges include high initial expenses, continuous real-time sensor data integration
requirements and maintaining model consistency with the physical system. The digital twin de-
velopment process requires physical system data access which may not exist and could need
supplementary sensors or monitoring tools.

» Hybrid Approaches (DES + ABM): A combination of DES and ABM serves as an effective method
for modeling 14.0-enabled SBSRS systems [54]. The high-level operational processes are repre-
sented by DES while ABM models distributed agent interactions. The method delivers complete
system understanding but is complex and expensive to compute.

Each modeling technique has its strengths and its weaknesses in SBSRS modeling [5, 65, 55].
Table C.1, in Appendix C gives an overview of all the modeling methods found in SBSRS literature
together with it (dis)advantages.

6.3.3. Evaluation of Individual Modeling Methods

The requirements set out in Section 6.1 provide the foundation for choosing the most suitable mod-
eling approach for evaluating and comparing hierarchical and hybrid control architectures in SBSRS.
The modeling criteria are distributed decision-making, process flow representation, multi-agent inter-
actions, scalability, 14.0 compatibility and implementation feasibility.

The individual modeling methods discussed in the previous section were reviewed and compared
against these criteria. The evaluation of each method is given in Table 6.1. A structured rating sys-
tem assesses their suitability for SBSRS modeling regarding each modeling criteria (++ very strong, +
strong, - limited, - - weak).

Modeling Criterion DES ABM System Petri Nets Queuing Digital
Dynamics Networks Twins
Distributed Decision-Making -- ++ -- -- - ++
Process Flow Representation ++ - - + ++ +
Multi-Agent Interactions - ++ -- -- - +
Scalability ++ + ++ ++ + -
14.0 Compatibility + ++ -- -- - ++
Implementation Feasibility ++ ++ + + + --

Table 6.1: Evaluation of Modeling Methods Against Key Criteria

Discrete-Event Simulation (DES) is widely used in warehouse automation and logistics because it
can model system-wide flows and throughput behavior [5, 47]. As shown in Table 6.1, DES scores
highly on Process Flow Representation (++) and Implementation Feasibility (++), which makes it well-
suited for modeling storage and retrieval operations in SBSRS. However, the method performs poorly
in Distributed Decision-Making and Multi-Agent Interactions (-), meaning it cannot capture the type of
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adaptive and autonomous behavior required for 14.0 systems.

Agent-Based Modeling (ABM), on the other hand, performs very strongly in Distributed Decision-
Making and Multi-Agent Interactions (++), because agents are able to react to local conditions and
coordinate with each other [7]. This makes ABM particularly suitable for modeling real-time shuttle
coordination and intelligent routing in SBSRS. As indicated in Table 6.1, however, the scalability of
ABM is comparatively limited, since simulations with large numbers of interacting agents can become
computationally demanding [55].

System Dynamics (SD) achieves high scores in Scalability (++) and can be useful for high-level
policy and feedback analysis. Nevertheless, its low scores for Multi-Agent Interactions and Process
Flow Representation (- -) illustrate its limited suitability for detailed SBSRS modeling [72].

Analytical approaches, such as Petri Nets and Queuing Networks, perform well in specific areas,
for example, process synchronization and queuing behavior but they both score poorly on Distributed
Decision-Making, Multi-Agent Interactions and /4.0 Compatibility. For this reason they are more suited
for supporting analysis than for full system simulation.

Digital Twins offer very high /4.0 compatibility and strong support for Multi-Agent Interactions (both
++ ), since they allow real-time synchronization between physical and digital systems [22, 23]. How-
ever, their Implementation Feasibility (- -) is rated as poor due to the high requirements in terms of live
sensor data, computing infrastructure and integration effort. As this study does not have access to real
operational data, the use of a full Digital Twin is not feasible and is therefore suggested for future work.

Since no single modeling method satisfies all criteria, a hybrid approach is required that combines
the strengths of process-oriented control (DES) with the autonomous capabilities of agent-based sys-
tems (ABM).

6.3.4. Rationale for the Hybrid DES-ABM Approach

A hybrid DES-ABM framework is the most suitable solution for modeling SBSRS in an Industry 4.0
context because it combines the strengths of both approaches. DES allows the creation of structured
process flows, including queuing, storage and retrieval scheduling and is ideal for analyzing system
performance and resource use [47]. ABM, on the other hand, enables local decision-making, real-time
congestion management and the emergence of self-organizing behavior in autonomous shuttles [55].
By combining both methods the hybrid approach allows simulations that maintain process efficiency
while still supporting adaptive, agent-based interactions. This makes the DES-ABM framework partic-
ularly useful for scenario testing, congestion analysis and the evaluation of different control strategies,
without causing unnecessary computational complexity.

Other hybrid approaches were also considered, but none offer the same balance. For example,
combining System Dynamics with DES is useful for high-level policy analysis but not detailed enough
to model shuttle-level interactions. Similarly, combining Petri Nets with ABM can model process syn-
chronization, but struggles to represent adaptive decision-making. Integrating a Digital Twin with ABM
could provide a very detailed model but would require real-time sensor data and substantial computing
resources which are not available in this study. Given these limitations, the DES-ABM hybrid is the
most appropriate option, as it provides a realistic, scalable and scientifically sound basis for SBSRS
modeling and simulation.

The MAS-based control architectures presented in chapter 4 are built around distributed decision-
making, inter-shuttle coordination and real-time adaptability. The DES-ABM framework supports these
principles by combining scheduled system events with local shuttle decision processes. As a result it
provides a solid foundation for analyzing 14.0-enabled SBSRS performance across different operating
conditions and for optimizing control strategies.
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6.4. Theoretical Foundation: Discrete-Event Simulation

DES serves as a widely adopted modeling approach for analyzing systems that experience changes
through distinct points in time. The method shows its best results when modeling event-driven systems
with sequential activities such as queueing, resource allocation and process execution. The system
clock advancement in DES occurs only when events take place which makes it a superior method for
studying production processes and logistics networks. [5, 47]

The manufacturing and logistics sectors along with healthcare and supply chain management use
DES to study system performance through optimization of throughput efficiency, bottleneck identifica-
tion and system optimization strategy evaluation. Researchers and practitioners can assess different
process configurations and control mechanisms before implementation can be done through modeling
of task execution, queuing behaviors and resource utilization [48].

DES models often get visualized as process flow diagrams that illustrate event sequences together
with entity connections and resource distribution. The diagrams function as blueprints for simulation
because they ensure all essential system components and decision rules and dependencies become
documented. Process flow analysis helps organizations detect system bottlenecks as well as queue
imbalances and resource underutilization by following how entities progress through the system [65].

6.4.1. Core Components of Discrete-Event Simulation

A DES model contains several core elements which determine how a system functions over time. The
process-based simulation relies on its fundamental components including entities, events, resources
and queues. Each component is shortly discussed in the next sections.

The system in DES modeling exists as a sequence of discrete events which change the system state
at each point. Typical system events are arrivals, processing activities, resource allocations and depar-
tures that follow established logical rules and predefined distributions. The structured model enables
realistic modeling of real-world systems particularly when resource limitations and queue management
systems impact operational performance [65]. By tracking system state transitions, DES provides an
exact method to study process dynamics and operational efficiency [5]. A DES model defines the
system state through the combination of entities, resources and event queues at specific time points.
Each event changes the system state because they move entities through space and modify resource
quantities and queues.

Entities

The system consists of entities which function as basic units that travel through the system to interact
with other components. Entities serve as representations of products, customers, vehicles or tasks
based on system modelling needs. Each entity contains attributes which serve to describe its properties
like priority levels, process requirements and processing durations. Entity attributes determine how they
will interact with resources and waiting queues as well as scheduling mechanisms [47].

Events

The DES system uses an event scheduling approach which executes events at specific times to trigger
state transformations. The system maintains an event list which is chronologically ordered to prevent
the next event from triggering until the previous event finishes. Common events in DES models include:

+ Arrival Events (generator): The system accepts entities through the entrance and allows them to
queue up or receive their designated assignments.

» Processing Events: The entity undergoes a defined operation (e.g., manufacturing, assembly or
transport).

» Resource Allocation Events: The system allocates resources such as workstations, machines or
workers to entities.

» Completion Events: A task reaches its end point and the entity either exits the system or continues
to the following process stage.

» Departure Events (sink): The entity leaves the system, completing its journey through the process.
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Resources and Allocation Policies

The resources in DES exist as limited system elements that perform operational tasks and handle
entities while facilitating system movement. Typical system components are machines, workers and
transport units. The availability of resources that entities share among each other directly determines
how well a system performs and affects the formation of queues. Resource allocation policies determine
the procedures through which entities obtain resource access. Common strategies include:

» First-Come, First-Served (FCFS): Entities are processed in the order they arrive.

* Priority-Based Scheduling: Higher-priority entities receive preferential access to resources.

+ Batch Processing: Several entities operate together at once to maximize operational productivity.
» The system distributes resources according to the present operational state of the system.

DES models are often used to assess various resource allocation strategies through bottleneck
identification to analyze their effects on waiting periods and congestion levels and operational efficiency
[47, 8].

Queues

Queues in DES models store entities while resources become accessible. System performance be-
comes measurable through queue lengths and waiting times because prolonged delays reveal bottle-
necks together with scheduling inefficiencies and resource deficiencies. The system implements queue
management approaches such as:

+ Single-Server Queues: Entities are processed one at a time.
» Multi-Server Queues: Multiple resources handle incoming entities in parallel.
+ Finite Capacity Queues: If a queue reaches its limit incoming entities are blocked or rerouted.

Statistical Distributions

The integration of statistical distributions by DES models allows for the representation of random system
variations in process times and arrival rates and resource availability. The implementation of stochas-
tic elements in DES provides both accurate system variability simulation and performance testing and
demand fluctuation analysis [5].

Allin all, the DES method enables the evaluation of process efficiency and bottlenecks and stochas-
tic variability in complex systems. The modeling capacity of resource dependencies along with queue-
ing behavior and event-driven interactions makes it well-suited for industrial and service-oriented do-
mains. The modeling approach of DES enables efficiency evaluation and strategic planning through
entity-based system structure while providing quantitative performance analysis [5].

6.5. Theoretical Foundation: Agent-based Modeling and Simula-
tion

ABM enables autonomous entities known as agents to interact within defined environments through
individual behavioral rules and decision-making mechanisms [55]. Each agent in an ABM model pos-
sesses defined attributes together with specified behaviors and decision-making rules which determine
its actions within a defined environment structure. ABM outperforms traditional DES simulation meth-
ods because agents in ABM demonstrate autonomous behavior and adaptability when systems need
to respond to changing conditions.

ABM demonstrates its power through modeling complex adaptive systems with distributed decision-
making capabilities using autonomous agents. The modeling technique serves to analyze transporta-
tion systems and supply chains and finds widespread application in economic and epidemiological
fields. The performance of such systems heavily depends on both agent interactions and autonomy
[84].

6.5.1. Core Components
A well-structured ABM framework consists of several key components:
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» Agents and Their Roles: The system contains autonomous decision-making entities which have
specified characteristics including state, location and capability specifications. Agents function
autonomously to represent various system elements including people and vehicles and machines
and other dynamic system components. According to Macal & North (2010), agents follow deter-
ministic or stochastic decision-making rules that control their behavior [55].

« Environment: In ABM the environment functions as the physical and operational space through
which agents interact. The environment establishes limitations that affect how agents behave
and enables them to interact with one another. The environment exists either in static form like
a warehouse layout or dynamic form like changing market conditions [84]. Through sharing real-
time system status data about path availability and congestion levels the environment enables
indirect communication.

» Agent Interactions and Communication: Agents potentially exchange data with each other and the
environment using communication, competition and cooperation mechanisms. The interactions
among agents drive emergent behavior and adaptive decision making [7].

6.5.2. Decision-Making and Emergent Behavior

ABM helps manage distributed decision-making while DES ensures structured event processing. Agents
use decision making logic to determine their actions for movement, resource distribution, task comple-
tion and other behaviors. ABM decision-making processes can vary from basic rule-based systems to
complex adaptive learning systems. Common decision-making logic:

* Rule-Based Decision-Making: Agents follow predefined logic to respond to environmental changes.
The method operates efficiently from a computational standpoint yet faces limitations when op-
erating in unpredictable environments according to [84].

+ Heuristic-Based Decision-Making: Agents apply heuristics including shortest-path algorithms and
priority-based rules to select optimal actions. The approach strikes a balance between operational
effectiveness and system responsiveness [7].

+ Learning-Based Decision-Making: The agents employ reinforcement learning methods to change
their actions based on past events they have experienced. The method provides better flexibility
but requires more computational power.

The bottom-up modeling method of ABM produces emergent patterns which result from agent-
level activities without needing top-down supervision. ABM proves optimal for studying distributed
control and self-organizing systems because of its ability to model complex system-wide patterns from
individual agent actions [55].

6.6. Synchronization of ABM with DES

A strong simulation model can be created by combining DES and ABM since this brings together
well-structured process flows and local decision-making. DES handles event-driven system dynam-
ics efficiently while ABM allows the simulation to capture emergent behavior from autonomous agents.
However, as Tako and Robinson (2012) note, these two approaches must be carefully synchronized to
avoid timing inconsistencies and ensure that all interactions remain coherent [73].

The main challenge in hybrid modeling comes from synchronizing different time mechanisms. In
DES, time moves forward only when events occur, whereas in ABM agents typically act at fixed time
intervals or in response to local conditions [5, 7]. If these two clocks are not aligned properly the system
can behave inconsistently and produce unreliable performance results. Another challenge is resource
allocation. In DES resources are usually managed centrally while in ABM agents decide independently
how to use available resources. This can easily lead to conflicts since multiple agents may try to access
the same resource at the same time [54].

To make a hybrid DES-ABM model work properly, the synchronization mechanism has to address
both time progression and resource access. A common approach is to use a single simulation clock,
controlled by the DES event scheduler which also triggers agent actions. This ensures that both
process-level and agent-level events occur in the correct order and at the correct time. Another method
is to insert agent updates into the DES event queue as scheduled events so that all actions are handled
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within the same sequence.

Resource access is typically handled through a shared interface where agents must request per-
mission from a central (DES-level) resource manager before entering a node or using a path. This
allows the DES system to check availability and queue access requests when conflicts occur. Reser-
vation protocols can also be used to prevent future overlap of resource usage. By combining time
synchronization and resource coordination the hybrid model maintains both temporal consistency and
operational safety, even in highly dynamic environments [55, 54].

6.7. Conclusion

This chapter gives answer to sub-research question 4: Which modeling approach is best suited for
accurately implementing the hierarchical and hybrid control architecture? The evaluation of simulation
methodologies in this chapter revealed that a combination of DES and ABM represents the most effec-
tive approach to model SBSRS complex dynamics under various control architectures.

The goal of this chapter was to establish the most suitable modeling approach that would accu-
rately depict and analyze the distributed control of a SBSRS in an 4.0 context. The modeling process
followed the criteria specified in section 6.1 which included distributed decision-making, process flow
representation, multi-agent interactions, scalability and 14.0 compatibility. The existing literature review
showed that no individual modeling approach fulfilled all the modeling criteria. The analysis focused
on DES, ABM, System Dynamics (SD), Digital Twins, Petri Nets and Queuing Networks.

The analysis showed that DES is suitable for modeling structured process flows, queuing dynam-
ics and throughput optimization, but it cannot model distributed decision-making and adaptive agent
behavior. ABM effectively models autonomous interactions and distributed coordination and emergent
behaviors so it is suitable for modeling inter-shuttle communication and real-time adaptability. ABM
faces limitations when it comes to structured process modeling and scalability in computational effi-
ciency. Other approaches such as System Dynamics and Petri Nets are useful for macro-level policy
analysis and workflow synchronization yet they do not capture the detailed real-time decision-making
aspects crucial for an 14.0-enabled SBSRS. Digital Twins were eliminated because they required ex-
cessive computational power and real-time data processing and complex system operations.

The research results demonstrated that a DES-ABM hybrid approach offered the best solution. The
DES framework enables event-driven modeling of storage and retrieval and queuing operations while
ABM enables distributed decision-making and coordination among autonomous shuttles. The com-
bination of DES and ABM allows for simultaneous analysis of system-level efficiency and agent-level
adaptability which enables a complete evaluation of operational performance and control strategies
and system optimizations.

The methodological foundation established in this chapter supports the next phase of the research,
the implementation of conceptual models from chapter 4 in simulation. The hybrid DES-ABM model
in chapter 7 will be used to simulate both the hierarchical and the hybrid MAS control architectures for
evaluating their effects on SBSRS performance.






Simulation Model Development

This chapter presents the development, verification and experimental setup of the simulation model
used to evaluate and test the two control architecture designs. The model builds on the modeling
principles established in chapter 6 and the use case context from chapter 5 and forms the foundation
for the results of the comparative experiments presented in chapter 8. The chapter addresses sub-
research question 5:

Sub-RQ 5: How can the hierarchical and hybrid control architecture for SBSRS be implemented and
verified in a simulation model?

To give answer to this question the chapter can be divided into three main parts. The first part
discusses the modeling of the simulation. Section 7.1 defines the model scope, system boundaries
and modeling assumptions to ensure focused and fair evaluation of architectural behavior. Section
7.2 describes the overall simulation structure and hybrid modeling framework, followed by section 7.3
which details the general components of the model that are shared across both architectures, including
the layout, shuttle agents, task generation and deadlock handling. Section 7.4 then elaborates on the
architecture-specific control implementations, highlighting the differences in decision-making, coordi-
nation and routing between the centralized and agent-based designs.

The second and third part of this chapter are respectively the verification of the simulation model and
the experimental plan for model comparison. Section 7.5 outlines the verification procedures applied
to ensure the internal correctness, logic consistency and robustness of the simulation model. Finally,
section 7.6 presents the experimental plan used to evaluate and compare the performance of the two
architectures.

7.1. Model Scope & Assumptions

The simulation model aims to evaluate and compare the hierarchical and hybrid control architectural
concepts from chapter 4 by implementing them within the ADAPTO use case using a hybrid DES-ABM
approach.

As previously mentioned, the focus of this research is on the shuttle agent which means that the
simulation model of the ADAPTO SBSRS also focuses on the shuttle agent. In the ADAPTO system
the shuttles are tier captive. Thus by focusing on the shuttle agent the scope of the simulation model
refines to a single system level, excluding other components like vertical lifts. This allowed for an in-
depth examination of shuttle coordination within a controlled operational framework [48].

Next to the shuttle focus, other modeling assumptions and simplifications are applied in the simu-
lation model to maintain focused evaluation and computational manageability.

+ Single-level layout: Only horizontal shuttle movement is modeled; vertical lifts are excluded.
» Continuous task supply: Tasks are always available, eliminating arrival-based variability.

55
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+ Homogeneous shuttles capabilities: All shuttles have identical speed, capacity and behavior.

» Constant speed movement: No acceleration or deceleration is modeled.

+ Positioning delays: Time for alignment of shuttle with the storage location and time for item trans-
fer are included.

+ Idealized conditions: No equipment failure and no task execution error aer modeled.

» Steady-state system: Balanced workload by 50/50 chance of storage or retrieval task.

» Uniform item type: All transported units are treated as identical TSUs.

7.2. Simulation Structure and Framework

The simulation model uses a hybrid Discrete-Event Simulation (DES) and Agent-Based Modeling (ABM)
approach, as introduced in chapter 6. This combination makes it possible to model both centralized,
system-level processes and distributed agent behavior, which is essential for comparing the hierarchi-
cal and hybrid MAS control architectures.

To allow a clear comparison, the model is structured so that the general system elements are sepa-
rated from the architecture-specific control logic. The physical environment, the basic shuttle behavior
and the centralized task generation are kept identical in all experiments. The physical system and the
agent framework stay the same while the differences between architectures appear in how the core
control functions (task assignment, path planning, coordination and safety management) are carried out
and by whom. The common simulation components are explained in section 7.3 and the architecture-
specific control logic is described in section 7.4. This modular setup ensures that the experimental
conditions are consistent and that any performance differences are due to the control architecture itself.

The implementation is developed in Python using:

+ SimPy to implement DES-based system processes, including the generation of tasks, shuttle
movement and resource control. The simulation timeline advances via a clock-driven event loop
using constructs such as env.process(...) and env.timeout (...).

» NetworkX to represent the SBSRS layout as a network. Nodes correspond to storage locations,
cross-aisles and input/output stations, while edges define permitted travel routes. This graph-
based representation supports shortest-path routing, network updates and zone-based move-
ment constraints.

» Custom Python classes to define central agents, shuttle agents, task managers and performance
monitors.

The simulation environment integrates DES and ABM into a unified hybrid framework with a clear
separation of roles:

» DES Components:

— Events: Task generation, shuttle movement and item handling are triggered as time-stamped
events.

— Resources: Access to nodes and zones (cross-aisles, aisles) is controlled using simpy .Resource
objects. These ensure that shuttles adhere to physical space constraints.

— Queues: Resource contention results in implicit waiting queues. If a shuttle cannot access
a node or zone it waits in a queue until the resource becomes available.

+ ABM Components:

— Agents: Shuttles are modeled as independent agents. Each maintains internal state vari-
ables such as current location, task status, intended path and reservation locks.

— Behavior Rules: Shuttle logic is encapsulated in functions such as assign task(),
move to node () and perform_task (), which respectively handle task selection, rout-
ing, movement and conflict resolution.

— Environment: The simulation environment (network + SimPy processes) acts as the world
in which agents operate and interact.

* Synchronization:

— Time synchronization is ensured via SimPy’s centralized clock (env.now) which synchro-
nizes DES events and agent decisions.
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— Inthe hybrid architecture, coordination between agents is managed through shared resource
reservations and limited state sharing (e.g., path visibility to avoid collisions).

This hybrid DES-ABM structure reflects the layered nature of control in SBSRS where high-level
decision making and low-level resource interactions happen at the same time. It also allows both
control paradigms to be tested using the same simulation infrastructure ensuring that the observed
performance differences result from the control logic and not from the modeling method.

7.3. General Model Components

This section describes the fundamental components that form the foundation of the SBSRS model.
The structure of the automated system is defined in terms of its physical layout (or environment),
agent-based shuttle operations and task management framework. These components remain con-
sistent across both control architectures, with variations in how they are managed and coordinated.
The subsequent section 7.4 explains how they are orchestrated differently by the hierarchical and hy-
brid control logic.

To complement the textual description and to help orient quickly, Appendix D provides visual com-
panions that mirror the control logic discussed. Figures D.1 and Figure D.2 show the shuttle state charts
for the hybrid and hierarchical controllers highlighting task execution, CA-Safe recovery and deadlock
handling. Figures D.3 and Figure D.4 present the class diagrams detailing the roles and interfaces
of the core modules (Shuttle, Controller, SBSRSNetwork) and their data exchange. As you read sec-
tion 7.3 and section 7.4, refer to these figures to follow the control flow, zone locking and reservation
logic more easily.

7.3.1. Environment: Rack and Node Network

The physical layout of the SBSRS is represented as a directed network G(V, E) using NetworkX. The
system uses nodes to represent physical locations while edges represent shuttle movement paths
between these nodes, as can be seen in Figure 7.1.

» Nodes V define the set of all locations in the layout, including:

— Storage slots Aisle-j-Slot-k (orange)
— Cross-aisle nodes CrossAisle-i (green)
— Input/Output nodes (blue/red)

— CA-Safe node (purple)

» Edges E represent admissible shuttle moves; each has weight = 1 unit travel time.

» SimPy resources Every node is a simpy.Resource (capacity=1), ensuring that no two shut-
tles can occupy the same location simultaneously. The hierarchical model groups entire aisles
under one resource with capacity one to study coarse-grained zone-locking due to the constraint
one-shuttle-per-aisle.

Figure 7.1 illustrates the network layout used in the simulation. The storage racks exist as longi-
tudinal aisles which contain multiple storage slots within each aisle. The storage locations (orange)
within each aisle feature two positions per side of the aisle that use a single-deep storage layout. The
cross-aisle (green) allows shuttles to transition between storage aisles while gaining access to all stor-
age positions. The Input/Output points (blue and red) serve as interfaces between the in-rack P&D
(Pick-up & Deposit) conveyors and vertical lifts in the physical system. A post-construction check ver-
ifies that all storage slots are reachable from both Input and Output; missing edges are auto-repaired
and flagged in the log. The model design of the ADAPTO case study functions as a base to implement
different SBSRS system sizes and possible system extensions.

To avoid conflicts and ensure safe movement the model uses SimPy resources. Every node, and
in some cases groups of nodes such as whole aisles or cross-aisles, is treated as a shared resource.
Before a shuttle can move it must first request access to the resource it wants to enter. Depending
on the scenario this resource can be a single node or an entire aisle made up of several nodes. This
mechanism guarantees that only one single shuttle can occupy one node (or one zone) at a time which
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Figure 7.1: ADAPTO layout as a network G (V, E) (I/O points (blue/red nodes); cross-aisles (green nodes); aisle storage locations
(orange nodes); CA-Safe (purple)).

prevents two shuttles from entering the same location simultaneously.

This approach to network modeling allows efficient pathfinding, dynamic congestion management,
controlled resource distribution and supports modifications to the layout structure for different experi-
mental purposes.

7.3.2. Task Generation

The hierarchical and hybrid models both have centralized task generation from top-level controller
agent. The simulation uses separate task delivery methods for each architecture to maintain their re-
spective control logic due to their distinct architectural structures regarding shuttle task assignment.

Every task contains particular attributes which include an item ID, a start location (either the input
point or a storage slot) and a target location (either a storage slot or the output point). The target desti-
nation for storage operations consists of empty storage slots in the rack but retrieval operations direct to
the location where items are stored. The algorithm selects a source location from the occupied storage
slots for retrieval tasks and selects a random available storage slot for storage tasks. The simulation
maintains consistent item tracking through the generation of distinct item IDs for each new task. The
task generation logic is outlined in Algorithm 1.

Algorithm 1 Task Generation Process

Input: Simulation environment, SBSRS network, task controller
Output: Generated storage and retrieval tasks

1: while simulation is running do /I Continuous task generation
2 Identify occupied storage locations: stored_locations

3 Identify available storage slots: empty_locations

4: if stored_locations is not empty and random value < 0.5 then /I Retrieval task (50% probability)
5: Select start_location from stored_locations

6 Set target_location = Output

7 else /| Storage task (50% probability)
8 Set start_location = Input

9: Select target_location from empty_locations
10: end if
11: Generate item_id // Unique item identifier
12: Add task (start_location,target_location,item_id) to ... // Depends on model

13: end while
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Each task 7 = (start, target, itemID) is either:

» Storage: start = Input, target € empty slots
* Retrieval: start € occupied slots, target = Output

The task generation is the same for both control architectures but how the shuttle handles the task
is different for each model. The hierarchical system generates new tasks only after a shuttle becomes
idle and are placed into a FIFO task queue. At creation, the slot is marked as RESERVED and a unique
item ID is assigned. The design prevents storage tasks from referencing occupied slots and retrieval
tasks from pointing to already moved items. The central controller uses current system state informa-
tion to create a valid task which it then assigns directly to the shuttle after receiving a signal from the
shuttle about its availability.

The hybrid MAS system employs a centralized task generation process that distributes tasks through
a shared task pool. The pool remains active throughout the operation and keeps storage and retrieval
tasks in equal numbers at four tasks each. The pool maintains a quantity equal to the four in-rack
P&D stations for input operations to match the physical system structure. Shuttles pick tasks from the
shared pool through autonomous decision-making using local utility evaluation methods. The system
keeps the pool full by adding newly generated tasks to replace the extracted tasks.

7.3.3. Shuttle Agents

Shuttles in the simulation operate as (partially) autonomous agents responsible for transporting items
between input/output points and storage locations. Their fundamental behavior and properties remain
consistent across all simulation scenarios, ensuring a structured evaluation of different control architec-
tures. This section outlines the key attributes and operational mechanics of shuttles that are common
across both model implementations. Variations in control strategies, such as centralized versus local
decision-making, are introduced in later sections.

Shuttle Attributes
Each shuttle is instantiated within the simulation environment (SimPy) and has a unique identifier. The
following properties define the core attributes of the shuttle agents:

+ Current position in the graph G(V, E): At initialization, each shuttle starts at a randomly assigned
storage or cross-aisle node, excluding input and output points, to ensure variability in initial con-
ditions.

+ Destination (task execution): Shuttles handle both storage and retrieval tasks. A task consists of
picking up an item at an assigned location and transporting it to a target destination.

+ Task Status: Shuttles track their current state or activity (e.g., idle, traveling, waiting, positioning,
item transfer).

Movement Logic & Resource Control Mechanism

Shuttles do not function as resources themselves, they utilize nodes and paths as resources, as ex-
plained earlier. Shuttles interact with the environment using SimPy’s resource allocation system, which
ensures controlled movement, prevents congestion and ensures safety. The SBSRS network is divided
in multiple resources, each with a capacity of one shuttle at a time. Depending on the scenario a re-
source is one node or an entire aisle of nodes. A shuttle must request access to a shared resource
before moving into it. If the shared resource is occupied, the shuttle waits until it is available. Once
the shuttle moves, it releases the previous node to allow other shuttles to proceed. Next to that, transi-
tioning between aisles, an aisle to cross-aisle transfer or vice versa, incurs an additional time delay to
simulate real-world constraints (e.g., wheel reconfiguration or transfer delays). Algorithm 2, in Appendix
D, shows what the pseudo-code of the controlled shuttle movement looks like.

Task execution

The execution of a shuttle’s tasks follows a state-based structure, transitioning between different opera-
tional states such as traveling, waiting, positioning and item handling. Figure 7.2 illustrates the internal
statechart that governs the behavior of each shuttle during the simulation. The statechart represents
a simple sequence of operational steps and is used to structure the interaction between DES events
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Figure 7.2: A Baseline of the Shuttle State-Chart.

and agent-level decisions.

A shuttle starts in the Idle state and stays there until it receives a task. Once a task is assigned it
moves to the Traveling state and heads toward the target node in the network. Before entering each
new node, the shuttle must request access. If the node is already occupied, the shuttle enters a Wait-
ing state until it becomes available. Once access is granted it continues traveling. When the shuttle
reaches its destination it enters the Positioning and Aligning state, where a short delay is applied to
simulate physical alignment at the storage or retrieval location. It then moves into the Item Handling
state where the item is either picked up or dropped off. After completing the operation, the shuttle
returns to the Idle state and waits for the next task.

This statechart gives each shuttle a clear and consistent behavior pattern and ensures that both
control architectures interact with the shuttles in exactly the same way. The difference between the
architectures lies not in the shuttle behavior itself but in how and when tasks and access permissions
are provided.

Throughout the simulation, each shuttle’s location, movement and task status are logged at every
time step. This allows for detailed tracking of performance metrics such as shuttle utilization, travel
time and waiting time, providing insights into system efficiency across different control architectures.

7.3.4. Deadlock Resolution
The standardized deadlock resolution procedure, detailed in Algorithm 3 in Appendix D, proceeds as
follows:

1. Pause current task and mark is_resolving_deadlock = True.

2. Compute shortest path to CA-Safe and traverse it under normal locking rules.
3. Release any held node locks; set in_safe_zone = True.

4. When the cross-aisle is clear the shuttle resumes the saved task.

This procedure is implemented identically in both control architectures. The only distinction lies
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in how deadlock conditions are detected, either through a centralized monitoring mechanism in the
hierarchical model or through local path forecasting in the hybrid MAS approach.

7.4. Architecture-Specific Control Implementations

This section describes the simulation-specific implementation of the two control architectures intro-
duced conceptually in chapter 4: a traditional hierarchical model and a hybrid MAS model. Both
architectures operate on a shared simulation backbone, explained in the previous section, but differ
fundamentally in decision-making, routing and coordination mechanisms.

7.4.1. Hierarchical Control Implementation

In the hierarchical control architecture all decisions are centralized in a controller. This mirrors con-
ventional SBSRS logic emphasizing system-wide optimization and strict coordination. The execution
proceeds as follows:

1. Central task assignment

* A central controller monitors a FIFO task queue and all shuttle states.
» Every simulation tick, it checks for idle shuttles usinga SimPy process (env.process (self.run())).
* When a shuttle becomes idle, a new task is generated and immediately assigned (see Al-

gorithm 1).

2. Global path planning

+ The full route is computed using networkx.shortest path().
» The controller locks all nodes along the route using simpy.Resource requests (pessimistic
locking).

3. Conflict handling and deadlock recovery

» Exclusive path reservations structurally prevent runtime collisions.
« If a shuttle is stationary on a cross-aisle for more than At = 3 seconds, the controller reroutes
it to a CA-Safe zone (see Algorithm 3).

4. Shuttle execution

» Shuttles act as passive executors.
* No local logic or inter-agent communication is employed.

7.4.2. Hybrid MAS Control Implementation
The hybrid MAS architecture decentralizes decisions to the shuttle level, relying on shared data struc-
tures and indirect communication to achieve system-level coordination. Key components are as follows:

1. Shared task pool access

« Storage and retrieval tasks are placed in capped pools (max four tasks each), reflecting
system constraints and P&D station capacity.

2. Utility-based local task selection
+ Each idle shuttle computes a utility score U for each task:
a
U=+ +BI+A(1—e %) —yR
where d is the distance to task, I is idle time, a is task age, and R is conflict risk.
» The task with the highest U is removed atomically from the pool.
3. Path forecasting and conflict avoidance

« Shuttles forecast their intended paths 4 time units ahead and write (node, timestep) entries
into a global reservation hash map.
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4. Rolling lock and conflict resolution

* Only the next two nodes are locked at any time.
» Overlapping forecasts are resolved using a yield rule (closest to CA-Safe proceeds).
* Persistent overlaps (At > 3s) trigger automatic rerouting.

5. Autonomy and adaptiveness

» Agents independently observe the environment and adjust behavior through local rerouting,
delay, or backoff strategies.
+ This supports emergent behavior and distributed coordination.

7.4.3. Summary of Control-Level Differences

To highlight how the two control architectures differ in practice, Table 7.1 summarizes the main imple-
mentation differences between the hierarchical and hybrid MAS models. The comparison focuses on
the most relevant control aspects, including task allocation, path reservation, conflict handling, com-
munication and agent autonomy.

Table 7.1: Implementation Differences between Hierarchical and Hybrid MAS Architectures

Aspect Hierarchical Control Hybrid MAS Control

Task Allocation Centralized push by controller Local pull using utility-based function
Path Commitment Entire path pre-reserved Rolling two-node reservation window
Conflict Strategy Pessimistic exclusive locks Forecasting + yield + reroute
Communication One-way (Controller — Shuttle) Shared reservation table

Agent Autonomy None (passive execution) Semi-autonomous shuttles

Scalability Limit Controller CPU and path queueing Cross-aisle usage and local contention

These distinctions reflect the architectural trade-offs between rigid central control and distributed
agent-based flexibility. Their quantitative impact on performance is explored in chapter 8.

7.5. Simulation Verification

The scientific reliability and meaningfulness of simulation results in this research depend on thorough
verification of the simulation model. Verification and validation (V&V) are well-established best prac-
tices in simulation modeling and are critical to establish confidence in model implementation and output
results [70, 48]. The verification process ensures the simulation model operates as intended by its con-
ceptual design through error detection and logic flaw identification. The validation process confirms that
the model accurately represents the real-world system it aims to simulate [70].

The study performs complete verification but it does not include empirical validation of the simulation
model. The process of validation demands that simulation outputs get compared to actual data col-
lected from operational systems [70, 48]. Although real-world data from the use case, the ADAPTO sys-
tem, is available, empirical validation was not pursued as direct comparison would not be meaningful.
This study isolates and simplifies shuttle-level logic in a single-tier setup, whereas the actual ADAPTO
system includes vertical lifts, complex scheduling and full-system control integration. Nonetheless, the
hierarchical control logic implemented in this study reflects the principles used in ADAPTO’s shuttle
operations and the hybrid control model is grounded in both agent-based literature and system-specific
constraints. The hybrid MAS architecture studied in this research is a conceptual future design which
has not been implemented in practice in comparable systems. Since the objective is to compare control
architectures rather than replicate exact performance, model verification and consistency with known
use case control behaviors were considered sufficient.

Because the study’s goal is to compare control architectures under controlled conditions, verification
of internal correctness was deemed sufficient. It is essential to confirm that any observed performance
differences are the result of architectural choices and do not come from modeling errors. The model
undergoes thorough verification through modular verification, deterministic testing, flow consistency
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checks, spatial constraint verification and robustness testing for edge cases. The verification approach
adheres to best practices by following the guidelines established by [48, 25, 70, 63].

7.5.1. Modular Verification

It is crucial to verify the model not only after implementation but also during the process. Therefore,
some additional lines are added to the simulation to avoid errors while coding. Initially, bugs have
been prevented by adopting a modular design approach. Different classes from the PDL are kept
as separate as possible and are added one-by-one in Python with descriptive names. The model is
built step-by-step and it is continuously checked whether it works well. A shuttle status log was used
to print and track relevant state variables such as shuttle position, activity and current task at every
simulation timestep. The logs enabled manual tracking of task executions, shuttle movements and
operational phase transitions (e.g., Traveling — Positioning — Transfer). Next to that, the system
received debugging print statements at essential checkpoints such as shuttle entry into the deadlock
zone, task completion and many more. This allowed for the verification of control flow and state changes
through manual step-by-step verification.

7.5.2. Deterministic Run

In simulation verification literature, deterministic testing is a standard method because it enables ex-
act system behavior tracking through the removal of random elements [70]. The verification process
involved setting all random number generators to use a specific seed value while replacing stochas-
tic elements with fixed values for shuttle starting positions, half full racking and task generation. This
approach, recommended by Fishman (2001) and Law & Kelton (2000), allows step-by-step tracing of
simulation behavior [25, 48]. Six aspects were verified, including, among others, shuttle state transi-
tions, task execution, control flow and deadlock recovery. Across ten deterministic runs these aspects
remained fully consistent. These tests confirmed that the model behaves deterministically under iden-
tical inputs. A detailed breakdown of verified conditions and trace snapshots is provided in Appendix E.

7.5.3. Flow and Logic Consistency Checks

The verification of logical consistency between agents and system dynamics represents a basic re-
quirement for discrete-event model verification. The following section describes four logic checks which
include volume and flow consistency, zone/capacity constraint verification and verification of the dead-
lock handling and recovery. The checks verify that model behaviors follow operational rules while
preventing simulation events from creating impossible or conflicting system states.

Volume and Flow Balance Checks

The verification process of simulation models requires two essential elements which include the con-
servation of entities inside the system and the verification of logical constraints for entity flow. Balci [4]
identifies balance checks as essential DES methods to prevent unintended entity creation or loss during
model runs. The developed SBSRS simulation models included internal counters that monitored the
total number of items stored as S(t) and retrieved as R(t) and the items located in transit or temporary
buffer as W (t) at each simulation time step t. These variables are used to check the movements of
the enities throughout the system. The model required verification of two main quantitative invariants
to establish logical correctness:

1. Capacity Constraint: R(t) < S(t)
The condition prevents retrieval operations from surpassing the stored item count.

2. Flow Balance: S(t) — R(t) = W(t)
The condition confirms that the storage-retrieval difference equals the number of items which stay
in the system but remain undelivered or uncompleted.

Both of the conditions were monitored continuously during the execution of a simulation to confirm
if they are satisfied. Simulation running for 40 replications with 12000 time units with a 50/50 storage-
retrieval task mix while maintaining both invariants throughout each time step:

» The capacity constraint was met during all time steps (100% compliance).
» The flow balance equation showed zero residual error because |S(t) — R(t) — W (t)| = 0 for all ¢t.
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This indicates that no tasks disappeared or were duplicated and that there was no miscounting.

Additional tests are conducted to check the behavior of the task execution. The trends of task
execution were studied through regression analysis of cumulated data of completed tasks over time.
Figure 7.3 shows the cumulative number of completed storage and retrieval tasks during the simulation
period. The two plotted lines show the time-dependent growth of completed tasks with for storage (blue)
and retrieval (orange) operations. The fairly parallel slopes of the two lines show that the tasks were
distributed evenly and that the task processing rates remained constant. Linear regression lines were
fitted to both data series to quantify this trend. Figure 7.3 presents the cumulative number of storage
and retrieval tasks over time. The near-parallel and the linear increase of both of the lines indicates
consistent throughput. Also, it shows that there are no big system bottlenecks such as deadlocks or
unexecuted tasks. A linear regression analysis in Python generated the coefficient of determination
RZ% .. = 0.996 and R? = 0.993. This suggests that task execution happened at a stable and pre-
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dictable rate throughout the simulation.

Completed Tasks Over Time

—— D3l Storage Tasks
—— Total Retrieval Tazks
00 { f——=

8

Completed Tasks
g
o

10000 12500 15000 17500
Time Step

Figure 7.3: Cumulative Number of Storage and Retrieval Tasks over Time.

Next, the fairness among agents is checked. The evaluation of fairness in shuttle task assignment

depends on the fairness ratio which can be calculated using the following standard formula:
Fairness Ratio = Tinax  Trin

Tmean

where T; is the number of tasks completed by shuttle i. The maximum number of tasks reached 54
while the minimum reached 50 and the average was 52 in the examined scenario. The fairness ratio of
7.7% falls below the 10% threshold which Law and Kelton [48] suggest for a balanced agent workload
distribution. The visual representation confirms the calculated fairness ratio. Figure 7.4 presents the
task completion distribution through a bar chart showing the number of tasks each shuttle finished. The
small inter-agent variance confirms the consistency of the task dispatching mechanism.

Beside the logical flow and the fairness checks, broader system-wide balance conditions were ver-
ified through additional tests:

» The warehouse storage inventory remained within physical limits. The total storage items at any
time t stayed within the available storage capacity range.
» The number of storage and retrieval tasks executed by shuttles are equivalent to the actual num-
ber of items handled which proved task-accounting integrity.
» The system started with a half-full rack that contained randomized items and the inventory be-
havior was as expected
Storage(t) = Sq + S(t) — R(t)
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Figure 7.4: Distribution of Total Tasks executed per Shuttle.

where S, is the initial number of items in storage. The observed and computed values of Storage(t)
matched at all time steps with zero deviation, indicating correct inventory state tracking.

All of the above combined confirm the key logic and flow tests. To summarize, the volume and flow
balance checks produced results which validate the fundamental operational logic of the model. The
model preserves items while keeping task rates steady, the model upholds physical capacity restrictions
and achieves agent load distribution with minimal unbalanced conditions.

Spatial Constraints

The spatial constraints and routing logic throughout the simulation requires verification to maintain
physical realism and avoid agent behavior that is infeasible. The verification of logic plays a vital role
in SBSRS because zones need to be traversed in a constrained and exclusive manner. The detection
of coordination failures including concurrent access or blocked zones can be achieved through zone-
based tracking.

The simulation model 1 follows strict spatial constraints which include:

1. One-Shuttle-Per-Aisle Constraint: Not more then one shuttle per aisle is allowed.

2. Cross-Aisle Serialization: The cross-aisle functions as a common access point that requires si-
multaneous shuttle entry to be blocked. Again only 1 shuttle is allowed on the cross-aisle at any
time

3. Transfer Zone Control: The Input and Output zones have their access serialized to prevent si-
multaneous task execution.

4. No Passing: Shuttles cannot pass eachother, even though they are never on the same node.

The simulation tracked shuttle zone occupancy at every time step to verify that all constraints re-
mained intact. The occupancy trajectory extends across 300 time steps as shown in Figure 7.5. The
colored lines in Figure 7.5 show which zone each shuttle visited at different times.

The following quantitative checks were performed across 10 simulation replications:

+ Aisle Exclusivity: The system prevented any two shuttles from using the same aisle zone during
the same time step.

— Total violations detected: 0 / 3000 time steps = 0%

» Cross-Aisle Access Conflicts: The system prevented any shuttle from accessing or entering the
cross-aisle at the same time.

— Max concurrent cross-aisle users: 1 (expected), violations: 0

» Transfer Zone Overlap: The system allowed only one shuttle to access the Input or Output zone
at a time. The CA-Safe zone required a single time-step delay before entry.



66 7. Simulation Model Development

Zone Occupancy Over Time (per Shuttle)
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Figure 7.5: Zone Occupancy Over Time for Each Shuttle.

— Simultaneous occupancy detected: 0 events over all runs

* No Passing: The system prevented two shuttles crossing each other (previous position shuttle
one cannot be the same at current position shuttle two and vica versa)

— Swaps detected: 0 events over all runs

In addition, the correctness of movement logic was verified. The storage network allows shuttles
to move one node per time step and node-level reservations prevented any two agents from using the
same node at the same time. The simulation follows the discrete-event node-based routing logic de-
scribed in Banks et al. [5] and maintains both topological and temporal constraints at the most detailed
level.

Next to that, the shuttle occupancy sequences demonstrated that shuttles left critical zones such
as Cross-Aisle and Input/Output to enter CA-Safe or another idle zone which enabled space reuse and
avoided deadlocks and congestion. The observed behavior demonstrates that the implemented zone
control logic actively enforces mutual exclusion, priority and fairness rules. The graph of alternating
occupancy in Figure 7.5 supports this conclusion. In the next section this will be discussed in more
detail.

All of the above shows that the models meets the zone-based spatial constraints which ensures
logical soundness in routing, access coordination and task execution. The observed zone behaviors
show that no agent broke rules or traversed multiple nodes at once.

Deadlock Handling and Recovery Verification

A critical aspect of MAS verification is ensuring correct detection and resolution of deadlocks. In this
model, deadlocks may occur when shuttles attempt to access shared zones simultaneously. To ad-
dress this the simulation implements a deadlock handling protocol based on distance-based priority
and predefined CA-Safe zones, as described in chapter 4.

The verification process confirmed that shuttles correctly detect deadlocks, yield or move to the
safe zone when necessary and resume their tasks without loss of task data. The system consistently
enforced the priority rule:

Priority(A) > Priority(B) < Distance(A4) > Distance(B)

where Distance(4) and Distance(B) denote the number of hops between the current position of
shuttle A and B and the nearest CA-Safe zone. This heuristic ensures that the agent farther from
safety is granted right-of-way, while the closer agent yields and clears the path. Simulation traces
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showed that this behavior occurred as expected in all test cases.

In all replications, CA-Safe zone logic, resumption accuracy and node locking were functioning as
designed ensuring reliable recovery from spatial conflicts. The verification also ensured that agents
do not get stuck in permanent blocking cycles [5]. The complete test setup and trace analysis used to
verify deadlock handling are provided in Appendix E.

7.5.4. Sensitivity and Edge Case Testing

When analyzing the robustness and reliability of the simulation model a set of controlled sensitivity and
edge-case scenarios should be tested. Such tests measure the response of the model to abnormal
and extreme parameter values to verify if the model works as expected. Law and Kelton [48] state that
testing for such conditions is necessary to build confidence in simulation-based systems’ stability and
resilience.

First, the model is tested for load storage versus retrieval task imbalance. Three different scenarios
are created that examined storage against retrieval demand ratios at 80/20, 50/50 and 20/80. The ware-
house operational extremes include fast storage filling and fast storage emptying, as well as constant
or steady-state storage operations. In each scenario the model started with a half-filled rack, mean-
ing 25 stored items. The minimum and maximum capacity of the storage rack are respectively 0 and 50.

The Figure 7.6 shown below illustrates how the item count changes over simulation time during each
scenario. The three tests produce identical results: The storage bounds were not violated since the
items in storage values stayed between 0 and 50 (0 < Items in Storage < 50). The task generators are
following the inventory restrictions since all of the retrieval requests remain below the available items in
storage. The item flow transitions were smooth and monotonic without any oscillations or abnormalities
in logic.

+ Storage-dominant scenario (80/20): The system expands its storage capacity until reaching 50
items before stopping at maximum capacity. The storage curve becomes flat because storage
locations reach their maximum capacity which shows the system functions correctly.

» Balanced scenario (50/50): The storage item quantity operates within normal operational limits
in the 50/50 scenario by staying between 25 and 35. The system operates within established
boundaries to avoid both item accumulation and supply shortages.

* Retrieval-dominant scenario (20/80): The amount of items in storage quickly decreases until
reaching zero. The model is following inventory rules by preventing to execute any retrieval tasks
that exceed existing stock quantities.

The results show that the task handling and storage control logic work reliably under different de-
mand intensities.
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Figure 7.6: Item Flow Over Time for Different Storage/Retrieval Ratios: 80/20 (left); 50/50 (center); 20/80 (right).

Besides the load stress testing some additional degeneracy tests are conducted. The following
scenarios were tested, as suggested by Sargent, to confirm its behavior during extreme or boundary
conditions [70]:

» Zero tasks: The simulation was initialized with zero storage tasks and zero retrieval tasks. The



68 7. Simulation Model Development

shuttles remained idle at their starting positions without any movement which confirms that there
was no unintended agent behavior or background tasks in the simulation.

» Empty rack startup: The system was initialized with no items in storage and high retrieval demand.
All retrieval tasks were deferred and no shuttle attempted a retrieval without valid input stock.
Storage tasks were processed normally as items arrived.

» Simultaneous cross-aisle access: Three shuttles were routed to converge on the cross-aisle
simultaneously. Serialized access was correctly enforced and no overlapping nodes or collisions
occurred.

» Zero shuttles: The simulation was initialized without any active shuttle agents. All tasks remained
in queue. The simulation did not crash and correctly handled the absence of shuttles.

In all cases, the model behaved in accordance with the conceptual design expectations. No logic
errors, deadlocks, or invalid shuttle states were registered. These results demonstrate that the simu-
lation model is not only functionally correct under nominal conditions but also resilient to edge cases
and extreme input configurations.

7.6. Experimental Plan

The verified simulation model from section 7.5 serves as the basis for this chapter to establish the ex-
perimental plan which evaluates the performance of the hierarchical and hybrid control architectures
in the SBSRS environment. The goal is to develop a scientifically valid and statistically sound experi-
mental design which evaluates the architectures under different operational conditions.

The experimental design defines simulation parameters including warm-up period, run length and
number of replications to achieve statistical robustness of the results. The research follows established
guidelines from simulation output analysis literature [71, 48, 68]. The experimental plan consists of
controlled experiments to analyze system performance by adjusting parameters like system scale and
shuttle density. Doing so, it can be assessed how well each architecture handles system complexity
and rising agent interactions since these represent essential challenges from chapter 2. The framework
applies identical scenarios for both architectures to establish performance differences that stem from
the control structure.

7.6.1. Simulation Setup

The following sections describes the fundamental simulation parameters which apply to all experiments.
The experimental design includes a determined warm-up period, run length and the required number of
replications to ensure statistical validity of simulation outputs. The following subsections explain these
parameters through established methods from simulation output analysis literature.

Initialization

Before the simulation starts, the SBSRS environment receives its initial setup through warehouse layout
definition, shuttle agent initialization and system resource configuration. The simulation environment
operates within a fixed time horizon using SimPy as its programming framework. The simulation re-
quires the following essential initialization procedures:

» System network construction: The SBSRS contains a directed graph structure at one level which
uses nodes to represent storage slots and cross-aisles and input/output points and edges to
show shuttle movement paths. The network creation happens automatically through user-defined
system parameters.

» Shuttle generation: The simulation creates agents to represent shuttles which receive an ID,
a random starting positions and task execution capabilities. The decision-making and logic for
shuttles are described in the simulation control architecture earlier in this chapter and chapter 4.

» Task generation: The simulation initiates a task generator which produces storage and retrieval
requests during the simulation period. The control logic operating during each experiment deter-
mines which tasks will be assigned to shuttles.

* Item generation: The simulation starts with a rack with 50% of its capacity filled by randomly
positioned items.
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The initialization framework allows simulation runs to start with a uniform system state but keeps
variability through stochastic elements like task generation, initial item distribution within the rack and
initial shuttle positions.

Warm-Up Period

To ensure that performance measurements are not biased by initialization effects, this study applies a
formal warm-up analysis using Welch’s graphical method [83]. The method follows Law’s recommen-
dation to detect steady-state onset empirically because it removes transient bias from performance
estimation [47]. The Welch’s method revealed that a 1200 simulation second warm-up period should
be used to eliminate initialization bias [83]. This graphical method evaluates the stabilization of a key
performance indicator, in this case system throughput, over time.

The throughput trend, along with its 95% confidence interval (Cl), is shown in Figure 7.7. The
system shows large mean variations together with wide CI bands during its initial transient phase. The
throughput curve reaches a flat state while the CI bands become narrower at the 1200-second mark
which indicates steady-state behavior has been reached. The vertical red dashed line in the figure
indicates the specific point in time at which the confidence interval first exceeded 95%.

Welch's Method Plot: Throughput Stabilization Over Time
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Figure 7.7: Welch’s Method Plot: Throughput Stabilization Over Time

Run Length

After establishing the warm-up period the total run length was determined according to Law [47] and
Rossetti’'s [68] common rule of thumb which requires the simulation to run for at least 10 times the
warm-up duration to achieve steady-state observation [5].

Run Length = 10 x 1200 = 12000 time units (7.1)

Number of Replications

Tho ensures that the estimated performance metrics such as throughput are statistically significant
and sufficiently precise, a simulation experiments are replicated a number of times. The analysis of
stochastic variability required 40 independent replications to be performed. The required number of
replications was determined through a replication convergence analysis.

Figure 7.8 shows the cumulative mean throughput together with its 95% confidence interval as a
function of replication count. The analysis followed the convergence criterion proposed by Law [27],
which specifies that the relative Cl width should fall below 5%:

2 Cly i
Relative Cl width = M

-100% (7.2)
Where x is the sample mean throughput and Clya.wigth iS computed using the fixed-width Cl formula:

S
Clhaif-width = ta/2,n-1" 7 (7.3)
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Where s is the sample standard deviation of throughput across replications; n is the number of repli-
cations; and t,/, n—1 is the critical value from the Student'’s t-distribution for a 95% confidence level.

The amount of replications should continue until the CI relative width reached below 5%, which
meets the convergence requirement specified in [47]. As can be seen in Figure 7.8, the relative ClI

width reaches 5% relative width at 20 replications, satisfying the convergence criterion proposed by
Law [47]. The value was doubled following to the rule-of-thumb [47]:

Nfinal = 2 X Ngi<s0, = 2 X 20 = 40replications (7.4)
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Figure 7.8: Replication Convergence Plot for Hierarchical Model (Throughput Mean and 95% CI over Replications).

All'in all, the final simulation setup by following best practices in simulation modeling and align with
recommendations from literature, is the following:

* Warm-up period: 1200 seconds (Welch’'s method)
* Run length: 12000 seconds (rule of thumb 10 x warm-up)
» Number of replications: 40 (based on Cl convergence and doubling rule of thumb)

7.6.2. Baseline Test Scenario and Configuration

The experimental scenarios are evaluated against a baseline system configuration which represents
normal operational conditions of a single-level SBSRS. The baseline setup functions as a reference
point to maintain uniform performance evaluation between control architectures and experimental con-
ditions.

The baseline simulation scenario includes a fixed warehouse layout, standard task load, and moder-
ate system resources. The initial rack is filled up to 50% with randomized items at randomized locations
to model semi-operational status. The shuttles start from randomized positions to create system vari-
ability. Table 7.2 shows an overview of the default SBSRS configuration parameters. The experiments
begin with this configuration unless a specific scenario dictates otherwise.

All shuttle agents maintain identical behavioral parameters to achieve consistent behavior across
control architectures, as shown in Table 7.3. They maintain a fixed speed of 1 node per time unit
throughout all scenarios. The discrete nature of the simulation environment together with this modeling
choice enables event scheduling while maintaining behavioral fidelity [12]. The unit-based movement
model provides uniform network traversal costs to all agents which enables reproducible architectural
comparisons. Agent-based and DES models of shuttle-based systems commonly use fixed-speed
movement as a standard simplification when evaluating coordination logic instead of detailed kinemat-
ics [33]. The parameters demonstrate actual shuttle behavior while keeping the comparability under
control. The model does not include acceleration or deceleration functions because movement occurs
through discrete unit steps.
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Table 7.2: Default SBSRS Configuration Parameters

Parameter Value
Number of aisles 5
Slots per aisle 10

Input nodes

Output nodes
Cross-aisle configuration
Initial rack state

Task generation
Shuttle agents

Shuttle start positions
Control assignment
Simulation time
Warm-up period
Number of replications

1

1

Shared, single-level

Half-full, randomly distributed
50/50 (storage vs retrieval tasks)
2 shuttles

Randomized

Varies by architecture

12000 time units

1200 time units

40 per scenario

Table 7.3: Shuttle Behavioral Parameters

Parameter Value

Movement speed 1 node per time unit

Cross-aisle entry delay 1 time unit

Positioning time 2 time units

Item transfer time 2 time units (for both storage and retrieval)
Acceleration modeling  Not included (uniform step movement)

7.6.3. Scenarios for Comparative Experiments

To compare the performance of hierarchical and hybrid control architectures, a structured set of scenar-
ios was designed to systematically vary system configurations and system complexity. All scenarios
use the same baseline configuration and parameters introduced in previous sections, ensuring that
differences in performance stem solely from architectural design. To assess the impact of control ar-
chitecture on SBSRS performance, the experimental scenarios are defined along two main dimensions:
system size and shuttle density.

System size is scaled by expanding both the number of aisles and storage slots per aisle, resulting
in four warehouse configurations: 10x10, 15x15, 20%x20 and 25%25. This allowed the analysis to ex-
plore how each architecture responds to increasing routing complexity and spatial scale, particularly in
terms of throughput degradation, coordination overhead and congestion distribution.

Shuttle density was adjusted by simulating between two and six concurrently operating shuttles per
system. This tested how well each architecture handles increased agent interactions, especially in
shared resources such as the cross-aisle. As the number of shuttles grows, the pressure on decision-
making logic, routing stability and resource contention managementincreases. These are key stressors
identified in chapter 2 as limitations of conventional SBSRS control.

Combined with the standardized warm-up period, run length and number of replications defined
earlier in this chapter, the design enables robust, statistically valid comparisons between the hierar-
chical and hybrid models. Each architecture was tested across all 20 scenario configurations. The
experimental matrix below provides an overview of the system sizes and shuttle counts tested:
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Table 7.4: Experimental Matrix Overview

System Size (Aisles x Slots) Shuttle Counts Tested

10 x 10 2,3,4,5,6
15 x 15 2,3,4,5,6
20 x 20 2,3,4,5,6
25x 25 2,3,4,5,6

In addition to the fixed matrix of scenarios described above, an additional experiment was included
to determine the maximum achievable throughput per system size for each control architecture. While
the main scenarios test both models under identical shuttle counts, this supplementary experiment
identifies the best-performing shuttle configuration per warehouse size. It allows each architecture to
operate at its optimal point thereby revealing its full performance potential. This comparison supports
a fairer assessment of architectural scalability and control efficiency under best-case conditions. The
results of this experiment are presented and discussed in chapter 8.

7.6.4. Key Performance Indicators

The goal of this study is to evaluate the impact of control architecture on the operational performance of
SBSRS. In the context of SBSRS operating under 14.0 principles, operational performance refers to the
system’s ability to maintain high task throughput, resource efficiency and behavioral stability as system
conditions grow more complex. Or in other words, operational performance in SBSRS encompasses
the system’s ability to efficiently, reliably and predictably execute storage and retrieval tasks under
varying system scales and resource configurations. To objectively assess and compare the two control
architectures, this research focuses on four key performance indicators (KPIs): throughput, scalability,
efficiency and robustness. These indicators have been consistently used in SBSRS and automated
warehouse research to evaluate control system behavior under dynamic conditions [33, 52, 9]. The
selection of KPIs is grounded in the scientific literature and tailored to capture the multi-faceted nature
of operational performance, as well as the specific benefits 14.0-oriented architectures are expected to
deliver.

System throughput is the primary KPI, defined as the number of completed storage and retrieval
tasks per hour of simulated time. One simulation time unit corresponds to one second. Throughput is
calculated as follows:

_ Niasks
Throughput (tasks/hour) = m (7.5)
sim

where N, is the total number of completed tasks and T, is the total simulation time in seconds.
Algorithm 4 in Appendix D, shows the pseudococde of how this KPI is calculated in the simulation.
Throughput is the most fundamental output measure for automated storage systems, as it directly cap-
tures the system’s capacity to deliver value in terms of processing tasks under given physical and
control constraints [33, 52].

Efficiency accounts for layout-related effects by normalizing throughput with shuttle travel effort.
Recognizing that physical layout and shuttle travel distance can bias throughput comparisons, this
research also incorporates efficiency metrics based on normalized throughput. It is defined as:

tasks

N
Efficiency (tasks/m) = — (7.6)

task

where dy, is the average distance traveled by shuttles per completed task. This normalization al-
lows for fairer benchmarking between systems of different sizes or layouts and directly assesses how
effectively each control strategy translates shuttle movement into productive work [52]. Additionally,
throughput per shuttle is considered, reflecting the marginal utility of additional shuttles and identifying
potential bottlenecks or diminishing returns as resource levels increase.
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Scalability is assessed by observing how throughput and efficiency respond to increasing system
size (aisles and slots) and shuttle density. A scalable architecture maintains or improves performance
as operational complexity increases. Throughput alone does not provide the full picture, especially
when comparing systems of different sizes or resource levels. Therefore, scalability is explicitly ana-
lyzed by examining how throughput and efficiency change as the number of aisles, slots or shuttles
increases. Scalability is crucial for 14.0-oriented systems which are expected to accommodate fu-
ture growth and dynamic adaptation [8]. To operationalize scalability, throughput is measured across
multiple system configurations, revealing whether the architecture supports performance retention or
improvement at larger scales or higher shuttle densities.

Robustness measures the consistency of system performance under stochastic variation. It is
quantified by the coefficient of variation (CV) of throughput across independent replications:

cv=Tr (7.7)

Hip
where g, and oy, are the mean and standard deviation of throughput, respectively. Lower variance
indicates that the architecture delivers consistent results and is less sensitive to random events, dis-
turbances or localized congestion, a key attribute for operational resilience in automated warehouses
[63]. Throughput variance is visualized with box-plots and reported alongside mean values to provide
a comprehensive assessment of system predictability.

These KPlIs enable a scientifically grounded comparison between hierarchical and hybrid architec-
tures. Their integration ensures that the evaluation captures not only raw output but also the architec-
tures’ ability to scale, utilize resources efficiently and maintain performance stability under increasingly
complex conditions.

7.7. Conclusion

This chapter addressed sub-research question 5: How can the hierarchical and hybrid control archi-
tecture for SBSRS be implemented and verified in a simulation model? It presented the development,
structure and verification of the simulation model used to evaluate the two control architectures studied
in this research: the current hierarchical architecture and the proposed hybrid MAS-based alternative.
Using a hybrid DES and ABM approach implemented in Python the model captures both centralized
and distributed control dynamics within a single-level SBSRS layout.

The model scope was carefully defined to isolate shuttle-level behavior under controlled, steady-
state conditions enabling a fair architectural comparison. All model components, including the network-
based layout, shuttle agents, task generation and shared resources, were implemented consistently
across both architectures with architectural logic integrated as modular extensions. Architecture-specific
behaviors such as task allocation, path planning and conflict resolution were designed to reflect the
structural differences between centralized and agent-based decision-making.

Extensive verification procedures confirmed the correctness, consistency and robustness of the
model under deterministic, stochastic and edge-case conditions. The simulation framework was then
used to design a statistically grounded experimental plan based on warm-up analysis, replication con-
vergence and scenario variation along key complexity axes such as system scale and shuttle density.

Altogether, this chapter established a verified, modular simulation that allows for an objective and
repeatable comparison between the two control architectures. The subsequent chapter presents and
analyzes the simulation results offering insights into how architectural design influences throughput,
scalability, efficiency and robustness in SBSRS environments.






Simulation Results & Discussion

This chapter presents the results of the simulation experiments conducted according to the experimen-
tal plan outlined in section 7.6. The goal is to quantitatively evaluate and compare how the hierarchical
and hybrid architectures perform under different system conditions. The plan tested the hierarchical and
hybrid control architectures under systematically varied operational conditions, combining four system
sizes (10x10, 15x15, 20x20, 25%25) with shuttle fleets ranging from two to six vehicles. Each scenario
was simulated for 12,000 seconds with a 1,200-second warm-up period and 40 replications ensuring
statistical validity. The evaluation is structured around four key performance indicators (KPIs) defined
in Chapter 7: throughput (capacity), normalized efficiency (throughput per distance unit), scalability
(sensitivity to system size and density) and robustness (performance variance). Doing so, the chapter
addresses the following sub-research question:

Sub-RQ 6: What is the impact of the hybrid control architecture on the operational performance of a
SBSRS compared to the hierarchical control architecture?

The following sections present the results in line with these KPIs. To avoid redundancy detailed
descriptive analyses of the architectures in isolation (see Appendix F) are not repeated here but are
used as supporting evidence. Instead this chapter focuses on the comparative evaluation. In addition
to the quantitative results a discussion section interprets the observed performance patterns in relation
to system design principles, literature expectations and the improvement needs defined earlier in the
study. Finally, the limitations of the simulation are reviewed to clarify the scope and applicability of the
findings.

8.1. Comparative Throughput Performance

System throughput is the main measure of SBSRS capacity under different operating conditions. Fig-
ure 8.1 shows how hybrid control improves throughput compared to hierarchical control, reported both
as percentages and as absolute values in tasks per hour. Across all scenarios hybrid control outper-
forms hierarchical control. In a small 10x10 system with two shuttles it completes about 24 more tasks
per hour (+15%). In larger and denser systems this advantage becomes much stronger reaching more
than 52 extra tasks per hour (+90%) in a 25%25 system with six shuttles.

The results show two clear trends. First, relative performance gains grow with system size because
centralized coordination in hierarchical control increasingly becomes a bottleneck. Second, the differ-
ence grows even more as shuttle density rises: while hierarchical control struggles with congestion
and queuing, hybrid control uses distributed decision-making to keep shuttles moving in parallel more
effectively.

Overall, these findings show that hybrid architectures do not only reach higher throughput but also
handle growth in system size and complexity more effectively. By enabling local decision-making and
reducing coordination overhead, hybrid control avoids much of the congestion and waiting that limit
hierarchical systems [8, 53].
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Figure 8.1: Heatmap of throughput gain achieved by hybrid control compared to hierarchical control across different system
sizes and shuttle counts. Relative efficiency improvements grow with system scale and shuttle density.

8.2. Scalability

The heatmap in the previous section already showed that hybrid architectures achieve consistently
higher throughput than hierarchical control, especially as system size and shuttle density increase.
To better understand why this happens, throughput scalability is examined in more detail along two
dimensions: adding more shuttles in a fixed layout and increasing warehouse size with a fixed number
of shuttles.

Scalability across shuttle density

Figure 8.2 shows how throughput changes as more shuttles are added in a 20x20 warehouse. For
hierarchical control throughput peaks at 98 tasks/hour with two shuttles but then steadily declines,
dropping to 70 tasks/hour at six shuttles. This decline is caused by congestion and path conflicts that
the centralized controller cannot resolve effectively at higher densities.
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Figure 8.2: System throughput as a function of shuttle count in a 20x20 layout. Hybrid control continues to scale with additional
shuttles, reaching 128 tasks/hour at five shuttles, while hierarchical control peaks at 98 tasks/hour with two shuttles and declines
as shuttle density increases.
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Hybrid control performs very differently. Throughput increases with additional shuttles reaching
128 tasks/hour with five shuttles and then flattens slightly to 126 tasks/hour at six shuttles. This stable
performance under dense conditions highlights the strength of distributed routing and local negotiation
which allow shuttles to coordinate more effectively and keep tasks running in parallel. The performance
gap between the two architectures also grows with density: from about +20% at two shuttles to almost
+80% at six shuttles (a gain of 56 tasks/hour). Importantly, this difference comes less from rapid gains
in hybrid performance and more from the decline of hierarchical control as congestion builds up.

Scalability across system size

Figure 8.3 shows how throughput changes as system size increases with the fleet size fixed at three
shuttles. For both control architectures throughput steadily decreases as the warehouse grows since
shuttles must travel longer distances to complete each task.
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Figure 8.3: System throughput as a function of system size with three shuttles. Throughput decreases for both architectures
as warehouse size grows due to longer travel distances, but hybrid consistently maintains higher throughput across all system
sizes.

Under hybrid control throughput falls from 187 tasks/hour in the 10x10 layout to 107 tasks/hour in
the 25%25 system. Hierarchical control follows the same pattern dropping from 152 to 76 tasks/hour. In
absolute terms both lose almost the same amount of throughput (around 76-80 tasks/hour). However,
the decline is slightly more gradual for the hybrid model suggesting that it handles the increase in travel
distances a little more efficiently.

The key finding is not that hybrid declines much slower but that it consistently maintains higher
throughput across all system sizes. Even as larger layouts reduce overall performance, the hybrid
model preserves a clear advantage showing that it can make better use of available resources as sys-
tems grow.

Together, these scalability results explain the widening performance gap seen in the throughput
heatmap. Hierarchical control cannot scale with higher shuttle densities and quickly loses performance
in larger systems, while hybrid control sustains high throughput by reducing congestion and coordinat-
ing resources more effectively. This scalability advantage shows why hybrid architectures are more
suitable for large high-density SBSRS environments.

8.3. Operational Efficiency

While raw throughput measures overall task completion, it does not account for the travel effort required
to achieve it. To enable a fair comparison of operational performance across system sizes and shuttle
configurations normalized throughput is used, defined as tasks per hour per unit shuttle travel distance.
This metric reveals how effectively each control architecture converts movement into productive work.
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Figure 8.4 shows the efficiency improvement of hybrid over hierarchical control, expressed as nor-
malized throughput across system sizes and shuttle counts. The heatmap reports both relative (%) and
absolute (tasks/hour per distance unit) gains making it possible to compare architectures fairly across
different scales. The results show that hybrid control consistently delivers higher normalized through-
put across all tested system sizes and shuttle counts with the advantage becoming particularly clear in
large and dense systems. In compact layouts such as a 10x10 system with two shuttles hybrid control
improves movement efficiency by about 16% compared to hierarchical control. As system size and
shuttle density increase, this relative advantage grows steadily reaching up to 68% in a 25%25 layout
with six shuttles.
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Figure 8.4: Heatmap of normalized throughput gain achieved by hybrid control compared to hierarchical control across different
system sizes and shuttle counts. Relative efficiency improvements grow with system scale and shuttle density.

Three main trends can be seen in the analysis. First, efficiency gains increase with shuttle count, as
hybrid coordination prevents the traffic jams and blocking behavior that occur under centralized logic.
Second, efficiency gains also grow with system size: although efficiency inevitably drops in absolute
terms as shuttles must travel longer distances per task, hybrid control reduces this wasted effort much
more effectively than hierarchical control. Finally, absolute efficiency still decreases with system size
because of longer travel distances but the hybrid model manages this decline much better preserving
higher levels of productivity.

Overall, hybrid MAS does not just increase output, it dramatically improves how effectively shuttles
use their time and movement especially in large dynamic systems.

8.4. Best Achievable Throughput and Efficiency

The heatmaps in Figures 8.1 and 8.4 compare both control strategies under the same number of shut-
tles and the same system size. However, this does not show the fact that each architecture may
perform best at a different fleet size. To address this, Figures 8.5 and 8.6 present the best achievable
throughput and normalized throughput for each system size. This is based on the optimal shuttle count
of both models. This approach provides a benchmark of the scalability ceiling of each architecture and
shows how well they can make use of extra resources.

The results show that hybrid control consistently achieves higher maximum throughput in all ware-
house sizes. The relative improvement increases with scale: +14% in 10x10 systems, +23% in 15x15,
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Best Achievable Throughput per System Size (Optimal Shuttle Count)
+14%

Architecture
175 1 W Hierarchical
8 Hybrid

1504

1254

100 7

751

50

Best Achievable Throughput (Tasks/hour)

251

Figure 8.5: Best achievable throughput per system size, determined at the optimal shuttle count for each architecture (shown
in parentheses above the bars). Hybrid control consistently outperforms hierarchical control, with gains increasing from 14% in
small systems to 36% in large ones.

+29% in 20%20, and +36% in 25x25 layouts. In many cases hybrid reaches its best performance at
higher shuttle counts than hierarchical control showing its ability to handle larger fleets without perfor-
mance saturation.

Efficiency results, Figure 8.6, show a similar trend. Best normalized throughput improves by +16%
in 10x10 systems, +21% in 15%x15, +22% in 20%20, and +21% in 25x25. This indicates that hybrid
control not only raises raw throughput but also ensures that additional shuttle activity leads to more
productive work rather than wasted travel.
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Figure 8.6: Best achievable efficiency per system size, determined at the optimal shuttle count for each architecture (shown in
parentheses above the bars). Hybrid control maintains a consistent advantage of 16-22% across all tested system sizes.

Overall, these findings demonstrate that hybrid MAS architectures scale more effectively and main-
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tain stronger performance even when both systems are compared at their optimal operating points.
This supports the conclusion that partial distributed decision-making improves both capacity and ef-
ficiency in SBSRS environments and offers a more reliable solution for large-scale and high-density
systems.

8.5. Robustness

Robustness refers to how stable and predictable system performance remains when the same condi-
tions are repeated. In industrial settings this is highly important because warehouses rely on consistent
throughput and low variability to plan operations and ensure reliability. In this study robustness was
evaluated by looking at throughput distributions across 40 independent replications per scenario. Two
measures were used: the interquartile range (IQR) which shows the spread of the central 50% of re-
sults and the coefficient of variation (CV) which measures variability relative to mean performance.

Figure 8.7 shows the throughput distributions for a representative 15x15 system across shuttle
densities from two to six. The results show that both architectures maintain relatively narrow IQRs,
typically between 6 to 8 tasks/hour across all shuttle counts. For example, with four shuttles the IQR
was 6.8 tasks/hour for the hybrid architecture and 7.4 tasks/hour for the hierarchical one; with six shut-
tles these values were 7.1 and 8.0 respectively. At first sight these differences may seem minor but
the boxplots reveal that the hybrid consistently produces tighter interquartile ranges, shorter whiskers
and fewer outliers. This means that not only the middle 50% of results are closer together but also
that extreme cases deviate less which leads to more predictable outcomes. By contrast, the hierar-
chical model shows both high and low throughput outliers reflecting its greater sensitivity to stochastic
variation. Low outliers are typically caused by congestion or near-deadlock events while high outliers
represent unusually favorable task sequences.
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Figure 8.7: Boxplot of throughput distributions for hierarchical and hybrid architectures at different shuttle counts in a 15x15
system. Hybrid shows tighter interquartile ranges, shorter whiskers, and no outliers, indicating higher robustness compared to
hierarchical control.

The CV analysis highlights the differences more clearly (Table 8.1). For the hybrid architecture,
CV values remained consistently low between 2.2-2.8% across all shuttle counts. In comparison, the
hierarchical model started at 2.7% (2 shuttles) and increased steadily to 6.0% (6 shuttles). Although
these percentage differences might appear small literature on simulation output analysis emphasizes
that even shifts of one or two percentage points in CV can represent substantial differences in robust-
ness, especially in tightly coupled systems where variability compounds over time. Using CV instead
of standard deviation also ensures a fairer comparison as it accounts for different absolute throughput
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levels.

Table 8.1: Throughput statistics (mean, standard deviation, and coefficient of variation) for hierarchical and hybrid architectures
in a 15x15 system over 40 replications.

Shuttles Hierarchical Hybrid

Mean [tasks/h]  Std [tasks/h] CV [%] Mean [tasks/h] Std [tasks/h] CV [%]
2 123.23 3.38 274 145.59 3.30 2.27
3 115.12 4.76 4.14 151.18 3.99 2.64
4 104.83 5.91 5.64 150.18 3.91 2.60
5 96.52 5.53 5.73 149.91 4.19 2.80
6 87.03 5.22 6.00 148.76 3.28 2.20

Overall the hybrid architecture is more robust. It combines lower CV values, smaller spreads and
the absence of outliers ensuring that its higher average throughput is also achieved with greater con-
sistency and reliability.

8.6. Summary of Key Findings

In summary, this comparative analysis shows that hybrid architectures deliver higher throughput, scala-
bility, efficiency and robustness, especially as warehouse size and shuttle density increase. The hybrid
model has the ability to avoid performance saturation, maintain efficient resource use and deliver con-
sistent results across a wide operational envelope positions. This makes it as a strong candidate for
14.0-ready, large-scale SBSRS deployments. Table 8.2 summarizes the simulation results across the

four KPls.

Table 8.2: Quantitative and Qualitative Summary of Results Across Control Architectures

Aspect Hierarchical Architecture Hybrid Architecture Net Effect

Throughput Peaks early then declines: Scales effectively with more Hybrid achieves 30-60% higher
98 — 70 tasks/hour from 2 to 6 shulttles: peaks at 128 throughput in large layouts; up
shuttles due to congestion. tasks/hour (5 shuttles), re- to +52 tasks/hour (+90%) in ex-

mains high at 6. treme cases.

Scalability Throughput halves from 152 Throughput declines more Hybrid scales reliably without
to 77 tasks/hour when scaling gradually: 186 to 109 saturation; avoids bottlenecks
from 10x10 to 25x25 (3 shut- tasks/hour; performs  well seen in centralized control.
tles); limited by coordination even in large systems.
bottlenecks.

Operational Normalized throughput drops Declines from 8.6 to 1.7 Hybrid maintains up to +68%

Efficiency from 8.1 to 1.1 tasks/hour/unit tasks/hour/unit distance, but higher movement efficiency in
distance as congestion in- more gradually; efficient routing dense scenarios; less wasted
creases; efficiency loss due to reduces waste. motion.
idle travel.

Robustness IQR: 7.4-8.0 tasks/hour; CV: IQR: 6.8-7.1 tasks/hour; CV: Similar central variability, but
2.7-6.0%; 1-2 outliers per sce- 2.2-2.8%; no outliers across all hybrid eliminates outliers and
nario with 3+ shuttles, some < cases. reduces CV by up to 3%.

90 tasks/hour.
Behavioral Centralized FIFO leads to se- Agents negotiate path access Hybrid enables adaptive, scal-
Insights quential aisle use, blocking, and reroute dynamically, dis- able coordination aligned with

and frequent deadlocks with 3+
shuttles.

persing congestion before

deadlocks emerge.

14.0 principles; hierarchical con-
trol becomes rigid under load.
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8.7. Discussion

This section discusses the findings by interpreting the results and their broader relevance while also
addressing the main limitations of the study.

8.7.1. Interpretation of Results

The simulation experiments clearly show that the choice of control architecture has a major impact on
SBSRS performance. Across all scenarios the hybrid MAS architecture consistently outperforms the
hierarchical baseline although the reasons for these gains differ across the various KPls.

For throughput, hierarchical control peaks at low shuttle counts and quickly levels off. This comes
from its centralized scheduling approach where global path reservations and sequential task assign-
ment create bottlenecks once multiple shuttles compete for resources. After a certain point adding
more shuttles no longer increases capacity since congestion and blocking dominate system behavior.
In contrast, hybrid control continues to benefit from additional shuttles. Local routing and distributed
task allocation allow shuttles to operate in parallel, which explains why throughput keeps improving up
to five or six shuttles before stabilizing [49].

When scaling system size both architectures show reduced performance due to longer travel dis-
tances but the drop is steeper in the hierarchical model. Centralized coordination struggles with the
growing complexity of larger networks where global planning becomes rigid and prone to bottlenecks.
Hybrid control sustains higher throughput at all sizes even though absolute performance still decreases
in bigger systems. This means hybrid scalability comes not from avoiding performance loss completely
but from keeping throughput at a consistently higher level as warehouses grow [69].

Operational efficiency highlights another difference. Hierarchical control suffers from wasted travel
and idle time as shuttles often wait for entire path reservations to clear. This inefficiency grows in larger
and denser systems where more shuttles compete for limited cross-aisle capacity. Hybrid control re-
duces this wasted effort by letting shuttles adapt their routes to local conditions and share workload
more effectively. As a result shuttle movements translate more directly into productive work explaining
the clear efficiency advantage seen in the normalized throughput results [69].

Robustness further illustrates the stability of hybrid performance. While both models show similar
central spreads, the hierarchical system often produces outliers including runs with much lower through-
put due to congestion spirals or poor task—shuttle matches. Hybrid control avoids these low-performing
cases and keeps variability lower overall leading to more predictable system output. In practice, this
reliability is as important as high average performance since industrial operations depend on stability
and worst-case guarantees [59].

Two broader observations also stand out. First, in small and simple systems with only a few shut-
tles, the performance differences between hierarchical and hybrid control remain limited. This suggests
that centralized control may still be suitable in low-demand settings while the benefits of hybrid control
become more important as systems scale in size and complexity. Second, the higher movement effi-
ciency of hybrid control points to possible long-term benefits such as lower energy consumption and
reduced mechanical wear. These factors were not modeled directly but they indicate advantages that
go beyond throughput alone.

Overall, the results show that the performance gap between hierarchical and hybrid control is not
caused by isolated factors but by fundamental architectural differences. Hierarchical control is limited
by its centralized nature which restricts scalability, increases inefficiency and exposes the system to
variability under load. Hybrid MAS, by contrast, uses distributed autonomy and local coordination to
maintain throughput, efficiency and stability across a wide range of conditions. This makes hybrid ar-
chitectures better suited to the dynamic and high-throughput demands of modern SBSRS and aligns
them closely with the goals of 14.0.

While the performance advantages of hybrid MAS are clear across all tested scenarios, the extent



8.7. Discussion 83

to which these results can be generalized must be considered carefully. The results apply most di-
rectly to SBSRS with layouts, task patterns and operating rules similar to those modeled here. Still, the
architectural mechanisms driving the differences between hybrid and hierarchical control like conges-
tion management, distributed decision-making and robustness are not unique to the simulated system.
These are structural properties of control architectures that would influence performance in a wide
range of SBSRS configurations.

This means that even though the exact throughput values may vary with different warehouse geome-
tries, demand profiles or multi-level system designs, the relative trends are likely to remain the same.
Hierarchical control struggles with scalability and variability while hybrid maintains higher throughput,
efficiency and stability. The generalizability of the findings is therefore rooted less in the specific case
parameters and more in the demonstration of how architectural design fundamentally shapes perfor-
mance dynamics across scales. In that sense, this study provides insights that extend beyond the
particular system modeled offering lessons applicable to other SBSRS layouts and, more broadly, to
automated material-handling systems that rely on fleets of cooperating vehicles.

8.7.2. Limitations

While this simulation-based comparison provides robust evidence on the performance of hierarchical
and hybrid MAS architectures, the following limitations should be considered. Where possible the
expected impact or rationale is discussed.

Model and Experimental Simplifications
+ ldealized Operation: The model assumes flawless operations: no equipment failures, no task
interruptions and perfect shuttle execution. Real-world disturbances such as breakdowns, delays
or cancellations were not included. This simplification was made to isolate architectural effects
under controlled conditions. It may overestimate throughput and hide some operational bottle-
necks. Importantly, literature suggests that hybrid MAS would perform even better in disturbed
conditions as distributed control is naturally more fault-tolerant [59].

» Simplified Shuttle Dynamics: Shuttle movements are modeled using fixed travel times without
acceleration, deceleration or turning delays. While this reduces realism, it ensures that results
reflect only the effect of control logic rather than physical motion detail. In real systems more
detailed dynamics could influence congestion patterns but relative differences between architec-
tures are unlikely to change. Simplification also improves computational efficiency.

» Single-Level System: Only a single-level SBSRS was modeled without lifts or vertical transfers.
This restriction reflects common real-world implementations but excludes scenarios where multi-
level coordination is critical. In such systems hybrid MAS is likely to have an even stronger
advantage due to its ability to coordinate multiple agent types (e.g., shuttles and lifts).

Control Logic and Communication
» Perfect Communication: All agent communication is assumed to be instantaneous and error-
free. In practice, network latency or message loss could affect coordination especially in large
distributed systems. While this might reduce hybrid responsiveness under heavy network load,
practical mitigation strategies (e.g., local fallback rules) exist. The assumption was made to avoid
technology-specific bias and focus on core architectural differences.

» Abstracted Control Logic: The hierarchical and hybrid MAS models are conceptual rather than
industrial implementations. The hierarchical system is based on simplified industrial practices
(e.g., Vanderlande’s ADAPTO), while the hybrid is built on frameworks from literature. This ab-
straction excludes low-level detail but ensures transparency and fair comparison between the two
models.

Validation, Generalizability, and Scope
* No Real-World Validation: The models were not calibrated or validated with operational SBSRS
data which limits external validity. Results should therefore be seen as conceptual insights, not
deployment-ready recommendations. Calibration against industrial data or development of a
digital twin would be logical next steps.
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* No Cost-Benefit Analysis: The study focuses only on technical KPIs (throughput, efficiency,
scalability, robustness). It does not assess costs. In practice, hybrid MAS may involve additional
expenses (hardware, integration, agent programming). For adoption, these must be justified by
sufficient performance gains.

» Limited System Layouts: The scenarios reflect a specific SBSRS configuration (single cross-
aisle, tier-captive). Other layouts, traffic rules or load policies may lead to different outcomes.
The findings are therefore most relevant to systems with similar characteristics.

« Statistical and Computational Limits: Run lengths and replication counts were set to balance
statistical validity with computational feasibility. While sufficient for robust results, rare or extreme
behaviors (e.g., very high congestion) may not have been fully captured.

In summary, while the findings provide reliable comparative insights, they cannot be generalized
to all SBSRS designs or directly applied to industry without further validation. Most simplifications
were deliberate choices to keep the comparison fair and computationally feasible. Future work should
address these limitations to better connect conceptual results with practical applications.



Conclusion & Recommendations

This study set out to answer the main research question: What is the impact of control architectures on
the operational performance of a Shuttle-Based Storage and Retrieval System? To address this, a com-
parative simulation study was conducted using a simplified case of the Vanderlande ADAPTO system.
The two control architectures were designed and implemented in a combined DES-ABM framework: a
conventional hierarchical model and an 14.0-inspired hybrid control architecture. Both were tested and
compared across a wide range of warehouse sizes and shuttle densities. System performance was
evaluated based on four key performance indicators: throughput, efficiency, scalability and robustness.

The simulation results demonstrate that control architecture selection strongly affects SBSRS per-
formance. The hybrid model consistently outperforms the hierarchical architecture across all perfor-
mance metrics and scenarios. The performance gap was most pronounced in large-scale environments
operating with a high number of concurrent shuttles. The main findings can be summarized as follows:

» Throughput: Up to 90% higher in large-scale, high-density systems; 30-60% higher in mid-sized
configurations; up to 36% higher under optimal comparable conditions.

+ Efficiency: Up to 68% improvement in normalized throughput (tasks per distance unit).

 Scalability: Sustained or improving performance as system size and shuttle count increased,
unlike hierarchical control which often degraded beyond two or three shuttles.

» Robustness: Significantly lower variance across replications, with hybrid control eliminating the
low-outlier runs seen under centralized coordination.

In conclusion, this research shows that the way control is structured in an SBSRS has a significant
impact on its operational performance. Using an ADAPTO-inspired case study, the results demonstrate
that the hybrid model is more scalable, more efficient and more robust. The performance gap is most
evident in large and highly dynamic systems where hierarchical control struggled with congestion and
coordination demands. Hybrid MAS control provides a viable and future-proof alternative that not only
improves performance but also supports the integration of Industry 4.0 technologies such as local au-
tonomy, intelligent routing and real-time communication. The key takeaway from this work is therefore
the following: the control architecture itself is a critical design decision in SBSRS and hybrid control
architectures offer a clear technical advantage and a strong basis for future 14.0 integration.

9.1. Contribution

This research makes several contributions to both theory and practice. On the academic side, it ad-
dresses two main gaps in existing literature. First, there are very few studies that directly compare
different control architectures in SBSRS. Second, current SBSRS research rarely includes core In-
dustry 4.0 concepts such as local autonomy and agent-based coordination [49, 19]. Although these
ideas have been discussed in broader logistics research, there has not been a systematic, quantitative
comparison within the context of SBSRS. This thesis tackles that gap by using simulation to compare
hierarchical and hybrid control architectures, and by showing how control structure affects four sys-
tem performance metrics, throughput, scalability, efficiency and robustness across different system
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sizes and shuttle densities. In doing so, it strengthens understanding of how control architectures in-
fluence the operational behavior of SBSRS and provides a quantitative, simulation-based comparison
of hierarchical and hybrid MAS in this context. More broadly, the results support and extend existing
expectations in the literature, showing that centralized control has clear limitations and that partial local
agent autonomy can improve performance in dynamic material handling systems.

From a practical point of view, the results offer useful guidance for warehouse designers and au-
tomation engineers. The findings show that hybrid MAS control can deliver clear improvements in
throughput especially in large or high-density systems where centralized control becomes a bottle-
neck. By focusing on shuttle-level autonomy and combining it with supervisory control, the proposed
hybrid architecture can also be applied in real-world SBSRS without the need to completely rebuild the
existing system architecture.

9.2. Recommendations for Future Work

Future research should extend the model and its scope. In particular, the simulation could be expanded
to include multi-level SBSRS layouts with vertical lifts, buffering zones and more complex routing layers.
The literature suggests that these system extensions could even increase the benefits of distributed
control, since agent-based approaches are better suited to managing interdependent tasks and coordi-
nating both horizontal and vertical movements. Another useful direction would be to include stochastic
elements, such as equipment failures, communication delays and task interruptions in order to test how
well the hybrid MAS performs under imperfect conditions. Earlier studies have shown that agent-based
systems often outperform centralized control in the presence of disturbances, so it is likely that the ad-
vantages of the hybrid architecture would be even more pronounced in such cases.

Another important direction for future work is to further develop the hybrid MAS architecture so that
it can fully support the integration of Industry 4.0 technologies. One of the goals of this research was
not only to improve performance but also to prepare the SBSRS control architecture for 14.0 capabili-
ties. The current hybrid model provides this foundation and opens doors for additional 14.0 integration.
Future research could therefore focus on optimizing the hybrid architecture for example by exploring
advanced agent collaboration mechanisms, dynamic negotiation protocols and the impact of commu-
nication delays or network imperfections. In addition, Al and machine-learning techniques could be
used to support features such as adaptive path planning, real-time learning and dynamic task alloca-
tion. These additions would improve the responsiveness and flexibility of the system and would help
the architecture to achieve full 14.0 potential, one in which shuttles act as smart, interconnected agents
capable of learning and adapting in real time.

Next to scope extension and 14.0 integration, there are other recommendations to build on this
research. Empirical validation of the hybrid MAS approach is recommended, either through detailed
full-system simulations or phased pilot implementations in controlled environments. This would help
bridge the gap between conceptual findings and industrial application. Next to that, it would be valu-
able to assess the technical feasibility of deploying such architectures by examining the mechanical
and digital capabilities required of shuttle agents. This includes real-time positioning, onboard sensing,
RFID-based task identification and communication via loT infrastructure, all of which are essential for
operationalizing the distributed decision-making demonstrated in this study.

Next to technical performance, future studies should also include a comprehensive cost-benefit
analysis that evaluates capital expenditures, operational expenses and return on investment. This
is particularly important for industrial stakeholders (such as Vanderlande Industries) as the ultimate
objective of any automated system is not only to perform well but to do so in a cost-efficient way.
While this study demonstrates the technical value of hybrid control, the economic value still needs
to be assessed. Determining whether the technical gains are large enough to justify the additional
complexity required for hybrid control would be highly relevant for any future industrial application.
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Abstract— Industry 4.0 technologies have the potential to transform logistics by enabling smarter, more au-
tonomous warehouse systems. However, Shuttle-Based Storage and Retrieval Systems (SBSRS) still rely largely
on centralized or hierarchical control architectures, limiting their adaptability, scalability and responsiveness.
While existing research has focused on optimizing control policies within these conventional frameworks, the
architectural layer itself remains underexplored. This study investigates the impact of control architectures
on SBSRS performance by comparing a conventional hierarchical model with a hybrid control architecture
that introduces local autonomy and inter-shuttle communication. A hybrid Discrete-Event and Agent-Based
Simulation model was developed to evaluate both architectures, using a tier-captive SBSRS inspired by Vander-
lande’s ADAPTO system. System Performance was assessed under varying system sizes and shuttle densities
using throughput, normalized efficiency, scalability and robustness as key performance indicators. The results
show that the hybrid architecture consistently outperforms the centralized approach in throughput, especially
in large scale system, with up to 36% throughput gain, up to 68% efficiency gain (normalized throughput),
improved scalability and reduced variability. These findings suggest that hybrid control offers a promising path
for designing adaptive, Industry 4.0-ready SBSRS. The study contributes a conceptual design and simulation-
based comparison to guide future control architecture development.

Keywords—Shuttle-Based Storage and Retrieval Systems (SBSRS), control architectures, Industry 4.0 (I4.0),
Multi-Agent Systems (MAS), hybrid control, simulation, smart warehousing

I. INTRODUCTION

The growing demand for high-speed, high-volume order ful-
fillment has positioned warehouses as critical nodes in modern
supply chains. Shuttle-Based Storage and Retrieval Systems
(SBSRS), a type of automated warehousing technology, are
widely used for their ability to deliver high throughput and
space efficiency. These systems rely on fleets of autonomous
shuttles operating on fixed rails to perform storage and re-
trieval tasks in parallel. This makes them ideal for dynamic
environments such as e-commerce fulfillment centers and au-
tomated warehouses [1]. SBSRS rely on simultaneous shuttle
operations, making the system’s control architecture a key de-
terminant of overall performance, particularly in coordinating
resources and in handling congestion.

Conventionally, control systems in SBSRS rely on central-
ized or hierarchical architectures, where a central or higher-
level control unit dictates, among others, task assignments,
path planning and congestion resolution. While such designs
facilitate global optimization, they create performance bottle-
necks, limit responsiveness and pose risks of single-point failure
[6, 12]. In large-scale systems these limitations can signifi-
cantly degrade performance due to the system’s dynamic na-
ture, parallelism and the need for responsive decision-making
across multiple shuttles [17, 15].

As warehousing systems evolve under Industry 4.0 (I14.0),
these architectural limitations become increasingly evident.
I4.0 technologies such as the Internet of Things (IoT), Arti-
ficial Intelligence (AI) and Cyber-Physical Systems (CPS) in-
troduce key capabilities including distributed control, real-time
communication and local autonomy. These capabilities con-
flict with the rigid, top-down nature of conventional SBSRS
control. Integrating 14.0 capabilities into SBSRS could unlock
greater responsiveness and adaptability and can transform the
storage and retrieval operations from static, top-down systems
into adaptive, intelligent environments [21].

Within the field of SBSRS existing research on system im-
provement has focused on optimizing control policies within
existing centralized or hierarchical frameworks, the architec-
tural layer itself remains underexplored [11, 14]. As a result,
there is limited understanding of how architectural redesign
especially toward distributed and agent-based paradigms can
affect SBSRS performance.

This paper addresses this gap by evaluating how different
control architectures impact SBSRS performance in environ-
ments enabled by Industry 4.0 conditions. The research is
guided by the following question: What is the impact of control
architectures on the operational performance of a Shuttle-Based
Storage and Retrieval System?



The key contributions of this work are as follows. First, it
presents a conceptual and operational design of two contrasting
SBSRS control architectures: a centralized hierarchical model
and a hybrid model using MAS technology. Second, a DES-
ABM simulation framework was developed to support both
distributed agent-based logic and traditional centralized con-
trol, enabling direct comparison within a unified environment.
Third, the study conducts a systematic performance evalua-
tion across varying system sizes and shuttle densities using key
KPIs including throughput, normalized efficiency, scalability
and robustness. Fourth, it provides quantitative evidence that
hybrid MAS control improves throughput by up to 36% and ef-
ficiency by up to 68% in large-scale settings and exhibits higher
scalability and robustness. Finally, the work offers a practical
foundation for incorporating Industry 4.0 principles like auton-
omy, coordination and adaptability into future SBSRS control
designs.

This study focuses on the shuttle agent, as shuttle coordina-
tion is central to SBSRS performance and congestion dynamics.
The system abstraction is based on a tier-captive SBSRS in-
spired by Vanderlande’s ADAPTO system. By concentrating
on a single-level layout and excluding lifts, buffers and failure
events, the simulation isolates architectural effects and enables
targeted evaluation of control logic.

II. BACKGROUND

This section outlines the system context, control architec-
ture designs and relevant research on SBSRS, forming the foun-
dation for the study’s architectural focus.

A. SBSRS System Analysis

Shuttle-Based Storage and Retrieval Systems are commonly
used in high-throughput environments such as those in retail,
e-commerce and manufacturing. These systems consist of mod-
ular racks, tier-captive shuttles that travel along fixed rails and
vertical lifts to support vertical movement. SBSRS provide ex-
cellent scalability and space utilization through their ability to
operate multiple shuttles in parallel on different tiers [8].

The performance of SBSRS depends not only on their me-
chanical configuration but also on their control logic and archi-
tecture. Typical control functions include storage assignment,
task allocation, routing, deadlock prevention and congestion
handling. According to current academic and industrial de-
signs these functions predominantly rely on centralized or hi-
erarchical control architectures [6], where a Warehouse Con-
trol System (WCS) or higher-level controller issues top-down
instructions to shuttle agents and manages global coordination
[12, 17, 15]. The shuttles themselves are passive executors,
lacking any form of local intelligence.

The analysis revealed that SBSRS systems generally oper-
ate effectively under static and controlled conditions but expe-
rience significant challenges in more dynamic, large-scale and
high-throughput environments. These challenges are partic-
ularly evident in congestion at shared resources, inflexibility
in task allocation and coordination inefficiencies across agents
and zones. Importantly, these limitations stem not merely from
control policies but from the architectural design of SBSRS
control systems.

At the same time, the rise of Industry 4.0 introduces a shift
in warehouse design and control. 14.0 is characterized by tech-
nologies like CPS, IoT and AI, which enable real-time data
sharing, distributed coordination and local decision-making
[21, 7]. The system analysis showed that current SBSRS con-
trol architectures fail to align with these capabilities.

To guide this architectural transition, this study identifies
five key improvement needs (IN1-IN5) for next-generation SB-
SRS, based on both literature and system-level analysis: (IN1)
Distributed and autonomous decision-making; (IN2) Adaptive
traffic and resource management; (IN3) Enhanced inter-agent
coordination; (IN4) Modular and scalable system architecture;
(IN5) Industry 4.0 readiness. These improvement needs serve
as design requirements for evaluating and developing future
control architectures.

This study uses Multi-Agent Systems (MAS) as a modeling
framework to implement alternative control architectures that
directly address the identified improvement needs. This agent
framework provide a formal method for modeling systems com-
posed of autonomous agents, entities that perceive their envi-
ronment, make local decisions and interact with other agents
or with centralized components [22]. Each agent operates in-
dependently yet contributes to system-level objectives through
communication and coordination. In the context of SBSRS,
MAS allow shuttles and other material handling units to act
as intelligent agents capable of local routing, dynamic resource
negotiation and local conflict resolution.

MAS is used in this study as a modeling paradigm to sup-
port the implementation of alternative control architectures for
SBSRS. MAS allow the system to be represented as a collec-
tion of autonomous, interacting agents that can make local
decisions and collaborate to achieve global objectives. This
makes MAS particularly well suited to dynamic warehouse en-
vironments where modularity, responsiveness and distributed
control are essential. Importantly, MAS is a modeling approach
that offers the structural flexibility to implement a range of ar-
chitectures by varying communication, authority and decision-
making structures among agents. This makes it well-suited to
design and compare SBSRS control strategies that address all
five improvement needs.

B.  Control Architectures in SBSRS

Control architecture refers to the distribution of decision-
making authority and coordination mechanisms within a sys-
tem. In the context of SBSRS, it determines how control re-
sponsibilities, including task assignment, routing and resource
allocation, are distributed across system components. The
structure of these interactions significantly impacts the sys-
tem’s performance. This section reviews the main control ar-
chitectures that can be implemented using a MAS framework
while integrating findings from both SBSRS-specific and re-
lated logistics literature.

The literature distinguishes four main MAS-based control
architectures [11]:

1.  Centralized Control Architectures

Centralized architectures rely on a single global controller,
typically implemented as a Warehouse Control System (WCS),



to manage all decision-making in the system. Tasks are as-
signed top-down with all system components acting as passive
executors. Most SBSRS studies follow this paradigm especially
those that use heuristic or optimization-based models for shut-
tle routing and task sequencing.

For example, Carlo and Vis (2012) model a tier-captive
SBSRS and demonstrate throughput improvements through
heuristic scheduling of lifts, while Wang et al. (2015) propose
a genetic algorithm for optimizing shuttle task assignment in
multi-tier systems [2, 19]. Yang et al. (2015) integrates storage
assignment with dynamic retrieval sequencing in a centralized
control scheme [23]. These studies provide high-performance
solutions for static or moderately dynamic systems but retain
a strictly centralized control structure where shuttles remain
passive executors.

2. Hierarchical Control Architectures

Hierarchical architectures introduce multiple layers of con-
trol (e.g., WMS — WCS — shuttles) each managing a specific
subsystem or abstraction level. This decomposition improves
scalability and task specialization but still relies on a top-down
command flow. Shuttles and lifts typically remain reactive
components, executing decisions made at higher levels.

Wang et al. (2016) and Cheng et al. (2023) implement
hierarchical queuing and scheduling schemes for shuttle and
lift operations, aligning with the architecture this study’s use
case ADAPTO [18, 13]. Although coordination occurs within
subsystems (e.g., across all shuttles), individual components
remain passive and lack autonomy. The architecture is struc-
tured but inflexible when facing dynamic conditions or shared-
resource contention.

3. Distributed Control Architectures

Distributed control eliminates central authority and allows
each agent (e.g., shuttle) to make local decisions based on its
perception and peer interactions. This architecture provides
high robustness and responsiveness, especially in dynamic en-
However, distributed systems may lack system-
wide coherence if coordination mechanisms are not carefully
designed.

vironments.

In the SBSRS domain, fully distributed implementations
are rare. Related studies in the broader logistics field offer
some insights. For example, Turhanlar et al. (2022) present a
distributed control framework for an aisle-changing AMR sys-
tem that uses IoT-based inter-agent communication for colli-

sion and deadlock avoidance [4]. Although not SBSRS-specific,
this model closely resembles the dynamics of tier-captive SB-
SRS operations and highlights the potential for local agent ne-
gotiation. However, the study does not address centralized
oversight or system-wide performance metrics.

4. Hybrid Control Architectures

Hybrid architectures combine centralized and distributed
decision-making. A high-level controller ensures system-level
goal (e.g. throughput or fairness) while autonomous agents
make local decisions for routing or conflict resolution. This lay-
ered approach aims to capture the advantages of both global
coordination and local adaptability.

In logistics, hybrid architectures are increasingly applied
but in SBSRS they remain relatively underexplored. Ekren
et al. (2023) investigate a hybrid model for tier-to-tier, aisle-
captive SBSRS, where one aisle-captive shuttle and one lift co-
ordinate to synchronize tasks [3]. This is a meaningful architec-
tural contribution but it addresses only a limited scope of agent
autonomy and does not generalize to fully hybrid system-wide
control. Another promising hybrid implementation is reported
by Fan et al. (2025) who integrate real-time multi-agent path
finding into a hierarchical control structure for a large-scale,
grid-based SBSRS [5]. The study claims a 31.8% through-
put improvement but the full methodology and results are not
yet publicly available. Also the the system differs fundamen-
tally from tier-captive SBSRS: it features 3D shuttle movement
across a grid, rather than horizontal shuttle movement and ver-
tical lift transport. The results are not directly transferable to
the control challenges studied in this paper, however the study
is conceptually relevant as evidence of MAS-based decision-
making in storage systems.

Key Insights from Literature

A review of seventeen studies on SBSRS control architec-
tures highlights four key observations. First, centralized and
hierarchical architectures remain the dominant approach in
both industrial systems and academic research. Second, these
models consistently exhibit top-down control, passive shuttle
behavior and global optimization as core traits. Third, al-
though hybrid and distributed control architectures are in-
creasingly explored in related domains such as AGVs and
AMRs, their application to SBSRS remains limited. Fourth,
and most critically, no comparative studies currently evaluate
the performance of different control architectures in SBSRS,
despite the architectural limitations identified in Section II.A.

TABLE I: COMPARISON OF CONTROL ARCHITECTURES FOR SBSRS AND OTHER MATERIAL HANDLING SYSTEMS

Architecture Decision Level Main Advantages Main Limitations

Centralized Global (WCS) Global optimization, full system vis- Limited scalability,  bottlenecks,
ibility single-point failure risk

Hierarchical Layered Structured control with some delega- Still rigid, slow adaptation to dy-

(WMS — WCS — Shuttle) tion namic changes

Distributed Local (per shuttle or unit) High modularity, responsiveness, Weak global coordination, local con-
fault tolerance flicts possible

Hybrid Mixed (local + global) Combines flexibility and global goals; Complex integration, coordination

scalable

tuning needed




Table I provides a comparative overview of these control
architectures with its strengths and limitations in the context
of SBSRS.

Rationale for Hybrid Control Architecture

Hybrid MAS control architectures emerge as a particularly
promising solution for SBSRS, combining centralized oversight
with distributed agent-level autonomy for localized responsive-
ness.

Hybrid architectures are well equipped to meet all five im-
provement needs (IN1-IN5) identified in Section II.A. They al-
low distributed and autonomous decision-making (IN1) by em-
powering shuttles to plan and execute routes independently.
They support adaptive traffic and resource management (IN2)
through real-time reactions to local congestion or task de-
lays. Through agent-level communication and conflict reso-
lution protocols, they fulfill the need for inter-agent coordina-
tion (IN3). Furthermore, hybrid MAS models support mod-
ular scalability (IN4), additional shuttles or layout extensions
can be integrated without redesigning the entire control sys-
tem. Finally, their compatibility with local data exchange and
intelligent edge control aligns naturally with Industry 4.0 in-
teroperability (IN5).

An additional benefit of hybrid MAS is its incremental de-
ployability. Shuttle-level autonomy can be added to existing
systems like Vanderlande’s ADAPTO without changing the
overall control architecture. This makes it possible to improve
responsiveness and flexibility by enhancing only the shuttle be-
havior without redesigning the full system.

III. METHODOLOGY

This section presents the methodological framework used
to design, test, evaluate and compare two control architectures
for SBSRS: a hierarchical baseline and an 14.0-inspired hybrid
model. It outlines the architectural concepts, conceptual de-
signs, simulation implementation and experimental setup.

A.  Conceptual Control Architectures and Oper-
ational Design

The two control architectures follow the same task life-
cycle, task generation, task assignment, routing, item trans-
fer and completion, they differ fundamentally in how decisions
are distributed and executed. The conceptual design of the hy-
brid model is guided by five design objectives, derived from the
SBSRS improvement needs. To clarify scope, this conceptual
model focuses exclusively on shuttle operations. Other agents
like vertical lifts and P&D-conveyors are abstracted to isolate
the architectural effects on shuttle coordination.

In the hierarchical architecture all decision-making resides
in a central controller, consistent with traditional Warehouse
Control Systems. This controller continuously monitors sys-
tem state, assigns tasks to idle shuttles, computes fixed paths
using Dijkstra’s algorithm and reserves all required nodes via
resource objects. Cross-aisle access is regulated using a global
fairness queue with “safe zones” to isolate blocked paths and
avoid deadlock. Shuttles are passive units that follow com-
mands without embedded intelligence.

This structure is visualized in Figure I, which illustrates the
strict top-down control flow typical of hierarchical systems.
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FI1GURE I: CONCEPTUAL DESIGN OF HIERARCHICAL CONTROL
STRUCTURE WITH HIGHER-LEVEL COORDINATION

In contrast, the hybrid architecture distributes control
by equipping shuttles with local sensing, communication and
decision-making capabilities. Each shuttle functions as an au-
tonomous agent that evaluates incoming tasks using a utility
function balancing distance, congestion and urgency. Tasks
are selected through a peer-to-peer exchange protocol rather
than top-down assignment. Agents compute routes dynami-
cally based on real-time network state and congestion levels.
For shared infrastructure such as cross-aisles, agents coordi-
nate using message-passing and token-based fairness negoti-
ation. For example, when multiple agents approach a shared
aisle, they exchange state information and agree on entry order.
If wait thresholds are exceeded agents reroute autonomously
enabling localized deadlock avoidance and improved flow re-
silience.

This structure is depicted in Figure II showing agent-to-
agent communication alongside a lightweight supervisory layer.
The central controller maintains global task visibility and high-
level throughput monitoring but no longer controls operational
details.
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FIGURE II: CONCEPTUAL DESIGN HYBRID CONTROL STRUC-
TURE WITH AGENT AUTONOMY AND COORDINATION

The operational control logic of both hierarchical and hy-
brid MAS architectures is defined through five core decision-
making components which include task generation, task selec-
tion, routing, conflict handling and communication. The de-
gree of control distribution and agent autonomy in each com-
ponent affects the system’s responsiveness and scalability to-
gether with its alignment to Industry 4.0 principles. Table II
provides a high-level summary operational differences, includ-
ing how decision-making responsibilities are distributed across
the two architectures.



TABLE II: COMPARISON OF DECISION LOGIC IN HIERARCHICAL VS. HYBRID CONTROL ARCHITECTURES

Feature Hierarchical Architecture

Hybrid Architecture

Shuttle Autonomy
mands

Communication
munication
Decision-Making
controller

Task Generation
system view

Task Assignment
(e.g., FCFS)
Routing
path execution

Conflict Resolution
solve conflicts

Safety Constraint
vent deadlocks

None; shuttles passively execute top-down com-
Top-down only (WCS to shuttle); no peer com-
Centralized: all logic handled by higher-level
Centralized; WCS assigns tasks based on global
Central controller assigns tasks using fixed rules
Fixed route pre-computed by controller; static
Static central rules; controller intervenes to re-

One-shuttle-per-aisle enforced globally to pre-

Partial; shuttles operate as autonomous agents
with local decision-making and perception

Distributed; includes vertical communication (con-
trol center to agent) and peer-to-peer messaging

Hybrid (Mixed): centralized task generation;
distributed decision-making by shuttle agents

Centralized; same task source, but tasks are acces-
sible to agents for selection

Distributed task selection based on agent utility
functions (distance, load, wait time)

Dynamic and locally adaptive routing based on live
network state

Local negotiation protocols and rerouting strate-
gies used by agents

Agents maintain local safe distances; allow higher
throughput through finer control

B.  Modeling Approach

A hybrid simulation approach was employed, combining
Discrete-Event Simulation (DES) and Agent-Based Modeling
(ABM) to accurately represent the dynamics of SBSRS un-
der different control architectures. This methodological choice
was guided by a structured literature review and multi-criteria
decision-making (MCDM) process, which assessed common
modeling paradigms in SBSRS research against system char-
acteristics such as event-driven operations, agent autonomy,
stochastic task flows and dynamic routing behavior. The anal-
ysis confirmed that no single modeling method is sufficient to
capture the full complexity of SBSRS; instead, a hybrid DES-
ABM approach provides the most accurate and flexible repre-
sentation.

Discrete-Event Simulation was used to model the system’s
operational flow, including queuing behavior, task generation,
movement scheduling and node-level resource constraints. DES
provides a structured, time-accurate foundation for modeling
process-level events in SBSRS and is essential for evaluating
system-level key performance indicators such as throughput
and shuttle utilization.

Agent-Based Modeling complements DES by enabling the
modeling of distributed behavior and inter-agent coordination.
Each shuttle is implemented as an autonomous agent run-
ning an internal decision loop within the event-driven DES
framework. This allows the agents to dynamically evaluate
tasks, plan paths and resolve conflicts in real time based on
local environmental information. ABM is especially critical for
representing the hybrid MAS control architecture, as it cap-
tures emergent behavior arising from local interactions and
supports distributed negotiation mechanisms required for con-
gestion management and cross-aisle coordination.

This combination enables the simultaneous modeling of
centralized logic (as in the hierarchical architecture) and dis-
tributed, autonomous behavior (as in the hybrid architecture)
within a consistent environment. The approach offers the flex-

ibility to compare both control strategies under identical phys-
ical conditions and operational scenarios.

C.  Simulation Model and Implementation

The simulation model was developed in Python using
SimPy for discrete-event process modeling and NetworkX for
representing the system layout as a directed graph. The layout
is based on a simplified, single-level instance of Vanderlande’s
ADAPTO system: several bidirectional storage aisles are per-
pendicularly connected to a shared front cross-aisle, which links
to inbound and outbound lift interfaces as well as a designated
safe zone. The safe zone functions as an isolated parking area
where shuttles can temporarily wait or reroute in case of con-
gestion or deadlock, without blocking the main operational net-
work.

The simulation model is structured to separate general sys-
tem elements from architecture-specific control logic. It cap-
tures a shared physical environment, a common shuttle be-
havior framework and centralized task generation, all of which
remain consistent across experiments. While the physical sys-
tem and agent framework remain fixed, architectural differ-
ences manifest in how and by who control functions are im-
plemented, specifically task assignment, path planning, coor-
dination and safety management. This modularity allows the
general components to be used across experiments, ensuring
consistent conditions when comparing the two control archi-
tectures.

The general system components can be grouped into four
elements: the racking structure, resource constraints, task gen-
eration and shuttle behavior. The SBSRS layout, the racking
structure, is encoded as a directed graph where nodes represent
physical positions (storage slots, intersections or entry/exit
points) and edges define valid shuttle movements. All edges
are equally weighted to reflect fixed travel time between nodes.
To prevent shuttle collisions each node is coded a resource of
capacity one. The type of resource-locking differs by control ar-



chitecture: the hybrid MAS model uses fine-grained node-level
locks, whereas the hierarchical model enforces a one-shuttle-
per-aisle constraint through coarse-grained zone locking, con-
sistent with the real-world ADAPTO system.

Tasks are centrally generated with a fixed 50/50 chance
between storage and retrieval to maintain a steady state. In
the hierarchical model they enter a central FIFO queue; in the
hybrid MAS model they populate a shared pool (max. four
per type). Both buffers are kept full to ensure uninterrupted
operation. All agents follow a common behavioral state-chart
comprising the following sequence: idle — task selection —
routing and movement (incl. waiting and deadlock resolution)
— item handling — completion — idle. This forms the foun-
dation for both control architectures, with architecture-specific
logic injected at the task selection, routing and coordination
stages.

In the hierarchical architecture, a central controller orches-
trates the full task life cycle. It monitors idle shuttles and a
FIFO task queue, assigns tasks based on global distance heuris-
tics and computes full routes using Dijkstra’s algorithm. All
nodes along the selected path are locked in advance through
pessimistic reservation to ensure collision-free execution. The
controller manages cross-aisle access through a fairness mech-
anism and proactively monitors for deadlock by detecting im-
mobile shuttles. If a shuttle is blocked on the cross-aisle for
longer than a set threshold it is rerouted to the safe zone. Com-
munication is strictly unidirectional with the controller issuing
commands to passive shuttle agents that execute them without
local adaptation.

In contrast, the hybrid MAS architecture distributes
decision-making across autonomous shuttle agents. Tasks are
selected by idle agents from a shared task pool using a utility-
based evaluation function:

Uij = — (O‘ S e e oy wi) (1)

()

where di?ute is the shortest distance from shuttle 7 to the

start location of task j, cfjmdicmd is the estimated congestion

along the route and w; is the current waiting time of task j.
The weights «, f and v balance the relative influence of dis-
tance, congestion and task age in the selection process. Agents
compute utility scores in parallel and atomically select the task
with the highest utility ensuring local load balancing and task
differentiation. Path planning is local and adaptive. Agents
forecast their intended paths and write these predictions into
a shared reservation map. Conflicts are resolved dynamically:
shuttles maintain a rolling two-node reservation window and
yield access based on fairness policies such as proximity to
the cross-aisle. If conflicts persist or predicted overlaps ex-
ceed a defined threshold agents initiate rerouting protocols.
This distributed coordination mechanism supports responsive,
congestion-aware routing without the need for centralized in-
tervention.

All agent logic, including task evaluation, conflict reso-
lution and re-routing, is executed as SimPy generator pro-
cesses enabling concurrent and asynchronous decision-making
within the discrete-event simulation framework. Communica-
tion among agents occurs via lightweight message-passing and
shared data structures which preserves simulation efficiency
while enabling real-time coordination.

To isolate the effect of architectural design, the model
assumes ideal operating conditions with no equipment fail-
ures, communication delays or stochastic disturbances. Only
a single-level, tier-captive SBSRS is simulated, excluding lift
coordination and buffering. Tasks are continuously available,
shuttles have homogeneous capabilities and movement occurs
at constant speed with fixed handling times. The system oper-
ates in steady-state with a balanced 50/50 mix of storage and
retrieval tasks. These simplifications provide a scientifically
valid environment for architecture-level comparison while ac-
knowledging that the model does not aim to replicate the full
complexity of real-world ADAPTO systems.

D.  Simulation Setup and Verification

The experimental setup for simulation followed a rigorous
and statistically grounded design to enable a controlled com-
parison between the hierarchical and hybrid MAS architec-
tures. Parameter choices were formed by established methods
in simulation modeling. A warm-up period of 1,200 simulation
seconds was determined using Welch’s method to remove ini-
tialization bias, followed by a run length of 12,000 seconds per
replication based on the rule-of-thumb of 10x warm-up dura-
tion [20, 9]. 40 replications were conducted for each scenario,
selected through convergence testing and the doubling rule to
ensure statistical confidence.

Experimental scenarios varied along two dimensions: sys-
tem size and shuttle density. Increasing the system size (Aisles
x Slots), including 10x10, 15x 15, 20x20 and 25x25 grids, al-
lowed assessment of routing complexity and architectural scal-
ability. Shuttle density was varied by simulating 2 to 6 shuttles
operating concurrently within the system, testing the system’s
ability to handle congestion and coordinate shared-space ac-
cess, particularly within the cross-aisle.

The key performance indicator (KPI) is system through-
put expressed as completed tasks per simulation hour. Ad-
ditional performance indicators included operational efficiency
(throughput per distance traveled), scalability (sensitivity to
layout and shuttle count) and robustness (variance in through-
put across replications). These KPIs align with performance
assessment criteria commonly used in automated logistics sys-
tems literature.

Model correctness was verified through unit testing of shut-
tle behavior, deadlock recovery and path execution. Scenario-
based testing with 1-2 shuttles ensured throughput aligned
with expected theoretical behavior. Traces were manually in-
spected to confirm correct locking, routing and task comple-
tion. Although real-world data from the use case is avail-
able, empirical validation was not pursued as direct compar-
ison would not be meaningful. This study isolates and sim-
plifies shuttle-level logic in a single-tier setup, whereas the ac-
tual ADAPTO system includes vertical lifts, complex schedul-
ing and full-system control integration. Nonetheless, the hi-
erarchical control logic implemented in this study reflects the
principles used in ADAPTO’s shuttle operations and the hy-
brid control model is based on both agent-based literature and
system-specific constraints. Since the objective is to compare
control architectures rather than replicate exact performance,
model verification and consistency with known use case control
behaviors were considered sufficient.



IV. RESULTS AND DISCUSSION

This section presents and interprets the results of the sim-
ulation comparing the performance of hierarchical and hybrid
control architectures.

A.  Throughput

System throughput is the key indicator of SBSRS capacity.
Figure I1I shows how hybrid control improves throughput over
hierarchical control, reported as both percentages and absolute
values. Across all scenarios hybrid outperforms hierarchical. In
a small 10x10 system with two shuttles it completes about 24
more tasks per hour (+15%), while in a 25Xx25 system with six
shuttles the gain exceeds 52 tasks per hour (+90%).
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Two clear trends emerge. First, relative gains grow with
system size, as centralized coordination in hierarchical control
increasingly becomes a bottleneck. Second, the gap widens
further with higher shuttle density: while hierarchical control
suffers from congestion and queuing, hybrid control leverages
distributed decision-making to keep shuttles moving in parallel.
Overall, hybrid architectures not only achieve higher through-
put but also scale better with system size and complexity.

B.  Scalability

The heatmap in the previous section already showed that
hybrid architectures achieve consistently higher throughput
than hierarchical control, especially as system size and shut-
tle density increase. To better understand why this happens,
the scalability analysis examines how throughput changes with
higher shuttle density in a fixed layout and with growing sys-
tem size at a fixed fleet size.

Scalability is first examined by increasing shuttle density
in a fixed 20x20 layout (Figure IV). Under hierarchical control
throughput peaks at 98 tasks/hour with two shuttles but then
declines steadily, reaching only 70 tasks/hour with six shuttles.
This drop is caused by congestion and path conflicts that the
centralized controller cannot resolve effectively. Hybrid con-
trol behaves very differently. Throughput keeps rising up to
128 tasks/hour with five shuttles and only levels off slightly at
six (126 tasks/hour). The performance gap therefore widens

with density from about +20% at two shuttles to nearly +80%
at six, showing how distributed routing and local negotiation
enable better congestion handling and parallel execution.

System Throughput vs. Number of Shuttles
(Hybrid vs Hierarchical)
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FIGURE IV: SYSTEM THROUGHPUT OVER NUMBER OF SHUT-
TLES. FIXED LAyouT 20x20. HYBRID AND HIERARCHICAL
ARCHITECTURE.

When scaling system size with a fixed amount of shuttles
both architectures follow the same trend. They lose throughput
due to longer travel distances but hybrid consistently maintains
higher performance. This confirms that while absolute capacity
declines in larger layouts hybrid architectures sustain a clear
advantage across scales.

These results show that hierarchical control cannot scale
effectively with density or size, while hybrid architectures sus-
tain high throughput by reducing congestion and coordinating
resources more efficiently. This confirms hybrid’s suitability for
large, high-density SBSRS environments.

C.  Operational Efficiency

Raw throughput measures how many tasks are completed
but it does not reflect the travel effort required. To make a fair
comparison across different system sizes and shuttle configu-
rations, normalized throughput is used, defined as tasks per
hour per unit shuttle travel distance. This metric shows how
effectively each architecture converts movement into produc-
tive work.

Figure V presents the efficiency gain of hybrid over hierar-
chical control. Hybrid consistently delivers higher normalized
throughput across all cases with the advantage growing as sys-
tems become larger and denser. In small layouts such as a
10x10 with two shuttles, efficiency improves by about 16%,
while in a 25x25 system with six shuttles the improvement
reaches 68%.

The analysis reveals three clear patterns. Efficiency gains
increase with shuttle count as hybrid avoids the traffic jams
that arise under centralized logic. They also grow with system
size: although absolute efficiency declines with longer travel
distances, hybrid reduces wasted movement much more effec-
tively. Finally, while efficiency always drops in larger layouts,
hybrid sustains higher productivity levels, confirming its supe-
rior use of shuttle capacity in demanding conditions.

Overall, hybrid MAS does not just raise output it also
makes shuttle movements far more productive.
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D. Best Achievable Throughput and Efficiency

The heatmaps in previous sections compared both archi-
tectures under identical conditions but each may perform best
at a different shuttle count. To address this, Figure VI report
the best achievable throughput for each system size based on
the optimal shuttle count of each architecture.
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FIGURE VI: BEST ACHIEVABLE THROUGHPUT PER SYSTEM
SIZE, USING THE OPTIMAL SHUTTLE COUNT PER ARCHITEC-
TURE.

Results show that hybrid control consistently outperforms
hierarchical control at its best operating point. Throughput
gains rise from +14% in 10x10 systems to +36% in 25x25
layouts, while best normalized efficiency improves by 16-22%
across all sizes. In several cases, hybrid reaches its optimum
at higher shuttle counts, confirming its ability to coordinate
larger fleets without performance loss.

Overall, these findings highlight that hybrid MAS not only
achieves higher peak performance but also uses additional re-
sources more effectively, reinforcing its suitability for large and
dense SBSRS environments.

E. Robustness

Robustness refers to how stable and predictable perfor-
mance remains under repeated conditions. This is critical in in-
dustrial settings where warehouses rely on consistent through-
put to ensure reliable operations. Robustness was assessed over
40 replications per scenario using the interquartile range (IQR)
of throughput and the coefficient of variation (CV).

Both architectures maintain narrow IQRs of about 6-8
tasks/hour, but hybrid consistently produces tighter ranges,
shorter whiskers and no outliers. By contrast, the hierarchi-
cal model shows both low outliers (linked to congestion or
near-deadlock) and occasional high outliers (favorable task se-
quences), reflecting greater sensitivity to stochastic variation.

The CV results emphasize this difference. For hybrid, val-
ues remain consistently low (2.2-2.8%), while hierarchical con-
trol starts at 2.7% with two shuttles and rises steadily to 6.0%
at six shuttles. Although these percentage shifts may seem
small, simulation literature highlights that even one or two
percentage points in CV can mark substantial differences in
robustness particularly in tightly coupled systems where vari-
ability compounds over time. Reporting CV instead of stan-
dard deviation also allows a fairer comparison by normalizing
variability to mean performance.

Overall, hybrid MAS delivers not only higher throughput
but also more predictable performance which is equally vital
for real-world SBSRS operations.

F.  Summary of Key Findings

Table III summarizes the simulation results across the four
core performance metrics. It compares the hierarchical and hy-
brid MAS control architectures across all tested scenarios and
highlights the relative advantages of each.

G. Comparative Interpretation and Discussion

The simulation experiments clearly show that the choice
of control architecture has a major impact on SBSRS per-
formance. Across all scenarios the hybrid MAS architecture
consistently outperforms the hierarchical baseline although the
reasons for these gains differ across the various KPIs.

For throughput, hierarchical control peaks at low shuttle
counts and quickly levels off. This comes from its central-
ized scheduling approach where global path reservations and
sequential task assignment create bottlenecks once multiple
shuttles compete for resources. After a certain point adding
more shuttles no longer increases capacity since congestion and
blocking dominate system behavior. In contrast, hybrid con-
trol continues to benefit from additional shuttles. Local rout-
ing and distributed task allocation allow shuttles to operate in
parallel, which explains why throughput keeps improving up
to five or six shuttles before stabilizing [10].

When scaling system size both architectures show reduced
performance due to longer travel distances but the drop is
steeper in the hierarchical model. Centralized coordination
struggles with the growing complexity of larger networks where
global planning becomes rigid and prone to bottlenecks. Hy-
brid control sustains higher throughput at all sizes even though
absolute performance still decreases in bigger systems. This



TABLE III: QUANTITATIVE AND QUALITATIVE SUMMARY OF RESULTS ACROSS CONTROL ARCHITECTURES

Aspect Hierarchical Architecture Hybrid Architecture Net Effect

Throughput Peaks early then declines: 98 —  Scales effectively with more shut- Hybrid achieves 30-60% higher
70 tasks/hour from 2 to 6 shut- tles: peaks at 128 tasks/hour (5 throughput in large layouts; up
tles due to congestion. shuttles), remains high at 6. to +52 tasks/hour (+90%) in ex-

treme cases.

Scalability Throughput halves from 152 to Throughput declines more gradu- Hybrid scales reliably without
77 tasks/hour when scaling from ally: 186 to 109 tasks/hour; per- saturation; avoids bottlenecks
10x10 to 25x25 (3 shuttles); lim- forms well even in large systems. seen in centralized control.
ited by coordination bottlenecks.

Operational Normalized throughput drops Declines from 86 to 1.7 Hybrid maintains up to +68%

Efficiency from 8.1 to 1.1 tasks/hour/unit tasks/hour/unit distance, but higher movement efficiency in
distance as congestion increases; more gradually; efficient routing dense scenarios; less wasted mo-
efficiency loss due to idle travel.  reduces waste. tion.

Robustness IQR: 7.4-8.0 tasks/hour; CV: 6.9- IQR: 6.8-7.1 tasks/hour; CV: 5.6- Similar central variability,
7.2%; 1-2 outliers per scenario 5.7%; no outliers across all cases. but hybrid eliminates low-

Behavioral In-
sights

with 34 shuttles,
tasks/hour.
Centralized FIFO leads to se-
quential aisle use, blocking and
frequent deadlocks with 3+ shut-
tles.

some < 90

Agents negotiate path access
and reroute dynamically, dispers-
ing congestion before deadlocks
emerge.

performance outliers and reduces
CV by 1.5%.

Hybrid enables adaptive, scal-
able coordination aligned with In-
dustry 4.0 principles; hierarchical
control becomes rigid under load.

means hybrid scalability comes not from avoiding performance
loss completely but from keeping throughput at a consistently
higher level as warehouses grow [16].

Operational efficiency highlights another difference. Hierar-
chical control suffers from wasted travel and idle time as shut-
tles often wait for entire path reservations to clear. This ineffi-
ciency grows in larger and denser systems where more shuttles
compete for limited cross-aisle capacity. Hybrid control re-
duces this wasted effort by letting shuttles adapt their routes
to local conditions and share workload more effectively. As a
result shuttle movements translate more directly into produc-
tive work explaining the clear efficiency advantage seen in the
normalized throughput results [16].

Robustness further illustrates the stability of hybrid per-
formance. While both models show similar central spreads,
the hierarchical system often produces outliers including runs
with much lower throughput due to congestion spirals or
poor task—shuttle matches. Hybrid control avoids these low-
performing cases and keeps variability lower overall leading to
more predictable system output. In practice, this reliability
is as important as high average performance since industrial
operations depend on stability and worst-case guarantees.

Two broader observations also stand out. First, in small
and simple systems with only a few shuttles, the performance
differences between hierarchical and hybrid control remain lim-
ited. This suggests that centralized control may still be suit-
able in low-demand settings while the benefits of hybrid control
become more important as systems scale in size and complex-
ity. Second, the higher movement efficiency of hybrid control
points to possible long-term benefits such as lower energy con-
sumption and reduced mechanical wear. These factors were not
modeled directly but they indicate advantages that go beyond
throughput alone.

Overall, the results show that the performance gap between

hierarchical and hybrid control is not caused by isolated fac-
tors but by fundamental architectural differences. Hierarchical
control is limited by its centralized nature which restricts scal-
ability, increases inefficiency and exposes the system to vari-
ability under load. Hybrid MAS, by contrast, uses distributed
autonomy and local coordination to maintain throughput, ef-
ficiency and stability across a wide range of conditions. This
makes hybrid architectures better suited to the dynamic and
high-throughput demands of modern SBSRS and aligns them
closely with the goals of 14.0.

While the performance advantages of hybrid MAS are clear
across all tested scenarios, the extent to which these results can
be generalized must be considered carefully. The results apply
most directly to SBSRS with layouts, task patterns and oper-
ating rules similar to those modeled here. Still, the architec-
tural mechanisms driving the differences between hybrid and
hierarchical control like congestion management, distributed
decision-making and robustness are not unique to the simu-
lated system. These are structural properties of control archi-
tectures that would influence performance in a wide range of
SBSRS configurations.

This means that even though the exact throughput values
may vary with different warehouse geometries, demand profiles
or multi-level system designs, the relative trends are likely to
remain the same. Hierarchical control struggles with scalabil-
ity and variability while hybrid maintains higher throughput,
efficiency and stability. The generalizability of the findings is
therefore rooted less in the specific case parameters and more in
the demonstration of how architectural design fundamentally
shapes performance dynamics across scales. In that sense, this
study provides insights that extend beyond the particular sys-
tem modeled offering lessons applicable to other SBSRS layouts
and, more broadly, to automated material-handling systems
that rely on fleets of cooperating vehicles.



V. CONCLUSION AND FUTURE WORK

This study evaluated the impact of alternative control ar-
chitectures on the operational performance of Shuttle-Based
Storage and Retrieval Systems with a particular focus on Indus-
try 4.0-oriented designs. Through a comparative simulation of
a conventional centralized hierarchical control architecture and
a 14.0-inspired hybrid control architecture, the work aimed to
generate scientifically grounded insights on how architectural
structure impacts operational system performance by assessing
throughput, efficiency, scalability and robustness.

The simulation results demonstrate that control architec-
ture selection strongly affects SBSRS performance. The hy-
brid model consistently outperforms the hierarchical architec-
ture across all performance metrics and scenarios. The perfor-
mance gap was most pronounced in large-scale environments
operating with a high number of concurrent shuttles. The main
findings can be summarized as follows:

e Throughput: Up to 90% higher in large-scale, high-
density systems; 30-60% higher in mid-sized configura-
tions; up to 36% higher under optimal comparable con-
ditions.

Efficiency: Up to 68% improvement in normalized
throughput (tasks per distance unit).

Scalability: Sustained or improving performance as
system size and shuttle count increased, unlike hierar-
chical control which often degraded beyond two or three
shuttles.

Robustness: Significantly lower variance across repli-
cations, with hybrid control eliminating the low-outlier
runs seen under centralized coordination.

In conclusion, this research shows that the way control is
structured in an SBSRS has a significant impact on its oper-
ational performance. Using an ADAPTO-inspired case study,
the results demonstrate that the hybrid model is more scalable,
more efficient and more robust. The performance gap is most
evident in large and highly dynamic systems where hierarchical
control struggled with congestion and coordination demands.
Hybrid MAS control provides a viable and future-proof alter-
native that not only improves performance but also supports
the integration of Industry 4.0 technologies such as local au-
tonomy, intelligent routing and real-time communication.

The key takeaway from this work is therefore the following;:
the control architecture itself is a critical design decision in
SBSRS and hybrid control architectures offer a clear technical
advantage and a strong basis for future I4.0 integration.

Despite these promising results, the study is subject to
several limitations. The simulation focuses solely on shuttle
agents in a single-level, tier-captive layout, excluding verti-
cal lifts, buffering zones and multi-level routing layers. The
use case reflects a specific SBSRS configuration (tier-captive,
single cross-aisle) and other system variants were not consid-
ered. Idealized operating conditions were assumed, excluding
disturbances such as equipment failures, communication de-
lays and task cancellations, to isolate architectural effects. No
cost-benefit analysis was conducted; although hybrid MAS of-
fers technical advantages, its implementation may involve ad-
ditional hardware, integration, or software costs that require
economic justification. The control logic was abstracted: while
the hierarchical model reflects simplified industrial practices
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(ADAPTO) and the hybrid MAS is based on literature, both
exclude low-level operational detail to preserve comparability
and scientific clarity. Finally, no empirical validation was per-
formed, as the available data was not suitable for benchmarking
architectural effects within the study’s limited scope.

From a scientific perspective, it addresses two notable re-
search gaps: first, the lack of comparative studies evaluating
different control architectures in SBSRS; and second, the lim-
ited integration of Industry 4.0 concepts, such as local auton-
omy and agent-based coordination, within SBSRS research [11,
3]. While these topics have been explored qualitatively or in
related logistics domains, systematic, quantitative comparison
within SBSRS has remained limited.

Future research should extend the current model to multi-
level SBSRS configurations that include vertical lifts, buffering
zones and complex routing layers, which are expected to further
amplify the benefits of hybrid control according to literature
since they are proven effective in coordinating heterogeneous
agents. Introducing stochastic disturbances such as equipment
failures or communication noise would allow for a more real-
istic evaluation of system robustness, where hybrid control is
likely to excel according to literature thanks to its distributed
responsiveness and local fault tolerance. Further refinement
of agent coordination mechanisms, including adaptive utility
functions, communication strategies and learning algorithms,
could enhance responsiveness and autonomy. Also, empirical
validation through detailed system-level simulation or phased
pilot implementations in real-world settings would help trans-
late the conceptual findings into practice. Additionally, fu-
ture work could explore the hardware and infrastructure re-
quirements for the shuttle agent, such as onboard sensing, loT
connectivity and real-time localization, needed to enable the
14.0 capabilities assumed in this study. Lastly, in addition to
technical performance, cost-benefit analyses covering CAPEX,
OPEX and ROI are needed to assess the practical viability of
hybrid MAS architectures.

Taken together, this work offers a first step toward rethink-
ing control architectures for SBSRS in line with the adaptive,
distributed and intelligent systems envisioned by 14.0.
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Overview of Modeling Approaches

Appendix C summarizes different modeling approaches considered for SBSRS and their strengths and

limitations.

Method Application Scope Strengths Limitations

Discrete Event Processes with distinct se- Captures high-level operational Struggles with modeling dis-

Simulation quential events. (Event- flow, effective for analyzing tributed decision-making and

(DES) driven) ‘what-if’ scenarios and through- adaptive behaviors. Lacks
put evaluation. Well-suited for autonomy for decentralized
process flows and queuing sys- agents.
tems.

Agent-Based Complex interactions be- Suitable for distributed control, Computationally intensive

Modeling (ABM)

tween autonomous agents.
(Agent-centric)

emergent behaviors, and real-
time adaptability.

for large scale systems.

System Dynam-
ics (SD)

Long-term resource man-
agement, policy analysis.
(Feedback-driven)

Effective for modeling high-level
feedback loops and resource
flow.

Lacks granularity needed for
detailed component interac-
tions, not suited for real-time
adaptability.

Petri Nets Concurrent process mod- Good for modeling concurrent Limited in representing
eling, workflow analysis. processes, synchronization, and complex  decision-making
(Graphical, Mathematical) detecting deadlocks. and decentralized, adaptive

behaviors.
Queuing  Net- Analytical modeling of Mathematically tractable, useful Assumes simplified behav-
work waiting lines and service forperformance analysis of queu- ior; limited ability to model

processes.
tic/Mathematical)

(Stochas-

ing systems. Widely used in net-
worked systems and operations
research.

dynamic control or adaptive
agent behavior.

Hybrid Modeling

Systems requiring both high-

Combines high-level flow (DES)

Requires careful synchro-

(DES + ABM) level and agent-level interac- with adaptive, agent-level in- nization between DES and
tions. (Combined Top-down teractions (ABM). Balances ABM components.
+ Bottom-up) process-driven modeling with
agent autonomy.
Digital Twins Real-time monitoring, pre- Provides real-time system rep- Resource-intensive, chal-

dictive maintenance, system
optimization. (Real-time Vir-
tual Representation)

resentation, supports predictive
maintenance and operational op-
timization.

lenging to accurately repli-
cate the real system.

Table C.1: Overview of Modeling Methods for SBSRS with their Strengths and Limitations
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Simulation

Appendix D presents a couple of algorithms used in the simulation model to implement shuttle resource
allocation, deadlock resolution and throughput computation. Next to that, the state charts and class
diagrams of the simulation model are shown. These diagrams clarify control flow, locking, and data
exchange in the simulation.

D.1. Pseudo Codes

Algorithm 2: Shuttle Resource Allocation for Controlled Movement

This algorithm ensures safe and congestion-free shuttle movement through the network. It controls
access to nodes, enforces one-shuttle occupancy, and simulates transfer delays at cross-aisles.

Algorithm 2 Shuttle Resource Allocation for Controlled Movement

Input: SBSRS network, shuttle’s current position, target position
Output: Controlled and congestion-free shuttle movement

1: Initialize current_position /I Shuttle’s starting location
2: Compute shortest_path from current_position to target_position /[ Path planning
3: for each node in shortest_path do /I Loop through all nodes in path
4: Request access to node /I Ensure exclusive access before moving
5: if node is occupied then /I Check if another shuttle is occupying the node
6: Wait until node becomes available /I Enter waiting state if blocked
7: end if
8: Move shuttle to node /l Update shuttle position
9: Release access to previous node /I Free up node for other shuttles
10: if node is a cross-aisle transition then /I Special condition for aisle switching
1: Apply fixed transfer delay /I Simulates wheel reconfiguration
12: end if
13: end for

14: Return final shuttle position

Algorithm 3: Deadlock Resolution via Safe Zone

This algorithm detects deadlock situations in cross-aisles and resolves them by rerouting shuttles to a
designated safe zone. It guarantees that blocked shuttles can resume their tasks without system-wide
halts.
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Algorithm 3 Deadlock Resolution via Safe Zone

Input: Shuttle states, simulation current_time t, timeout threshold At
Output: Conflict resolution by rerouting shuttle to safe zone

1:
2
3
4:
5:
6
7
8

9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:

while simulation is running do
for all shuttles s in system do
if s is in CrossAisle AND not s.is_resolving deadlock then
if current_time — s.last_moved_time > At then
Mark s.is_resolving_deadlock < True
Save s’s current task — s.saved_task
Cancel active task and mark s.busy « False
Compute path from s.current_position to CA-Safe
for all nodes n in path do
Wait for resource at n to become available
Move s ton
end for
Set s.in_safe_zone « True
Release any held zone or resource
end if
end if
end for
wait 1 time unit
end while

Algorithm 4: Compute System Throughput
This algorithm calculates throughput in tasks per hour based on the total number of completed tasks
and simulation runtime. It provides the main performance metric for comparing control architectures.

Algorithm 4 Compute System Throughput

Input: Simulation time, total tasks completed
Output: Throughput Tasks per Hour (Tasks/h)

Qo gk wh 2

Initialize total_tasks_completed = 0 /I Initialize counter

for each completed task do I/ Loop through all completed tasks
Increment total_tasks completed by 1 (+=1)

end for

Compute throughput = total_tasks_completed/(simulation_time/3600)
Return throughput

D.2. Simulation Diagrams

This appendix summarizes the behavior and structure of the two control architectures used in the
study. Figures D.1 and D.2 are state charts that capture per-shuttle logic (operational phases, guards
in brackets, and fault sinks). Figures D.3 and D.4 are class diagrams showing the main modules, own-
ership/dependencies, and where KPIs and locks live. Notation: rounded boxes = states/classes; grey
labels on arrows = events/guards; dashed links = non-owning dependencies or data access.



111

D.2. Simulation Diagrams

"JOJIT 0} 81N0J SUORIPUOD pajoadxaun || YSE} 8Y} SaWNsal 1eajo” o|sie” SS0J0 U0 AIaA00d8l ‘auozajesu| 0} Uoleooal pue yoojpeagbulnjosay 1ebBLy s)oo|peap o|sie-ssol) 'sba| 1obie)ers 1oy
Buneadal ‘BuleAel] < Jajsuel] Wwa)| < Buiuonisod < 8z19g sejnoaxe pue ysey ubisse seAleoal 8|IINys e ‘Jayojedsip [esjuso B YIAA "UOHEINWIS 81Nj08}Iydly [ed1ydJelsiH Jo eyD ayels :1°g aJnbid

- 19A0081 —
\‘ [pamo)e~awnsal] /
u_:\w.rkA w:ONwmmm:_ﬁ..\“ T lespopsleTssonn | [a1ste7sso107ui] | .
~ paoelep Y20)pedp - _
™ [oses~es1e] - - [e1ste~ssouout] - //
_ ~ = — \
ajes”paiajus M\.\\. pa323339p Y201pesp [uoi3e0T 38503 3e] /
//// »\ / 1951017 9ALLE | \

Yoo)peaqsulrjosay \\ [uonnesoy ueIsye] /

“~  [a)ste ssououi] 5 — JiejsToALLIR [235)dwooysey] \

paldalap yoojpeap UneneL F— _ - N\ — suop JajsuelyTeul) I \

“[oArowma5ie1 spasu] - \
_ Jajsued way| ﬁ /

auop Jajsueny [ S —0 [uotyeso) ueys 3e]
e vw:o:.ﬁon# wc_:o_.:monT i _
\\\ ~_ P e L 1B 9ALLIR
w _———HRg—— ~ e [e1ste~ss040™ui] /// /
< nney Pa12233p 34201pRap ] 37155 vTv_mE\:m_mwm\
—ney ) e ’ /
11ney — -
3Nney —
Hney o




D. Simulation

112

o fault -
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Figure D.2: State Chart of Hybrid Architecture Simulation. A shuttle autonomously evaluates and plans a task, forecasts its path, and (if needed) negotiates to avoid conflicts. Normal flow is Idle —

Evaluate/Plan — Traveling — Positioning — ItemTransfer, looping until task_complete. Guards include arrive_start/arrive_target, conflict_forecast, tie_con

ion, and in_cross_aisle_and_stuck.

Deadlock handling moves the agent to ResolvingDeadlock and InSafeZone until resume_allowed. Any fault transitions to Error.
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Shuttle

+env
+name

+network : SBSRSNetwork
+current_position
+current_activity
+current_task

+busy : bool

+resource : simpy.Resource
+task_history : list
+total_travel_time
+total_wait_time
+completed_tasks
+active_time
+time_by_activity : dict
+Cross_aisle_wait_times : list
+total_travel_distance
+completed_paths : list
+previous_position
+last_moved_time
+in_safe_zone : bool
+is_resolving_deadlock : bool
+transfer_completed : bool
+saved_task

+saved_phase
+resume_task_pending : bool
+completed_storage_tasks
+completed_retrieval_tasks
+in_transfer_release_phase : bool
+transfer_release_counter
+transfer_release_delay
+planned_path : list

+init(env, name, network, controller)
+assign_task(start, target, item_id)

+choose_task()

+forecast_path(start, target, network, env)
+move(new_position, current_time)
+release_current_zone()

+move_to_safe_zone()

+move_to_node(path, context, item_id)
+perform_task(start, target, item_id, resume_phase)
+run()

_calls_.

constructs

SBSRSNetwork

+env
+graph
+resources
+storage_state
+stored_items
+retrieved_items

uses

——> +cross_aisle_usage_periods

+init(eny, aisles:int, slots_per_aisle:int)
ModuleFunctions +request_node(node)
. +release_node(node, request)
__..constructs +find_path(start, target)

+visualize_sbsrs_network(sbsrs_network) +get_zone_for_node(node)
+log_shuttle_status(env, shuttles, log) +print_overview()
+display_log(log) _create_graph(aisles, slots_per_aisle)
+maintain_task_pools(network, env) _initialize_storage_rack_half_full()
+compute_utility(shuttle, task, others, network, env)
+estimate_conflict_risk(shuttle, path_to_start, start, target, others, network, env)
+run_simulation(...) T .
+moving_average(data, window_size) ﬂmmam\izﬁm,mn
+confidence_interval(data, confidence) T Globals

+storage_task_pool : list
B T 1 = +retrieval_task_pool : list

+global_reservations : dict

Figure D.4: Class Diagram of Hybrid Simulation. Each Shuttle interacts directly with SBSRSNetwork for paths and locks and consults ModuleFunctions to compute_utility, estimate_conflict_risk,
and maintain task pools. Shared Globals hold storage_task_pool, retrieval_task_pool, and global_reservations used for decentralized coordination. The diagram highlights where shuttles
read/write shared pools versus merely calling utilities.



Verification

Appendix E documents the detailed verification procedures applied to ensure correctness of the simu-
lation model.

E.1. Deterministic Runs
The following aspects were verified across 10 deterministic simulation runs (300 time steps each):

» The shuttle system maintained uniform node path sequences for matching tasks throughout all
seed simulations. The planned and executed paths remained identical throughout the simulation.
This verifies the state transition accuracy for each shuttle agent starting from Idle and moving
through Traveling to Item Transfer.

» The controller used FIFO logic to assign storage and retrieval tasks which executed in the same
time slots throughout all simulation runs.

» The model maintained temporal dependencies because tasks became available only after a shut-
tle enters its idle state were detected and item transfers required node access authorization.

» The shuttle status log produced identical traces for all deterministic runs while showing no varia-
tion in the following metrics: completed task counts, task assignment timestamps, path traversal
steps and node visits.

» The conflict-resolution logic operates correctly when shuttles enter the same zone (model 1: Hi-
erarchical architecture) or forecast the a conflict on their paths (model 2: Hybrid architceture).

» The system correctly handles deadlock scenarios by observing shuttles move to safe zones be-
fore they resume their tasks properly.

As example, the simulation trace logs showed that a shuttle beginning in the CA-Safe zone properly
yielded to a shuttle exiting from Input because of the deadlock resolution policy’s priority rules. The
simulation trace logs were manually checked for activity transitions which verified the statechart logic.
Next to that, the simulation trace logs contained all internal counters including task assignment, task
completion and buffer occupancy which were frozen and exported at predetermined time points. The
output consistency was verified by comparing snapshots taken from different runs. The model showed
no internal variation between runs under deterministic conditions which proved its internal determinism
when expected.

The verification method follows the best practices outlined by Law and Kelton [48] who recommend
deterministic testing as a first step before adding randomness or performing performance analysis. The
model meets the event-driven correctness requirements for reproducibility and causality as specified
by Fishman [25] and Law and Kelton [48] and Sargent [70].
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E.2. Verification Deadlock Handling

The tests to verify the deadlock behaviour are as follows:

1. Forced Conflict Injection: The model included a test case to introduce conflicts artificially by mak-
ing two shuttles perform storage duties at locations where their paths intersected at a shared
cross-aisle. The shuttle with the lower priority is expected to yield for one timeout or to resolve
deadlock. The shuttle enters the Resolving Deadlock state, then moves to the CA-Safe area and
then re-enters the system. When analysing the simulation trace, one sees that conflicting shuttles
go through their states as expected.

2. CA-Safe Zone Utilization: The entry and exit process to and from the CA-Safe zone operations
are tracked. During the test period, each shuttle that enters into the safe zone also successfully
continues its stored task. This confirms the correct implementation of the recovery logic.

3. Distance-based Priority Rule: The conflicting shuttles and their distances are documented from
each deadlock occurrence. The priority rule is as follows:

Priority(A) > Priority(B) < Distance(A4) > Distance(B)

The shuttle which stands at the greatest distance from the central CA-Safe zone gets priority to
move when two shuttles predict a spatial conflict. The heuristic follows the principle that the agent
closest to the CA-Safe could be in the path between the conflicting shuttle and the CA-Safe so
they should resolve the deadlock. The distance-based rule proved correct in all recorded conflict
situations because the shuttle closer to the central CA-Safe zone either yielded with a one time
step timeout to the shuttle farther away or started deadlock resolution.

4. Resumption Consistency: The system verified that after exiting the safe zone each shuttle re-
sumed its task from the same phase where it was suspended either at Seize, Store or Re-
trieve. The system verified the stored task parameters by matching them against the execution
logs.

5. Transfer Node Locking: Shuttles need to keep locks on their last nodes of their path until they
move at least one step into a new task path. This prevents logical overlaps where another shuttle
attempts to seize the same transfer zone before the previous one has fully departed. Especially
in the one time step when a shuttle is idle between item transfer and new task start. In the
full simulation trace, the release condition “release transfer node only after 1 step of new task
executed” was satisfied 100% of the time.

All'in all, the model demonstrates strong deadlock handling capabilities because it follows the sys-
tem design specifications. The study verifies the agent interaction rules through controlled experiments
are in alignment with the recommendations presented by Robinson [65].



Internal Architecture Behavior Results

Appendix F reports detailed internal performance results for both hierarchical and hybrid control archi-
tectures across multiple scenarios.

F.1. Internal Behavior Hierarchical Architecture

The operational performance of the hierarchical control architecture was evaluated across a range of
warehouse sizes and shuttle densities. The results clearly show the scalability limits and efficiency
trends of this architecture.

System Throughput and Scalability

As shown in Figure F.1, system throughput under hierarchical control decreases noticeably as the ware-
house size increases. With 2 shuttles, throughput drops from approximately 163 tasks/hour in a 10x10
system to 82 tasks/hour in a 25%25 system, a reduction of almost 50%. The same trend appears at
higher shuttle densities. With 6 shuttles, throughput drops from 117 tasks/hour to 58 tasks/hour across
the same size range. This downward trend is visible across all shuttle counts.

Adding more shuttles does decreases throughput, the gains quickly become smaller as the system
grows. For example, adding four shuttles (from 2 to 6) decreases throughput by 46 tasks/hour in a
10x10 layout, but only 24 tasks/hour in a 25%25 layout. This diminishing return is most likely caused
by increased resource contention and coordination overhead in larger and more complex systems.

System Scalability: Throughput vs System Size vs Shuttle Count
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Figure F.1: System Throughput vs. System Size and Shuttle Count (Hierarchical Control)
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Normalized Throughput per Shuttle
As shown in Figure F.2, throughput per shuttle also declines as system size and shuttle count increase.

In a

10x10 system, throughput per shuttle decreases from 81 tasks/hour/shuttle (2 shuttles) to 20

tasks/hour/shuttle (6 shuttles). In the largest 25x25 system, efficiency drops to 41 tasks/hour/shuttle
(2 shuttles) and only 10 tasks/hour/shuttle (6 shuttles), indicating a strong reduction in shuttle utiliza-
tion. This suggests that the hierarchical architecture struggles to coordinate shuttles efficiently in larger
systems, leading to more idle time and congestion.

Efficiency: Throughput per Shuttle vs System Size vs Shuttle Count
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Figure F.2: System Throughput per Shuttle vs. System Size and Shuttle Count (Hierarchical Control).

Heatmap Analysis: Throughput and Normalized Throughput

The heatmaps in Figure F.3 confirms the trends. The throughput heatmap shows that the highest perfor-
mance occurs in small, low-density systems. As warehouse size or shuttle count increases, throughput
values drop sharply, reaching a minimum of around 58 tasks/hour in the largest and most densely pop-
ulated configuration. This is likely caused by a combination of longer travel distances.

The normalized throughput heatmap, shown in Figure F.4, indicates that operational efficiency falls
from 7.38 tasks/hour per unit distance (10x10, 2 shuttles) to 1.03 (25x25, 6 shuttles), which is a re-
duction of more than 85%. This is likely caused by the limited ability of the central controller to handle
congestion as shuttle density increases.

Summary Hierarchical Architecture Performance

In summary, the hierarchical control architecture performs best in small, lightly loaded systems. As
system size and shuttle density increase, both throughput and operational efficiency decline sharply,
and the marginal utility of additional shuttles is significantly reduced. These quantitative results indicate
that the scalability of hierarchical control is likely limited by its sequential coordination policies and
increasing resource contention at higher system complexities.

System throughput declines sharply with increasing system size, dropping from approximately
225 tasks/hour in a 5%10 layout to just 86 tasks/hour in a 25%25 layout, a 62% decrease.
Efficiency loss is also evident: throughput per shuttle for 2 shuttles falls from about 108 to 39
tasks/hour/shuttle (a 64% reduction), while for 4 shuttles, efficiency drops from 56 to 22 tasks/hour/shuttle
as system size increases (a 61% decrease).

Adding more shuttles leads to performance saturation: in large systems (25%25), throughput for
4,5, and 6 shuttles plateaus at around 85-87 tasks/hour, indicating that additional shuttles do not
yield significant performance gains.

Normalized throughput (efficiency per travel distance) declines from 8.1 to 1.1 tasks/hour/unit
distance as the system scales from 5x10 with 2 shuttles to 25x25 with 6 shuttles, representing
an 86% reduction in operational efficiency.
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Hierarchical Architecture: Throughput Heatmap
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Figure F.3: Heatmap of System Throughput Across System Sizes and Shuttle Counts (Hierarchical Control).

Hierarchical Architecture: Normalized Throughput
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Figure F.4: Heatmap of Normalized Throughput per Unit Travel Distance (Hierarchical Control)

» Layout geometry further impacts performance: for systems with equal storage capacity, a 5x20
layout (long cross-aisle) achieves only 184 tasks/hour, compared to 225 tasks/hourin a 10x10 lay-
out (short cross-aisle), an 18% throughput loss likely attributable to increased cross-aisle traversal
distances.

F.2. Internal Behavior Hybrid Architecture

The performance of the hybrid control architecture was evaluated using the same set of scenarios, so
its scalability, efficiency, and utilization can be directly compared to the hierarchical model.
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System Throughput and Scalability

As illustrated in Figure F.5, the hybrid architecture maintains relatively high throughput across all system
sizes and shuttle counts. With 2 shuttles, throughput decreases from approximately 187 tasks/hour in
a 10x10 system to 100 tasks/hour in a 25x25 system (a drop of about 47%), which is notably less than
the decrease observed under the hierarchical architecture. More importantly, throughput in the hybrid
model continues to increase, or stays within a small range, as more shuttles are added. For example,
in the 25x25 layout, throughput rises from 100 tasks/hour (2 shuttles) to 111 tasks/hour (6 shuttles),
indicating that the system is still able to benefit from additional resources.

System Scalability: Throughput vs System Size vs Shuttle Count
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Figure F.5: System Throughput vs. System Size and Shuttle Count (Hybrid Control)

Normalized Throughput per Shuttle

Figure F.6 shows that throughput per shuttle does decrease as more shuttles are added, but the drop
is less severe compared to the hierarchical case. In a 10x10 system, throughput per shuttle falls from
93 tasks/hour/shuttle (2 shuttles) to 31 tasks/hour/shuttle (6 shuttles), and in a 25%25 system from 50
to 18 tasks/hour/shuttle. This suggests that the hybrid model makes better use of additional shuttles,
particularly in larger and more densely populated systems.

Efficiency: Throughput per Shuttle vs System Size vs Shuttle Count

—$— 2 Shuttles

%0 3 Shuttles
- =9~ 4 Shuttles
E] —$— 5 Shuttles
§ 80 —¥— 6 Shuttles
]
2
5 70
3
=
<
% 60
£
2
2 50
w
g
w40
=2
2
£
g
o 30
e

20

3 5 3 5
& g & &
A A N A
& &> & Fig
~ ~ s A4

System Size (Aisles x Slots per Aisle) (Total Storage Locations)

Figure F.6: System Efficiency: System Throughput per Shuttle vs. System Size and Shuttle Count (Hybrid Control).
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Heatmap Analysis: Throughput and Normalized Throughput

The heatmaps, Figure F.7 and Figure F.8, show that the hybrid architecture maintains high throughput
and operational efficiency across all tested scenarios. Throughput values remain above 99 tasks/hour
even in the most challenging configurations and stay above 180 tasks/hour in smaller systems. Al-
though normalized throughput decreases as system size and shuttle count increase, it is still higher than
in the hierarchical architecture. For example, normalized throughput drops from 8.6 to 1.7 tasks/hour
per unit distance when moving from a 10x10 system with 2 shuttles to a 25%25 system with 6 shuttles
(= 80% decrease).

Hybrid Architecture: Throughput Heatmap
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Figure F.7: Heatmap of System Throughput Across System Sizes and Shuttle Counts (Hybrid Control)

Hybrid Architecture: Normalized Throughput
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An interesting observation of the hybrid architecture is that it supports the addition of more shuttles
without decreasing in throughput. Across all evaluated layouts, each additional shuttle continued to
improve throughput or reached a throughput plateau but never significantly decreases. This indicates
that distributed decision-making and adaptive routing help to reduce resource contention and prevent
the performance saturation seen in more centralized systems.

Summary of Hybrid Architecture Performance

Overall, the hybrid control architecture shows strong scalability and good shuttle utilization. It keeps
throughput and operational efficiency high across a wide range of system sizes and shuttle counts.
Because of its local control, the system can still benefit from additional shuttles even in large, dense
environments. These results suggest that hybrid control is well suited to dynamic, high-capacity SBSRS
and aligns with the flexibility and adaptability required for Industry 4.0 applications.

» System throughput remains high, ranging from 187 tasks/hour (10x10, 2 shuttles) to 111 tasks/hour
(25x25, 6 shuttles)

» Throughput per shuttle decreases with increasing shuttle count but stays above 18 tasks/hour/shuttle
in the largest system

» Normalized throughput drops from 8.6 to 1.7 tasks/hour per unit distance (10x10, 2 shuttles —
25x25, 6 shuttles)

» Adding more shuttles consistently increases throughput across all scenarios (no performance
saturation)

» Decentralised control enables sustained scalability and efficient use of resources
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