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Figure 1: Flowchart of the generation of story-based immersive reading environments from text. The GenAI pipeline (left) 
transforms fictional text into dynamic VR environments that adapt to story progression (right). 

Abstract 
Where you read matters—so what if you could read literally inside 
your book? Reading in Virtual Reality (VR) has been shown to 
support deep immersion and narrative engagement. We argue that 
Generative Artificial Intelligence (GenAI) can significantly expand 
what is currently possible in VR reading by dynamically produc-
ing story-driven environments from text. In this vision paper, we 
present a pipeline that combines recent advances in language, au-
dio, and 3D scene generation to allow automatically augmenting 
fiction reading with environmental backdrops. As the reader pro-
gresses, these AI-generated environments transition in real time, 
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acting as cognitive props for visual imagery. We also describe a 
user evaluation, discuss limitations, and address implications and 
open questions raised by the proposed approach. 

CCS Concepts 
• Computing methodologies → Artificial intelligence. 

Keywords 
Generative Artificial Intelligence, Virtual Reality, Reading, Large 
Language Models, Text-to-3D 

1 Introduction 
Imagine reading your copy of The Hitchhiker’s Guide to the Galaxy 
[1] while sitting in the Heart of Gold’s white cabin, covered in 
control panels and screens, hearing the hum of malfunctioning 
machinery. This is how recent advances in the fields of Generative 
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Artificial Intelligence (GenAI) and Virtual Reality (VR) could be 
leveraged to create an embodied narrative experience that enhances 
the pleasure of reading. 

In today’s era of technological hyper-stimulation and ubiquitous 
screens, fewer young people read in their free time [5], and reading 
strategies are shifting towards skimming and skipping, rather than 
deep engagement with text [12]. Yet, the benefits that come from 
long-form, immersed reading are numerous and well-documented— 
from improved literary skills to enhanced cognitive function and 
empathy [4]. 

To address the shift away from pleasure reading, researchers 
are exploring the potential of immersive technologies. VR reading 
environments [10, 11, 15, 16] have shown promise: they offer a 
distraction-free setting that supports sustained attention, making 
reading more appealing (especially to younger audiences). More-
over, environmental features tied to the story content can signifi-
cantly enhance reader immersion and enjoyment, fostering a deeper 
connection to the narrative by creating a perceived shift in embodi-
ment from the real world to the virtual world [3, 11]. 

However, how to design effective environments that dynamically 
reflect a story’s content is still an open question. Although earlier 
studies relied on pre-existing book illustrations [3], we argue that 
the potential of generative models remains under-leveraged in this 
context. While AI already powers key VR capabilities (e.g., com-
puter vision for live tracking and gesture recognition), text-to-audio 
and text-to-3D models can now produce high-quality content with 
minimal human intervention [17, 18]. By reducing the burden of 
modeling from scratch, generative models enable quicker prototyp-
ing for digital storytellers without technical expertise, facilitating 
early user testing and iterative refinements. Moreover, genAI en-
ables the creation of highly personalized experiences where content 
adapts to readers’ individual engagement patterns in real-time— 
for instance, by providing more support to distracted readers, or 
personalized memory cues after an interruption. Finally, this gen-
erative approach scales effectively to extensive long-form content 
that would otherwise be prohibitively expensive to adapt manually. 

In this paper, we propose a GenAI pipeline to generate story-
aligned immersive reading environments, with the goal of literally 
transporting the reader into the story’s setting. Our aim is to demon-
strate how this vision could be technically realized by combining 
recent advances in multi-modal generative AI. We also seek to 
spark discussion around the opportunities and concerns raised by 
applying such technology at the intersection of reading and VR. 

2 Story-to-VR Pipeline 
Our proposed pipeline transforms text into a series of immersive 
environments through five sequential steps, as outlined below; see 
Figure 1 (left) for the flowchart of the pipeline. We incorporate 
instruction-driven 3D modeling frameworks, like 3D-GPT [20], 
that use LLMs to orchestrate procedural generation tasks, reducing 
the technical complexity of 3D content creation. While generative 
AI will be used to assist and fasten content generation, human 
refinement and iterative testing will be fundamental throughout the 
process (e.g., to select the optimal number and type of transitions, 
scenery triggers, and overall design). 

(1) Text chunking The input story is segmented using document-
specific or semantic chunking to fit into the LLM’s context 
window while preserving narrative coherence [2]. 

(2) Scene Extraction A Large Language Model (LLM) processes 
each chunk to both extract and infer environmental cues (e.g., 
location, background objects, weather, time of the day, etc.), 
generating a detailed scene description. For example, from 
a chunk of text describing the Heart of Gold’s white cabin, 
the LLM could generate a description mentioning the inside 
of a spacecraft with metallic surfaces, monitors, and panels. 

(3) Scene Optimization Initial scenes are refined through two 
operations: consecutive scenes with similar environmental 
settings are merged to avoid redundant transitions (e.g., mul-
tiple scenes in the same location), while scenes spanning mul-
tiple distinct locations are split to ensure each environment 
change aligns with narrative progression (e.g., a character 
moving from forest to castle). Different natural language pro-
cessing (NLP) techniques may be suitable for this task, from 
a simple keyword-based approach to semantic similarity 
computed with word embeddings. 

(4) Prompt Specialization Each description is transformed 
into specialized prompts optimized for different modalities 
and content types through automatic prompt generation 
[23]. For example, starting from the Heart of Gold’s white 
cabin description, specialized prompts might include: 
• Visual prompt: “Generate a futuristic spacecraft interior 
with white metallic panels, multiple glowing control screens, 
and a sterile but lived-in atmosphere” 

• Audio prompt: “Create ambient spacecraft sounds: low 
electrical humming, occasional beeping from malfunction-
ing systems, distant mechanical whirring” 

• Atmospheric prompt: “Convey a sterile yet chaotic mood 
through lighting: harsh fluorescent overhead lights with 
flickering, casting sharp shadows on control surfaces” 

The prompts above were generated using Claude 1 for illus-
trative purposes. 

(5) Scene Generation, Refinement, and Assembly For each 
scene, the specialized prompts from the previous step become 
input to their respective models; for instance, an instruction-
driven 3D modeling framework (e.g., 3D-GPT) produces the 
3D model of the environment, and a text-to-audio model cre-
ates soundscapes. Maintaining consistency across scenes 
would require memory mechanisms to preserve recurring 
environmental elements, ensuring smooth transitions. Mod-
els’ outputs are then assembled into functional 3D scenes 
through spatial layout, lighting integration/audio specializa-
tion and interaction mapping—enabling a default, fully auto-
mated story adaptation. Optionally, outputs may be manu-
ally refined using 3D sculpting tools (e.g., Blender) and audio 
editing software to achieve higher quality or more specific 
creative vision, supporting human-in-the-loop enhancement 
if resources permit. 

The sequence of scenes generated through the pipeline is ul-
timately compressed and loaded into the VR reading application. 
While real-time generation during reading would be ideal, current 

1Claude AI, https://claude.ai/ 
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model inference times would require pre-generating content to 
ensure a smooth reading experience. 

As the user reads, the system tracks reading progress to trigger 
environmental changes. For traditional text presentation, this can 
be achieved by monitoring the scroll-bar position or current page 
location. In the case of Rapid Serial Visual Presentation (RSVP)— 
where words appear sequentially at a controlled pace—the system 
can track progress through line or word count. Later implementa-
tions could consider using eye-tracking data to trigger the transition 
to the next environment at the right moment (see Figure 1 (right)). 
Additionally, users could modulate environmental features in real-
time (e.g., adjusting lighting intensity, ambient sound levels, or 
visual complexity) to match their reading preferences. 

2.1 Proposed Evaluation 
To succeed in creating AI-generated environments that enhance 
reading without overwhelming the reader, we propose a within-
subject study design comparing conditions that vary key hyperpa-
rameters such as environment transition frequency (static, chapter-
level, paragraph-level) and environmental abstraction levels (con-
crete, moderate, abstract). This user-evaluation framework is not 
intended as a single assessment at the end of the transformation 
of text into complete scenes, but serves as an integral component 
throughout the pipeline development stages—providing human 
guidance for prompt engineering, parameter tuning, and system 
refinement based on reader response patterns. 

Measures. The Story World Absorption Scale (SWAS) [9] will 
assess narrative absorption across four dimensions (attention, trans-
portation, emotional engagement, mental imagery). Additional mea-
sures include reading engagement, comprehension retention, and 
preference ratings. Eye-tracking data will analyze readers’ gaze pat-
terns to assess whether environments support text focus or cause 
distraction. 

2.2 Implementation Challenges 
Effective implementation of this approach requires addressing sev-
eral open challenges across different stages of the pipeline: 

• Text segmentation: Stories may lack explicit environmen-
tal descriptions or describe imagined/remembered environ-
ments in a non-chronological order. Internal monologues, 
non-physical spaces or abstract passages present an addi-
tional challenge for the automatic generation of VR environ-
ments. 

• Scene consistency: For recurring locations to be consis-
tent throughout the narrative, the system must leverage a 
memory system; this would ensure that readers experience 
familiar locations as coherent, recognizable spaces rather 
than randomly regenerated environments. 

• Multi-modal Coordination: Generated 3D environments, 
ambient audio, and interactive elements must semantically 
align and complement each other, as mismatched outputs 
could break immersion entirely. 

Additionally, the optimal balance between technological support 
and potential distraction remains to be empirically determined— as 
too few immersive features may fail to engage readers, while too 

many could overwhelm them. This tension spans multiple dimen-
sions: transition frequency (e.g., chapter-level, paragraph-level, or 
sentence-level), degree of interactivity (from passive observation 
to active manipulation), and environmental complexity (from mini-
malist to detailed). Finding the optimal configuration across these 
dimensions requires understanding how readers respond to varying 
levels of environmental stimulation in their reading experience. 

3 Ethical implications and Open Questions 
When developing GenAI applications, we must acknowledge sev-
eral known concerns and ethical implications—from the impact 
of these models on the creative industry and the environment, to 
unresolved legal questions about ownership and authorship of the 
generated outputs, as well as bias amplification and misinforma-
tion [7]. While some of these risks can be partially mitigated by 
using open-source models [6] instead of proprietary ones, other 
concerns remain; for instance, training datasets frequently contain 
copyrighted content without the original creators’ knowledge or 
consent [22]. Additionally, readers, and children in particular, risk 
being exposed to inappropriate generated content, such as graphic 
sexual content or horror scenes. Despite their necessity, modera-
tion mechanisms [14] may limit the literary expression of certain 
genres; they may also be difficult to apply in dynamic, customised 
environments. 

Our Story-to-VR pipeline raises an additional open question 
about the integration of GenAI in creative domains: how can we 
balance humanity and technology?—with humanity entailing cre-
ativity [21] and imagination. This tension is evident in the reading 
application domain on both the creation and consumption stages. 
In the creation process, this includes determining how the original 
creators (e.g., a book’s author) should be involved when augmenting 
their work through AI, considering there is a possibility of altering 
their original intent. At the consumption stage, the tension centers 
on the reader. In traditional reading, immersion relied on mental 
abilities to construct fictional worlds (“phenomenological immer-
sion”), while immersive reading environments shape experience 
through technological features (“technological immersion”) [13], 
potentially reducing the active role of imagination. The risk is that 
readers become passive consumers rather than active participants 
in imaginative world-building. The challenge lies in leveraging 
technology to enhance this inherently creative process, rather than 
substituting the reader’s imagination. This raises critical questions 
about user agency: how much control should readers maintain 
over their virtual environment? Should the system generate fixed 
interpretations of scenes, or provide customizable elements that 
readers can modify to match their personal vision? Where can the 
line be drawn between supporting reading and altering its very 
essence? These design decisions also open the door to potentially 
manipulative dark patterns—interface choices that subtly influence 
user behaviour for profit, data collection, or to steer attention [8]; 
for instance, reading environments could be designed to foreground 
certain narratives or fixed interpretations. Moreover, behind the 
pursuit of enhanced reading engagement lies the threat of techno-
logical addiction [19]; currently, we still lack a clear understanding 
of the long-term cognitive effects of immersive reading. 
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Although largely unanswered, these questions of how to balance 
humanity and automation must remain central when designing AI 
systems across all domains, to avoid a future of machine depen-
dence while still striving for meaningful human-AI cooperation. 
For readers, this means supporting immersion and imagery without 
distracting or overwhelming them, and avoiding transforming a 
book into a movie—or worse, making imagination obsolete. 

4 Conclusion 
In this paper, we propose our vision of how recent advances in 
GenAI can be leveraged together with immersive technologies to 
create immersive, embodied reading experiences–literally transport-
ing readers inside the story world. Through our five-step pipeline, 
we demonstrate how multi-modal generative AI models could sup-
port the creation of virtual backdrops, becoming a tool for re-
searchers and digital artists. Ultimately, the aim is to strike a balance 
between technological and phenomenological immersion, leverag-
ing technology to help readers engage in deep, sustained long-form 
reading. Beyond the context of reading, this vision aims to spark 
general discussion about the technical possibilities that lie ahead of 
us, but also the challenges of balancing automation with humanity, 
creativity, and imagination. 
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