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Summary

Multi-epoch Synthetic Aperture Radar Interferometry (InSAR) is widely used to estimate
displacements of selected scatterers from phase observations. However, their interpre-
tation needs a connection to objects in the real world. To associate InSAR scatterers to
their corresponding geo-objects, it is necessary to (i) accurately estimate the phase cen-
ter of radar scatterers in radar coordinates, (ii) precisely position the scatterers in 3D
geographic coordinates, and (iii) satisfy the constraint that these positions need to be
physically realistic. This study addresses these three requirements.

The effective phase center of a scatterer is not situated at the nominal position of
the pixel. As a result, scatterers are evaluated at the wrong position and the reference
phase calculated at that location will be biased. We evaluate the influence of this sub-
pixel position on the geolocation of the scatterer and its deformation quality for various
satellite platforms. A method to locate the phase center of the dominant scatterer is
developed and is applied to a stack of TerraSAR-X, Radarsat-2, and Sentinel-1 images.
The sub-pixel correction shows to be significant for improving the geolocation, up to a
few meters—especially for planar (horizontal) precision. It is only of limited influence
for the displacement estimation and more relevant in the case of large orbital baselines.

Even after sub-pixel correction, the position of scatterers in an earth-centered, earth-
fixed geodetic datum is often in order of a few meters, which is not always sufficient to
physically link the scatterer to a geo-object. We evaluate four approaches for correcting
this positioning bias, i.e., (i) an advanced geophysical correction, (ii) the single-epoch
deployment of a corner reflector (CR), (iii) a multi-epoch deployment of a CR, and (iv) a
correction using a high-precision digital surface model (DSM). The positioning perfor-
mance of these approaches is analyzed from the aspects of practicability, reliability, and
precision with TerraSAR-X and Sentinel-1 data. We show that while the multi-epoch CR
approach achieves the best positioning results, the DSM-assisted correction is able to
obtain comparable results if a high precision DSM is available, better than DTED-4.

The position of the estimated geometric phase center may differ from the position
of the physical phase center. We use ray-tracing to predict the position of point scatter-
ers using generic 3D models, and match them with the detected point scatterers from
a stack of TerraSAR-X images. We find that the majority of detected scatterers appears
to be positioned at their correct physical location. Moreover, many point scatterers cor-
respond to multiple scattering mechanisms—more than half of the identified scatterers
correspond to double- or triple-bounce scatterers. The mismatch between the geomet-
rically estimated position and the signal source occurs mainly for multiple scattering:
fourfold and more. This shows that the bounce levels of the scatterers are a relevant
attribute to understand and interpret the displacements of persistent scatterers.

In general, we conclude that sub-pixel correction and positioning bias correction
should be included in default InSAR data processing, and that the majority of detected
scatterers are positioned at physically realistic locations.
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Samenvatting

Tijdseries van interferometrische SAR beelden worden gebruikt om de verplaatsing
te schatten van toevallige radar reflectoren. Echter, om dit goed te kunnen duiden, die-
nen deze reflectoren gekoppeld te worden aan objecten op het aardoppervlak. Om deze
koppeling te realiseren, is het noodzakelijk om (i) de ligging van het fasecentrum van
de reflectoren in het radarbeeld binnen het pixel te schatten, (ii) de precieze 3D positie
van alle reflectoren in een geodetisch referentiesysteem te vinden, en (iii) te zorgen dat
de geschatte posities ook fysisch realistisch zijn. Deze drie voorwaarden worden in deze
studie onderzocht.

Het effectieve fasecentrum van een reflector bevindt zich niet op de nominale (hoek-)
positie van een pixel. Hierdoor worden deze reflectoren geëvalueerd op een verkeerde
positie, waardoor de referentiefase ook wordt berekend op een verkeerde positie. De
invloed van deze fout op de geolokalisering van de reflector en op de kwaliteit van de ge-
schatte verplaatsings is onderzocht voor verschillende satellietsystemen. Een methode
is ontwikkeld om het fasecentrum van de dominante reflectie binnen een resolutiecel te
lokaliseren, een deze is vervolgens toegepast op TerraSAR-X, Radarsat-2, en Sentinel-1
beelden. Deze sub-pixel correctie blijkt significant te zijn voor de geolocalisering, met
een verbetering van enkele meters, voornamelijk in het horizontale vlak. Voor de schat-
ting van deformaties (verplaatsingen) is de correctie maar van beperkte invloed. In het
algemeen is de correctie meer relevant voor satellietbanen die verder uit elkaar liggen.

Zelfs wanneer de sub-pixel correctie wordt toegepast, dan is de 3D positie van de
toevallige reflectoren nog steeds in de orde van een aantal meters, hetgeen vaak on-
voldoende is om de reflector te koppelen aan een fysiek object. We analyseren vier
mogelijkheden om deze positiebias op te lossen: een geavanceerde geofysische cor-
rectie, het installeren van een hoekreflector voor slechts één acquisitie, het installeren
van een hoekreflector gedurende een hele tijdserie, en een correctie die gebruik maakt
van een digitaal hoogtemodel. De prestaties van al deze methoden zijn geëvalueerd
op praktische uitvoerbaarheid, betrouwbaarheid en precisie, voor zowel TerraSAR-X als
Sentinel-1 data. Hieruit blijkt dat terwijl het toepassen van een hoekreflector over een
gehele tijdserie het beste resultaat levert, de methode die gebruik maakt van het hoogte-
model vergelijkbare resultaten levert, zolang dit model maar van het niveau DTED-4 of
beter is.

De geschatte geometrische positie van het fasecentrum van een natuurlijke reflector
hoeft niet gelijk te zijn aan de fysisch-realistische positie van de reflectie. Door gebruik
te maken van ray tracing hebben we de verwachte fysische positie bepaald, m.b.v. gene-
rieke 3D modellen, en deze vergeleken met gedetecteerde reflecties (persistent scatterers)
van een serie TerraSAR-X beelden. Hieruit blijkt dat de meerderheid van de gevonden
reflecties zich bevindt op een correcte (fysisch realistische) positie. Bovendien blijkt dat
meer dan de helft van de gevonden reflecties bestaan uit twee- of drievoudige reflec-
ties. Wanneer reflecties bestaan uit meer dan drievoudige reflecties, dan worden deze
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meestal niet werkelijk in de data gevonden. Hieruit volgt dat het aantal malen dat een
signaal weerkaatst voordat het weer door de satelliet ontvangen wordt een belangrijk
attribuut is bij de interpretatie van persistent scatterers.

Uit bovenstaande analyses kan worden geconcludeerd dat de sub-pixel correctie en
de 3D positie-bias correctie standaard moet worden inbegrepen in de InSAR dataver-
werking, en dat het merendeel van de gedetecteerde reflecties gepositioneerd worden
op fysisch realistische locaties.



摘摘摘要要要

时间序列InSAR技术是针对传统InSAR技术中受时空去相干和大气相位屏障影响
的问题提出的，通过提取在时间序列上具有稳定散射特性的高相干点，依据不同相
位源的时空特性实现分离，获得在观测时间段内，经过地形、轨道以及大气误差改
正的形变速率场，被认为是极具潜力的地表观测手段。然而，目前该方法测量结果
的应用和解译仍然存在着诸多不足。

由于“InSAR散射点-地面目标-观测场景”之间的一一关联很难确定，限制InSAR结
果在实际应用中进一步对观测结果的解译。具体来说引起关联不确定的原因主要有
三方面: (1) InSAR散射点与地物目标对应关系不唯一。InSAR散射体其实是由分辨单
位内所有散射信号相干叠加的结果，并非特指分辨单元内主导的强散射信号的地
物目标。(2) InSAR散射体三维空间位置不准确。点目标是在二维SAR图像内的平面
点，从二维图像平面到三维空间的是一个反演求解的过程，其定位精度通常在几米
到几十米，相对于其毫米级形变测量精度来说，三维空间定位精度较差。(3)没有
充分考虑InSAR散射体物理散射机制。由于SAR特殊的成像机理以及复杂城市场景下
电磁波的多次散射作用，计算的InSAR散射体的几何相位中心位置与实际的信号源
目标不对应，因此相干散射体与地物之间的关联还需要考虑其散射机制的影响。本
文针对这三个问题研究了如何建立InSAR散射体与地物目标之间的关联。
本文提出了亚像元永久散射体处理方法，建立时间序列InSAR散射体与单个地物

目标的联系。传统永久散射体方法中假设InSAR散射体等同于其分辨单元内的主导
信号，但是在建立函数模型时却没有考虑在分辨单元内主导信号亚像素相位贡献。
本文分析了主导信号在分辨单元内的亚像素位置对时间序列处理结果的影响，提出
以提取亚像素级的有效相位中心位置来建立时序处理的函数模型，避免了分辨单元
内杂波信号的干扰，保证了InSAR散射体与其主导散射信号对应地物目标的一一对
应关系，且能改善高程和点位估计的结果。该方法应用于TerraSAR-X，Radarsat-2，
和Sentinel-1数据集中，详细对比了亚像素级处理方法和常规时序处理在形变和位置
估计上的差异。结果显示，亚像元永久散射体处理方法能为InSAR测量散射体与目
标物之间建立关联，给出更准确的位置估计以及更可靠的形变计算结果，且有效排
除相位噪声的干扰，提取了更多的相干散射点。

相干散射体精确的三维地理坐标是保障InSAR结果的能够有效解译和应用的重要
信息。考虑到相干散射体定位过程中误差的来源和特性，本文提出了InSAR相干散
射体的三维定位偏差改正模型。偏差改正模型假设在一定范围内，散射体的定位误
差在雷达坐标系内的三个方向（距离向、方位向、高程向）上相互独立且表现出系
统性或空间相关性的特点，通过改正在三个方向的偏差量，获得所有InSAR散射体
的精密定位结果。本文给出了两种定位偏差计算方法，即借助于角反射器和高精度
数字地形模型的改正方法。在TerraSAR-X和Sentinel-1的实验结果中，与大地测量数
据以及激光扫描数据的交叉验证了本文提出的改正方法的有效性。TerraSAR-X改正
结果获得了厘米级的三维定位精度，Sentinel-1数据结果获得了大约四米的三维定位
精度。相比于逐个计算地球物理因素进行改正方法而言，本文所提出的方法考虑了
高程向偏差改正，给出了更精确的定位结果；同时相比于多视角数据融合求解三维
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点位的方法而言，不要求多视角的数据集以及观测区域内能从不同视角探测到的匹
配目标，更具有广泛适用性。
受电磁波在地物之间多次散射的影响，很难简单地通过散射体的定位来建

立InSAR散射体与地物目标之间的关联，需要在精确三维定位的基础上结合散射机
制的角度加以确定。因此，要建立InSAR散射体与地物之间的关联，需要从两方面
考虑，一方面是几何定位精度，也就是上述两部分的主要研究内容；另一方面则
是从SAR成像过程中的物理散射机制的角度来对散射体进行定位。基于城市三维模
型，本文利用光线追踪的方法模拟了相干散射体的位置。通过研究发现大多数相干
散射体的几何相位中心与其信号目标一致。同时，在实验的城市场景下，超过一
半被识别的散射体是多次散射信号。此外，通过实验证明了，点目标散射机制分
析也有利于估计的形变信号的解译。比如实验中，高阶多次散射点（大于三次）
观测到的形变量与真实形变量的不同，且可能表现与真实形变方向相反。因此，
在InSAR结果分析中，相干散射体的散射次数也是很重要的属性。
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1
Introduction

1.1. Motivation
Multi-epoch InSAR is useful for estimating the displacement of radar scatterers. How-
ever, understanding and interpreting the estimated results requires a connection with
the corresponding physical objects. In this study, this connection is built by adding at-
tributes to these measured InSAR scatterers.

1.2. Background
By 2050, 68% of the world’s population is expected to live in urban areas (Montgomery,
2008). Durability, sustainability, and resilience of the built environment is, therefore, a
key condition of the whole society. Yet, buildings, roads and all forms of urban infras-
tructure are designed with a certain life expectancy, and age over time. Thus, health
monitoring of building and civil engineering structures is becoming increasingly impor-
tant. The detection and monitoring of structural deformation is one of the key indicators
of structural health.

Fig. 1.1 shows some recent urban disasters that exhibited displacement signals be-
fore they occured (Ketelaar et al., 2006; Chang and Hanssen, 2014; Wang et al., 2017;
Milillo et al., 2019). It is desirable to detect such displacements at an early stage. Sys-
tematic monitoring of the displacement of geo-objects enables risk assessment and the
detection of precursor signals. This could not only be useful to prevent impending dis-
asters from happening, but it could also be used as a reference for urban construction
planning.

With the advent and development of time series InSAR techniques (Ferretti et al.,
2001; Berardino et al., 2002; Hooper et al., 2004; Kampes, 2005; Hooper, 2008; Adam
et al., 2008; Ferretti et al., 2011; van Leijen, 2014; Crosetto et al., 2016; Samiei-Esfahany
et al., 2016), the applications of InSAR for geo-information stepped into a new era. These
methods are capable of estimating time series of displacements with millimeter-level
precision by analyzing phase signals on selected coherent scatterers in a stack of SAR im-
ages. At the same time, the development of new SAR satellites has increased significantly,

1
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Figure 1.1: Urban disaster examples. (a) Cracks in the wall of a building in Groningen gas field, the Nether-
lands (Dutch News, 2016). (b) Huge street sinkhole due to the subway extension work in Japan (The Japan
Times, 2016). (c) Morandi bridge collapse, Italy, 14 August 2018 (The New York Times, 2018). (d) The near-
collapse of a part of a shopping mall in the city of Heerlen, the Netherlands due to upward migration of a
cavity. (Chang and Hanssen, 2014).(e) The waster dump led to a disastrous landslide in the city of Shenzhen
China 2015 (Wang et al., 2017). (f) Brumadinho dam collapse in south-eastern Brazil 2019 (BBC News, 2019).

Figure 1.2: SAR Satellite Missions in the past, present, and future, demonstrating an increasing availability of
data.
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offering sufficient SAR data for time series analysis, see Fig. 1.2. Time series InSAR has
become an operational tool for subsidence and infrastructure monitoring in urban ar-
eas, and numerous studies have verified its reliability (Fruneau and Sarti, 2000; Mouélic
et al., 2002; Ding et al., 2004; Casu et al., 2005; Hanssen, 2005; Ferretti et al., 2007; Liu
et al., 2008; Zhang et al., 2009; Jiang et al., 2011a; Chen et al., 2012; Hu et al., 2013; Chaus-
sard et al., 2014; Liao and Wang, 2014; Ma et al., 2015; Crosetto et al., 2016; Qin et al.,
2018).

Although this technology is widely used, the potential of time series InSAR has not
been fully exploited. Time series InSAR estimates the displacements of selected persis-
tent scatterers (PS). As PS can originate from any object within the built environment,
the estimated displacements of PS correspond to different objects and represent differ-
ent driving mechanisms. Moreover, signals representing different deformation mecha-
nisms are likely to be superimposed.

(a)

(b) (c)

Figure 1.3: (a) Mean displacement velocity map between 2014 and 2017 in the city of Rotterdam, the Nether-
lands from 49 TerraSAR-X images, a typical result by Time series InSAR technique. The estimated mean defor-
mation rate is color-coded. (b) and (c) Zoom in results in the rectangular boxes indicated in (a).

Fig. 1.3 shows the displacement velocity map over Rotterdam, the Netherlands. 49
TerraSAR-X images between 2014 and 2017 by time series InSAR were processed. Each
point, i.e. InSAR scatterer, is chosen from a time-series of SAR acquisitions. These points
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Figure 1.4: Diagram of a resolution cell in 3D space. All the scattering elements within this resolution cell will
be coherently summed into one pixel in the SAR image.

provide millimeter-level estimates but they cannot be reliably related to real-world tar-
gets in the absence of precise geolocation of each point. Consequently, the evaluation of
the deformation phenomenon behind the displacements is limited by the lack of a link
to the real-world objects.

The relevance of establishing a one-to-one link between persistent scatterers and
specific objects is most explicit when there are different driving mechanisms involved.
For example, the observed displacements may be linked to a combination of structural
instability and a process of deep layer compaction. While being in close proximity of
each other, nearby PS may show completely different deformation signals (Dheenathay-
alan, 2019). In other cases, different parts of a building or infrastructure may deform
differently (Zhu and Shahzad, 2014), which may be a precursor of a partial or full failure
of the structure (Sousa and Bastos, 2013; Chang and Hanssen, 2014). In these complex
scenarios, an improved linking of InSAR scatterers to physical objects would not only
help to identify the local deformation of the object but also facilitate the overall inter-
pretation of the deformation signals.

Establishing a one-to-one link between a PS and a specific object in a complex built
environment is the research goal of this study.

1.3. Problem statement
Establishing the desired one-to-one link between a radar scatterer and a specific (part of
a) geo-object is currently difficult due to three unresolved problems.

First, in the conventional PSI approach, results are calculated at per pixel, rather than
per dominant scatterer within a resolution cell. As a dominant scatterer is located some-
where within the geometric bounds of a pixel, or resolution cell, this sub-pixel position
needs to be accounted for, as it may affect both the position as well as the displacement
estimates of the measurement point. Fig. 1.4 sketches a resolution cell in 3D space.
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Figure 1.5: A point target T with range R in the zero-Doppler plane orthogonal to the velocity state of the
satellite, forming a positioning tube around the satellite.

All the scattering elements within the resolution tube contribute to one pixel. Typi-
cally, a strong reflecting object whose signal dominates the pixel and stays coherent over
the entire time-span is selected for time series processing. As the dominant scatterer will
not be exactly located at the nominal position of the pixel, the position calculation will
induce a bias in phase.

Therefore, we need to assess the influence of the sub-pixel position on the PSI es-
timates. Subsequently, and develop a method to locate the extract phase center of the
dominant scattering object within the resolution tube and to mitigate the influences of
residual scattering elements. The PSI results can then be improved with this sub-pixel
correction.

Second, it is not only the sub-pixel position—within the SAR image—that affects the
PSI estimates, but also the ‘absolute’ location of the entire image in the three-dimensional
world. The positioning precision and accuracy of PS in an earth-centered, earth-fixed
geodetic frame is currently in the range of meters, particularly in the cross-range direc-
tion (Gernhardt et al., 2015; Dheenathayalan et al., 2016). Fig. 1.5 illustrates a target T
and its positioning uncertainty torus.

The target T is located on a circle with a radius (range) R centered at the satellite. The
measurements in range and azimuth are affected by additional time-variable position-
ing components that can range from centimeters to several meters. The torus describes
the bias due to system-introduced delays or geophysical path delays. Precise point po-
sitioning is determining the optimal position in the torus by correcting the positioning
bias as much as possible.

While several studies have focused on estimating the absolute position in an ECEF
frame by performing geophysical and system corrections, see Gisinger et al. (2015); Dheenathay-
alan et al. (2016); Montazeri et al. (2018), it is less well documented how physical ground
control points—such as corner reflectors and transponders—or existing elevation mod-
els can be used to correct for positioning biases. This is relevant, as it is a practical con-
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Figure 1.6: Backscatter signals from buildings and ground in a urban scenario.

sideration in many studies to decide whether it is worthwhile to install physical instru-
mentation in the area of interest or not.

Third, given precise geolocation, the position of point scatterers may be geometri-
cally optimal. However, this geometric phase center position may not be physically re-
alistic. In fact, the geomeric position of the effective phase center may be ’floating’ in
free space or below the ground, while it is evident that radar reflections stem from real
reflections on real physical objects, and should therefore be aligned with (the surface) of
such an object. For example, for a perfect corner reflector, it is known that the effective
scattering center can only be at the apex of the reflector, even though the best geometric
position estimate may turn out to be in a different position. As a result, understand-
ing the physical scattering mechanism may help in the realistic physical positioning of
scatterers.

Fig. 1.6 is a conceptual sketch that illustrates various interactions between electro-
magnetic waves and an object on the ground. For a single trihedral scattering signal
with orthogonal sides, e.g., a corner reflector, the phase center may be in its real physi-
cal position. However, this is significantly more complicated when it comes to multiple
bounce signals.

Consequently, many observed signals may not be related only to a single object.
Moreover, in a realistic urban scenario, the back-scattered signals are strongly depen-
dent on the orientation, geometry, size and other characteristics of objects on the Earth’s
surface, as well as the parameters of the transmitted radar signals such as direction,
wavelength, and polarization (Woodhouse, 2005). Thus, the multitudinous nature of
scattering mechanisms in InSAR requires detailed analysis.

For instance, a five-fold bounce point scatterer from the observed object would be
geolocated below ground and give an opposite displacement as the single bounce signal
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from the object observed. The understanding of the physical mechanism would facili-
tate the interpretation of observed displacements.

In conclusion, the association of InSAR scatterers to real world objects involves (i)
the sub-pixel location of the effective phase center of InSAR scatterers, (ii) the precise 3D
geolocation by minimizing the positioning errors, and (iii) understanding of the compli-
cated interactions between microwaves and objects in the complex urban environment.

1.4. Research objectives
Aiming to establish a one-to-one link of InSAR scatterers to real-world objects, the main
research question of this thesis is:

How can we optimally associate InSAR scatterers to their corresponding geo-objects?

To answer this main question, three related research problems need to be considered.

1. How does the sub-pixel position of a dominant scatterer within the resolution cell
affect the PSI estimates, in terms of geolocation and displacement?

2. How can we precisely and reliably geolocate InSAR scatterers by correcting for the
positioning bias, which practical approaches are feasible, and when is it valuable
to install physical ground control points in the area of interest?

3. Is the position of the geometric phase center the true physical source of the signal,
and—if not—what effect does this have on the interpretation of the estimates?

In addressing these questions, this study consider them in the perspective of geode-
tic parameter estimation problems, from an engineering point of view. That is, we seek
to find practical solutions and answers, which are generic for all types of satellite and
SAR sensor systems, rather than focusing on demonstrating optimal results which can
only be achieved for a specific satellite system. Ideally, our results should be directly
translatable to operational geodetic decision making.

1.5. Outline and research methodology
We start this study in chapter 2 by providing a brief review of SAR interferometry, de-
scribing the characteristics of SAR measurements, InSAR observable, and time series In-
SAR analysis. Chapter 2 also serves as the technical background reference of this study.
Special attention is given to the characteristics of InSAR point scatterers.

The three main chapter (3 – 5) cover the three main research problems described
above. Fig. 1.7 is a schematic outline of this study, indicating these three chapters in the
colored boxes.

In chapter 3, the influences of the sub-pixel correction on point positioning and de-
formation quality were analyzed. The relative position of a scatterer within a resolution
cell causes an additional phase contribution in the observed phase, referred to as the
sub-pixel phase, which needs to be accounted for in PSI processing. A detailed analysis
of the sub-pixel phase component and its influences and propose a correction method
has given as follows. The sub-pixel correction module is implemented in the delft im-
plementation of persistent scatterer interferometry (DePSI) toolbox. Experiments are
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Figure 1.7: Simplified schematic summary of the attributes added and methodology developed in this thesis.

conducted using TerraSAR-X, Radarsat-2, and Sentinel-1 data stacks, which demonstrate
the improvements in geolocations, elevations, and displacements by applying the sub-
pixel correction. Chapter 3 was published in the ISPRS Journal of Photogrammetry and
Remote Sensing, see Yang et al. (2020).

In chapter 4, we deal with the geolocation errors of InSAR scatterers. Here we present
positioning correction methods based on using a single-epoch corner reflector (CR),
multi-epoch CR, and high-precision LiDAR DSM. The value and necessity of using CR
for different scenarios, concerning the required efforts, are compared with using a high-
precision digital surface model (DSM) and advanced (geo)physical method. The appli-
cability of the proposed methods was tested on TerraSAR-X and Sentinel-1 data stacks.
The achieved positioning accuracy by the DSM-assisted approach is discussed with vary-
ing DTED levels considering the current open DSM data. We show that by employ-
ing the calculated offsets by CR-assisted or DSM-assisted approaches in the PS point
cloud, geolocation errors can be mitigated as a post-processing step of PSI. Chapter 4
was published in the ISPRS Journal of Photogrammetry and Remote Sensing, see Yang
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et al. (2019b).
Chapter 5 focuses on the understanding of physical scattering mechanisms with a

Ray-tracing technique and develops a new approach to link persistent scatterers to real-
world geo-objects through a 3D model, and addresses the importance of understanding
the physical scattering mechanism of points on the interpretation of InSAR results. The
chapter also discusses the level-of-detail required for the 3D model to obtain satisfactory
results. Chapter 5 was published in the IEEE Transactions on Geoscience and Remote
Sensing, see Yang et al. (2019a).

Conclusions, contributions, and recommendations of this study are reported in Chap-
ter 6.





2
Time-series InSAR and InSAR

scatterers

This chapter gives a technical review on SAR imaging, the InSAR technique and time
series InSAR methods. The amplitude and phase components in a SAR image are pre-
sented in Section 2.1, with a discussion on the factors affecting these two observations.
Section 2.2 describes the observable in the InSAR technique and gives a generic process-
ing flow. The following Section 2.3 introduces the time series InSAR technique. The time
series InSAR methods are classified based on baseline configuration, point selection cri-
terion, and the deformation model. The potential improvements and limitations of the
InSAR technique are also given in Section 2.3.

2.1. Synthetic aperture radar image
A synthetic aperture radar is an imaging radar that scans the Earth’s surface with mi-
crowave radiation. Fig. 2.1 describes the configuration of a SAR system. The SAR an-
tenna, carried by a moving aircraft or spacecraft platform, sequentially transmits elec-
tromagnetic waves and collects the back-scattered signals in a side-look viewing geom-
etry. The direction of the moving platform is the azimuth direction, and the line of sight
(LOS) is the slant range direction. The illuminated area of each beam in the ground is
called the footprint. The swath describes the coverage area of SAR image in azimuth and
ground range direction. The received echos form the so-called raw data, which need to
be processed by the range and azimuth compression (Bennett and Cumming, 1979; Wu
et al., 1981; Curlander and McDonough, 1991; Raney et al., 1994; Cumming and Wong,
2005a) to form a SAR image.

A SAR image is a digital representation of an illuminated area, which can also be seen
as a two-dimensional pixel matrix. Each pixel denotes one complex number Z ,

Z = Ae jψ, (2.1)

where j is the imaginary unit, A ∈ R+ is the amplitude, and ψ ∈ [−π π) is the phase. All
scattering elements within the corresponding resolution cell contribute to this complex

11
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Figure 2.1: Scanning configuration for a right looking SAR, altered from Hanssen (2001).

number. In following sections, we describe the SAR measurement by explaining the am-
plitude and phase data.

2.1.1. Amplitude
The amplitude component of each pixel is given by

A =
√

Re(Z )2 + Im(Z )2, (2.2)

where the Re(Z ) and Im(Z ) are the real and imaginary parts of Z . The amplitude is af-
fected by

• the physical shape and size of the illuminated object,

• the orientation of the object with respect to the observation geometry,

• the surface roughness and composition of the illuminated area or volume,

• the environmental conditions (e.g., moisture),

• the frequency and polarization of the radar signal, and

• Dielectric properties of the target.

The amplitude is related to the detectability of a target, a target with strong amplitude is
easier to detect than a target with weak amplitude. In general, urban areas show strong
backscattering signals, while vegetation region and water give low intensities.
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Fig. 2.2b gives an example of the amplitude of a SAR image. The data is acquired by
TerraSAR-X satellite over the campus of TU Delft. Bright pixels are from the buildings
and infrastructures, while the canal appears as dark areas.
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Figure 2.2: TU Delft Campus in (a) airborne optical image, (b) amplitude image from TerraSAR-X stripmap
data, (c) phase image from TerraSAR-X Stripmap data, (d) interferometric phase image from a pair of TerraSAR-
X Stripmap data.

2.1.2. Phase
The phase component of each pixel is given by

ψ= arg(Z ) , (2.3)

where arg(.) returns the phase angle in [−π π) of complex Z . The operation arg(.) uses
the four-quadrant inverse tangent function to compute the angle between the real and
imaginary axis from the origin to the point (Re(Z ), Im(Z )) in the complex plane, see
Fig. 2.3.
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Figure 2.3: The measured phase in a SAR image is the fractional phase of the received radar signal.

The phase component is proportional to the length of the propagation path. The
propagation path is the two-way travel distance (sensor - target - sensor). Fig. 2.3 de-
scribes the relation of observed phase and the two-way path with a sinusoidal signal.
The observed phase is the travel distance divided by the wavelength as given in

ψ=W

{
2π

2r

λ

}
, (2.4)

where W {.} is modulo-2π wrapping operator, r is the distance corresponding to the
phase, and λ is the wavelength. The phases in a SAR image are wrapped ranging from
−π to π.

The phase measurement is affected by

• the two-way propagation path, including atmosphere-induced delays,

• the interaction between the waves and the scatterers within the resolution cell,
and

• potential phase shifts induced by the processing.

Phase measurement from pixel to pixel in SAR image looks as a random value. Fig. 2.2c
gives an example of phase image. The phase value is ranging from −π to π in each pixel,
and show no correlation among them.

2.2. SAR interferometry
The principle of SAR interferometry is to exploit the differential phase between two SAR
images. Fig. 2.4 describes the concept of SAR interferometry. Two SAR images, master
and slave, are acquired at slightly different viewing position or at a different time. The
phase of each SAR image is proportional to the two-way travel distances, thus the phase
differences between two SAR image can be usefully exploited to generate the topography,
or the displacement during the acquisition interval.

A interferogram is generated by complex-conjugate multiplication of two coregis-
trated SAR images. Each pixel in the interferogram Ims is a complex number given by

Ims = Zm Z∗
s = Am As e j (ψm−ψs ) = Am As e jφms

, (2.5)
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Figure 2.4: InSAR geometry for point ~Th with height ∆h above the reference height h0, the flight direction is
perpendicular to the view plane.

where Zm and Zs denote the complex value of a pixel in the master and slave image, Am

and As are the respective amplitudes, ψm and ψs are the respective phases, and φms is
the interferometric phase.

Fig. 2.2d gives an example of interferometric phase. As described in Section 2.1, the
phases of one SAR image essentially give no information, while the phase differences
between two SAR images enable measuring the path differences. The interferometric
phase is proportional to the differences in travel distances due to viewing geometry or
displacement. Fig. 2.5 illustrates how the path changes ∆r can be accurately measured
by the interferometric phase.

2.2.1. Observable
The observable in SAR interferometry is the interferometric phase, given by

φms = arg(Zm Z∗
s ) =W {ψm −ψs } =W {φrange +φatmo +φscat +φnoise}, (2.6)

where W {·} is the wrapping operator of the phase value in [−π π), and ψm and ψs are
the phases in master and slave image. The interferometric phase, φms , contains four
components: the range dependent phase φrange, the atmospheric phase φatmo, the scat-



2

16 2. Time-series InSAR and InSAR scatterers

Wavelength

Interferometry

Master Slave ∆𝑟
𝑟# 𝑟$

Figure 2.5: The interferometric phase is the phase difference between the master and slave image, and propor-
tional to the distance difference between two travel paths.

tering phase φscat, and the noise phase φnoise. Fig. 2.6 gives a further decomposition of
the interferometric phase.

Figure 2.6: Decomposition of interferometric phase in different contributing factors.

The range-dependent phase relates to the differential range distance between mas-
ter and slave image including topographic φtopo (including object height), the flat earth
phase φref, and deformation φdefo, and can be written as

φrange =φtopo +φref +φdefo. (2.7)

The topographic and flat earth phases are dependent on the viewing geometry of the
satellite. The flat earth phase is the phase contribution due to the reference earth surface
(e.g., and ellipsoidal surface) and is also known as the reference phase. The topographic
phase describes the topography above the reference surface, i.e., the topographic eleva-
tion and the elevation of the scatterer if it is situated on an object, e.g., a building. The
topographic phase is defined as

φtopo =−4π

λ

B⊥
r1 sinθinc

·∆h, (2.8)
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where λ is the wavelength, B⊥ is the perpendicular baseline between master and slave,
r1 is the range to the antenna, θinc is incidence angle,∆h is the height above the ellipsoid
surface, see Fig. 2.4.

The reference phase is defined as

φref =−4π

λ
B sin(θ−α), (2.9)

where B is the baseline between the master and slave, θ is look angle, and α is the base-
line orientation.

The deformation phase corresponds to the cumulative displacement between two
acquisitions, and is given as

φdefo =−4π

λ
dLOS, (2.10)

where dLOS is the projection of deformation in 3D space onto the line of sight (LOS). Sup-
posing the deformation is [De Dn Du] in east, north and vertical direction in 3D space,
the observed displacement in the LOS is

dLOS = De sinθinc cosαh −Dn sinθinc sinαh −Du cosθinc, (2.11)

where αh is the heading angle of the satellite. Consequently, a horizontal displacement
in the eastern direction translates in an opposite displacement in the LOS direction for
the ascending and descending viewing geometry, respectively.

The atmospheric phase is caused by the difference in the atmospheric delay be-
tween master and slave image. The atmospheric delays in the SAR image contain two
parts: the ionospheric, and tropospheric phases. The ionospheric phase is wavelength-
dependent (Zebker et al., 1997; Gray et al., 2000), and stems from the upper layer of the
Earth’s atmosphere, from about 80 to 600 km above sea level. The ionospheric delay is
induced by the electron density variation along the path and can be estimated from the
total electron content (TEC). Since the TEC shows a significant spatial correlation (Meyer
et al., 2006), the ionospheric phase differences are smaller than the differential tropo-
spheric phase over short distances. The tropospheric phase is a delay originating in the
lower layer of the atmosphere, from 0 to 12 km above sea level, which can be decom-
posed into the hydrostatic and wet delay. The hydrostatic delay depends on the tem-
perature and pressure which is relatively constant in spatial extent (Bevis et al., 1992).
Thus, the differential atmospheric phase is only slightly affected by this term. The wet
delay depends on the water vapor distribution (Bevis et al., 1992), and shows a larger
spatial and temporal variation. For a short spatial scale (∼50 km), the dominant dif-
ferential atmospheric phase is due to the water vapor variation (Hanssen, 2001). The
tropospheric delay is the biggest contributor to the differential atmospheric phase. Ac-
cording to Hanssen (2001), the tropospheric phase can be divided into two parts: vertical
stratification and turbulent mixing.

The scattering phase is caused by temporal changes in the geometry or the position
of scattering elements within the resolution cell between the master and the slave ac-
quisition. As described in Section 2.1.2, the phase of each pixel affected by all scattering
elements in the corresponding resolution cell. Therefore, the change in position or elec-
trical characteristic of each scattering element results in the scattering phase. It can be
viewed as a phase noise term.
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The interferometric coherence γ is an indicator to evaluate the scattering changes.
The coherence is the magnitude of the correlation coefficient between the master and
the slave, ranging from 0 to 1. A coherence of 1 means that there are no changes be-
tween the two acquisitions. A coherence equals to 0 indicating total decorrelation be-
tween two acquisitions. Four decorrelation sources are defined: baseline, varying squint
angle (Doppler), temporal, and volume decorrelation.

Baseline decorrelation refers to the effect due to the different incidence angles be-
tween the master and the slave acquisitions. A large incidence angle difference leads
to a larger baseline decorrelation than with similar incidence angles between two ac-
quisitions. The degree of geometrical decorrelation is denoted by γbase. Similarly, the
changes in the squint angle cause decorrelation in azimuth, resulting in the varying of
the Doppler centroid, which is referred to as Doppler centroid decorrelation. The degree
of Doppler centroid decorrelation is indicated by γdc. Temporal decorrelation is caused
by variations within the corresponding resolution cell between two acquisitions. Vege-
tation cover in the area of interest will cause obvious temporal decorrelation effects due
to the different periods of vegetation growth. The degree of temporal decorrelation is
written as γtemp. Finally, volume decorrelation results from the height distribution of
the backscattering cross-section in an imaged space (Alberga, 2004), such as forests or
buildings, and is represented by γvol.

The system temperature and the approximations in data processing also induce a
phase noise. Combining all the above components, the coherence can be further defined
as (Zebker and Villasenor, 1992)

γ= γbase ·γtemp ·γdc ·γvol ·γther ·γpro ·γamb, (2.12)

where γther, γpro, and γamb are the decorrelation term due to system thermal noise, data
processing, and imaging ambiguities due to the far away clutter, respectively.

2.2.2. Processing procedure
In this section, the processing procedure of SAR interferometry (InSAR) is briefly intro-
duced. The InSAR method has been implemented in lots of data processing algorithms.
Here we focus on the key steps that these all have in common. Fig. 2.7 is a flow dia-
gram with these main processing steps. The final result of the InSAR method could be a
topographic map or a displacement map, depending on the geometry and temporal sep-
aration of the SAR images. The processing is started using two single look complex (SLC)
images. Note that the pre-processing on raw signals, i.e. the focusing, is not considered
here.

First, the slave image is aligned and re-sampled to the master image grid. The coreg-
istration deals with the geometrical misalignment and distortion resulting from having
slightly different viewing geometries, such as the changes in incidence angle, antenna
position, or different sampling rates. Two steps are typically included in the coregis-
tration: coarse coregistration based on an a priori available DEM and orbit informa-
tion, and fine coregistration based on amplitude or complex cross-correlation. The final
coregistration result requires sub-pixel level accuracy. Oversampling is performed in or-
der to avoid the aliasing effect (Hanssen, 2001) due to spectrum widening resulting from
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Figure 2.7: Generic processing flowchart of SAR interferometry.

interferometry. The interferogram is generated by complex conjugate multiplication of
the master and the resampled slave image.

Then the contributions of the topography and the ‘flat earth’ phase terms are re-
moved in order to reduce the phase variation. An external DEM is used for topographic
phase calculation, and the interferograms are produced by subtracting the flat earth
and topographic phase components from the original interferograms. Adaptive filter-
ing based on local noise level (Lee et al., 1998) can eventually be performed to reduce
phase noise.

Phase unwrapping is the most challenging step in InSAR processing. As introduced
in Section 2.2.1, the interferometric phases are wrapped. The goal of the phase unwrap-
ping is to estimate the integer cycle. Phase unwrapping is an inherently undetermined
inverse problem. Algorithms were developed to find the most likely solution by mak-
ing two assumptions (Hunt, 1979; Goldstein et al., 1988; Costantini, 1996; Bamler et al.,
1998): (i) the gradients between the wrapped and unwrapped phase should be equal,
and (ii) the phase differences between two neighboring points are less than π, or less
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than a quarter of the physical wavelength, see Eq. (2.10). Obviously, these assumptions
are not always conform reality.

The last two steps are the phase-to-height conversion and the geocoding procedure.
The unwrapped phase is converted either to height or to displacements according to
Eqs. (2.8) or (2.10). Geocoding refers to the procedure of converting the results in radar
coordinates to map coordinates or a local coordinate system. It enables the application
of InSAR results.

2.2.3. Limitations
Main limitations of the conventional repeat-pass InSAR technique are (i) the atmospheric
inhomogeneities (Zebker et al., 1997; Hanssen, 2001; Jolivet et al., 2014; Li et al., 2019b),
(ii) decorrelation due to scattering phase and noise phase (Zebker and Villasenor, 1992;
Hanssen, 2001), (iii) phase ambiguity estimation (Ghiglia and Pritt, 1998).

2.3. SAR interferometric time series analysis
The advent of interferometric time-series analysis is a response to the limitations of In-
SAR, as addressed above. Time series InSAR techniques use a set of multiple SAR im-
ages, subsequently acquired over time, to estimate displacements of the Earth’s surface
or objects on it. Interferograms are generated following a rule of baseline configuration
among the SAR images. Coherent points are selected for phase analysis. The deforma-
tion information is estimated along with the height under an assumption of deformation
behavior.

The atmospheric phase is considered to be spatially correlated and temporally un-
correlated, the stacking methods (Zebker et al., 1997; Wright et al., 2001) are proposed
for removing the atmospheric contribution by temporally averaging interferograms. Ex-
ploration of the coherent features in a long time series proved to be an effective method
for deformation extraction (Usai and Hanssen, 1997). The framework of time series In-
SAR, named persistent scatterer interferometry (PSI), was first proposed by Ferretti et al.
(2001). PSI explores a single master stack of interferograms and a group of coherent pix-
els, named persistent scatterers (PS). The PS pixels do not suffer from the decorrelation
problem, enabling robust deformation estimation. Berardino et al. (2002) presented a
small baseline subset technique (SBAS) that using multi-looked and unwrapped inter-
ferograms that formed with short baselines configuration for displacement estimation.
PSI and SBAS are the most representative methods of two categories of time series tech-
niques, for exploring the pixels with different types of scattering mechanisms and com-
pleted each other.

A number of stack processing approaches have been proposed with different base-
line configurations, exploration of pixels with different scattering mechanisms, and adop-
tion of different deformation model. The PSI and SBAS here are not referring to one
particular method, but referring to a group of methods with similar characteristics. PSI
approach denotes the analysis with PS pixels and single master configuration (Werner
et al., 2003; Hooper et al., 2004; Kampes, 2005; Costantini et al., 2008; van Leijen and
Hanssen, 2004; Lv et al., 2014), while SBAS approach specifies the processing with DS
pixel and small baseline configuration (Mora et al., 2003; Schmidt and Bürgmann, 2003;
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López-Quiroz et al., 2009; Pepe et al., 2011, 2015). There is also a hybrid method com-
bining features of the two categories (Hooper, 2008; Hetland et al., 2012; Devanthéry
et al., 2014; Goel and Adam, 2014). Considering the target decorrelation in estimation
processing, current solution try is to extract all information in SAR stacks (Guarnieri and
Tebaldini, 2008; Ferretti et al., 2011; Perissin and Wang, 2012; Fornaro et al., 2015; Samiei-
Esfahany et al., 2016). Tab. 2.1 summarizes the characteristics of common time series
analysis techniques.

2.3.1. Baseline configuration
Baseline configuration is the combination of multiple SAR images. The baseline can be a
geometrical baseline (the position of two acquisitions), temporal baselines (time interval
of two acquisitions), or Doppler baseline (the Doppler centroid frequency variation).
Fig. 2.8 shows several examples of baseline configuration of 64 images with a time span
of five years.
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Figure 2.8: Examples of baseline configuration. (a) single master configuration, (b) short temporal and perpen-
dicular baseline configuration, (c) short temporal baseline configuration, (d) minimum spanning tree config-
uration, (e) traveling salesman configuration, (f) all combinations.

Fig. 2.8a shows a single master configuration where all images are referenced to a
single master image, which is a common configuration in the PSI method. Fig. 2.8b il-
lustrates the small baseline configuration where all the baselines between interferogram
pairs are shorter than the set threshold. Short temporal combination of SAR images de-
livers a cascade interferograms as Fig. 2.8c shown, which permits larger and irregular
deformation in time. Figs. 2.8d and e show the minimum spanning tree (Perissin, 2008)
and traveling salesman (van Leijen and Hanssen, 2004) configuration that link all avail-
able images. Fig. 2.8f provides the all possible combination among the acquired images.
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Table 2.1: Characteristics of main time series InSAR techniques.

Method Configuration Point Selection Deformation
model

PSI (Ferretti et al., 2001) single master amplitude dis-
persion

linear in time

SBAS (Berardino et al., 2002) small baselines coherence spatial smooth-
ness

PSI (Mora et al., 2003) small baselines coherence linear and Non-
Linear in time

PSI (Schmidt and Bürgmann, 2003) small baselines coherence spatio-
temporal
smoothness

IPTA (Werner et al., 2003) single master amplitude &
phase diversity

linear in time

STAMPS (Hooper et al., 2004) single master amplitude &
phase criterion

spatial smooth-
ness

PSI (Crosetto et al., 2005) small baseline coherence stepwise linear
in time

STUN (Kampes, 2006) single master amplitude dis-
persion & SCR

multiple defor-
mation types

STAMPS+ (Hooper, 2008) small baselines amplitude &
phase criterion

spatial smooth-
ness

PSP (Costantini et al., 2008) single master arc-pair PS se-
lection

linear in time

SBAS (López-Quiroz et al., 2009) small baselines coherence spatial smooth-
ness

SqueeSAR (Ferretti et al., 2011) all combina-
tions

covariance ma-
trix

deformation in
time

EMCF-SBAS (Pepe et al., 2011, 2015) small baseline Phase criterion spatial smooth-
ness

Quasi-PS (Perissin and Wang, 2012) target-
dependent

partially coher-
ent target

linear in time

MInTS (Hetland et al., 2012) small baselines coherence deformation in
time

DePSI (van Leijen, 2014) single master amplitude dis-
persion

mutiple defor-
mation types

DSI (Goel and Adam, 2014) small baselines statistical ho-
mogeneity
test

linear in time

JS-TSInSAR (Lv et al., 2014) single master statistical ho-
mogeneity
test

linear in time

Cousin PS (Devanthéry et al., 2014) small baselines amplitude dis-
persion

spatial smooth-
ness

CEASAR (Fornaro et al., 2015) all combina-
tions

covariance ma-
trix

deformation in
time

DS-TSInSAR (Samiei-Esfahany et al., 2016) all combina-
tions

covariance ma-
trix

mutiple defor-
mation types
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The choice of baseline configuration depends on the data stacks, the study area, and
the deformation signal. In the case of long-term linear deformation in an urban area and
the used data stack obtained from a satellite with a well-controlled orbit and short revisit
period, the single master and small baseline configuration are both good choices. The
small temporal configuration may have the risk of error propagation. In case of land-
slide monitoring in vegetation region, the short perpendicular and/or temporal baseline
configuration (Li et al., 2019a) ensures coherence.

2.3.2. Coherent scatterers
Two kinds of pixels with different scattering mechanisms are employed in time series
analysis, point scatterers and distributed scatterers (DS) (Hu et al., 2019). A reflecting
object whose signal dominates the pixel and keeps coherent over the entire time is called
Persistent Scatterer. Persistent scatterers are easily found in an urban scene.

DS pixels contain a group of small scattering objects, and the changing of the small
scattering elements would introduce decorrelation. The appropriate baseline configu-
ration may minimize the decorrelation. Multi-look processing effectively reduces the
noise but it does not apply to PS pixels. Usually, the PS pixels show a different scattering
signal with the surroundings, thereby the multi-look processing would disturb the mea-
surement of PS pixels. Methods based on DS pixel are commonly used in non-urban
areas.

Fig. 2.9 illustrates the comparison between PS and DS pixels. Figs. 2.9a and 2.9b show
the scattering elements within the resolution cell. PS pixel contains one strong reflector,
while DS pixel contains a group of small reflectors. A hundred simulations are made
while the location of scattering elements are changed randomly. The phasors and phase
components of 100 simulations are given in Figs. 2.9c-f. The measurement of PS pixel is
dominant by the largest reflector with a small deviation due to the clutter. The phase of
PS pixel in each simulation is around theφps , while the phase of DS pixel is ranging from
−π to π.

Selection criteria for coherent points are based on amplitude or coherence. Here we
summarize some frequently-used indicators.

• Normalized amplitude dispersion D A . It is calculated as

D A = σA

µA
, (2.13)

whereσA is the standard deviation of the amplitude over time, and µA is the mean
amplitude value over time for a pixel. The normalized amplitude dispersion is
an index for phase variability (Ferretti et al., 2001)—a low D A suggests a stable
amplitude value which is dominated by one strong scattering object within the
resolution cell. In case of a high signal to noise ratio, D A is approximately equal to
σψ.

• Amplitude threshold. Pixels with the value larger than At in at least Nt images are
chosen as PS (Adam et al., 2004). The At and Nt are dependent upon the number
of acquisitions N and the sensor characteristics.
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Figure 2.9: Point scatterer and distributed scatterer. (a) and (b) display the resolution cells of point scatterer
and distribute scatterer. (c) and (d) illustrate the phasors of 100 simulations of point scatterer and distribute
scatterer. In each simulation, the locations of scattering elements are changed randomly. (e) and (f) show the
phase behavior of 100 simulations.
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• Signal to Clutter Ratio SCR. It is calculated as

SCR = A2
s

A2
c

, (2.14)

where As is the amplitude of the central pixel (the signal), Ac is the amplitude of
the surrounding neighboring pixels (the clutter). The SCR is also an indicator for
phase variability (Adam et al., 2004), σψ is approximately equal to (

p
2 ·SCR)−1. In

urban areas, the clutter is frequently overestimated.

• Coherence γ. It is estimated as

γ̂=
∑l

i=1 Zi ,m ·Z∗
i ,s√∑m

i=1|Zi ,m | ·∑m
i=1|Zi ,s |

, (2.15)

where l is number of surrounding pixels. Spatial coherence γ̂ (Touzi et al., 1999) is
estimated based on a window and a commonly used evaluator for the DS pixels.

• Amplitude difference dispersion D∆A . It is calculated as

D∆A = σ∆A

µA
, (2.16)

where σ∆A is the standard deviation of the amplitude difference. The D∆A is pixel
level calculation, which is better for selecting DS pixel in SLC level (Hooper, 2008).

• Ensemble coherence or phase noise γ̂ec. It is estimated as

γ̂ec = 1

N
|

N∑
k=1

exp[j(φi ,k − ˜φsc
i ,k −φθi ,k )]|, (2.17)

where N is number of acquisitions, φi ,k is the interferometric phase of pixel i in
k image, ˜φsc

i ,k is the estimate for spatially-correlated terms, and φθi ,k is spatially-
uncorrelated look angle error term. Hooper et al. (2004) proposed γ̂ec for evalu-
ating the phase noise of each pixel. The γ̂ec is a posterior indicator, thus the pixel
selection and phase estimation could be done an iteration way.

• Spectral correlation along time between sub-looks (Iglesias et al., 2012) γ̂tmp. It is
estimated as

γ̂i,tmp =
∑N

l=1 Z 1i ,l ·Z 2∗i ,l√∑N
l=1|Z 1i ,l | ·

∑N
l=1|Z 2i ,l |

, (2.18)

where N is number of acquisitions, Z 1 and Z 2 are the complex values from pixel i
at first and second sub-looks. γ̂tmp only uses the spectral properties of pixels and
does not require the amplitude calibration. Temporal entropy of sub-looks can be
used in when at least two sublooks are available, which is more sensitive with high
coherence areas.
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2.3.3. Mathematical models
The mathematical model of time-series InSAR analysis includes two parts: the function
model and the stochastic model. The observations are the phase component of each
point of the SAR images. Supposing there are two points i and j in two images m and s,
the corresponding observation vector is

ω=
[
ψm

i ψm
j ψs

i ψs
j

]T
. (2.19)

The double difference phase observation per arc between the two points is

φms
i j =W {φms

i −φms
j } =−2πa +∆φi j ,defo +∆φi j ,topo +∆φi j ,atmo +∆φnoise∗ , (2.20)

where ∆φi j ,topo is the topographic phase due to the height difference between point i
and point j and given by

∆φi j ,topo =−4π

λ
(

B⊥
ri sinθinc,i

hi − B⊥
r j sinθinc, j

h j ). (2.21)

Assuming hi = 0, the height difference hi j can be estimated. Thus, the height estimation
of each point is related to one selected reference point. The height bias in the reference
point would cause a shift in each point.

The displacement components d(B ms
T ) is modeled by a function of the B ms

T between
image m and s,

∆φi j ,defo =−4π

λ
d(B ms

T ). (2.22)

The most common model is the linear (steady-state) deformation model, given by

d(B ms
T ) = B ms

T · v. (2.23)

The estimated velocity v is likewise relative to the reference point. Usually, a stable point
with highest coherence value is selected as the reference point. The linear model could
be further extended by including a periodic model (Kampes and Adam, 2006),

d(B ms
T ) = B ms

T · v + A sin(2π(B ms
T − t0))+ A sin(2πt0), (2.24)

where A is the amplitude and t0 is the initial value at B ms
T = 0. Multiple deformation

models are possible, the appropriate deformation model can be determined by hypoth-
esis testing (Chang and Hanssen, 2016).

The atmospheric variation between points i and j in m and s image is given by

∆φi j ,atmo =φms
i ,atmo −φms

j ,atmo. (2.25)

The noise term and decorrelation term are summarized in ∆φnoise∗ . Noise and atmo-
spheric components are eliminated by spatio-temporal filter based on the assumption
that noise term is both uncorrelated in space and time, and the atmospheric term is un-
correlated in time as long as the temporal baseline is longer than one day, but correlated
in space. The estimated vector of each point is [h j v φ j ,atmo a] with linear deformation
model, or [h j t0 A φ j ,atmo a] with linear and periodic model.
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The covariance matrix of the observations ω is

D{ω} =


σ2
ψm

i
σ2
ψm

i ,ψm
j

σ2
ψm

i ,ψs
i

σ2
ψm

i ,ψs
j

σ2
ψm

i ,ψm
j

σ2
ψm

j
σ2
ψm

j ,ψs
i

σ2
ψm

j ,ψs
j

σ2
ψm

i ,ψs
i

σ2
ψm

j ,ψs
i

σ2
ψs

i
σ2
ψs

i ,ψs
j

σ2
ψm

i ,ψs
j

σ2
ψm

j ,ψs
j

σ2
ψs

i ,ψs
j

σ2
ψs

j

 , (2.26)

where σ2
ψm

i
, σ2

ψm
j

, σ2
ψs

i
, and σ2

ψs
j

are the variances of the phase observations in SAR im-

ages, consisting of noise, decorrelation, atmospheric, orbital, and unmodeled displace-
ment terms. σ2

ψm
i ,ψm

j
, σ2

ψs
i ,ψs

j
are the co-variances between two points at the same SAR

images and are function of the distance between two points. σ2
ψm

i ,ψs
i
, σ2

ψm
j ,ψs

j
are the co-

variances between same points at the two SAR images and are correlation with coher-
ence. σ2

ψm
i ,ψs

j
, σ2

ψm
j ,ψs

i
the co-variances between two points at the two SAR images due to

spatio-temporal correlation in unmodeled deformation.

2.3.4. Processing procedure
In this section, the processing procedure of time series InSAR is briefly introduced. Time
series InSAR method is well-implemented technique, here a generic process flow is given.
Fig. 2.10 is a flow diagram illustrating PSI processing.

The input of PSI is a stack of SAR images acquired for an area of interest. Interfero-
gram stacks are generated following a baseline configuration. PS candidates are selected
according to some criterion and then used to form a network of interconnected PS. The
steps of point selection, network construction, phase unwrapping, and atmosphere es-
timation may be executed iteratively by selecting more PS pixels based on the first order
estimation (van Leijen and Hanssen, 2004), or these steps could be executed iteratively
by evaluating phase noise for re-selecting pixels (Hooper, 2008). The final result consists
of height, displacement, and atmospheric phase screen estimation. Topography and
displacement results are geolocated into map coordinates. DS-pixel based approaches
have similar process flow. The study area and target deformation are the preconditions
for the choice of PS-based or DS-based approach. In this research, the InSAR scatterers
refer to PS or the pixels with point scattering mechanism.

2.3.5. Potential improvements
• Functional model. InSAR processing attempts to remove all phase contributions

that can be predicted, such as the phase contribution due to the ellipsoidal shape
of the Earth and the topographic phase (Hanssen, 2001). These phase terms are
range and azimuth dependent and are typically calculated for the nominal center
position of each pixel. Obviously, for point-like targets, the position of a dominant
scatter does generally not coincide with the central location of a particular pixel.
As a result, the phase of those targets receives a biased correction, named as sub-
pixel phase (Kampes, 2006). The sub-pixel phase term should be considered in the
functional model of time series, which is discussed in chapter 3.
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Figure 2.10: Generic processing flowchart of time seris SAR interferometry analysis.

• Deformation model. Since the displacement behavior is characterized by a linear
model over time, when a pixel undergoes a complicated displacement, the dis-
placement signal will be lost because of the predefined model. A significance test
of multiple kinematic time series models has been proposed for choosing an op-
timal model (Chang and Hanssen, 2016). Moreover, an essential limitation is the
data acquisition cycle of T . A sudden jump and resumed displacement between
two acquisitions is undetected. Furthermore, the displacement phase larger than
π between two acquisitions exceeds the maximum detected value. Thus, the max-
imum detected velocity vmaxin a linear model is λ/ 4

T / 365.5 (Kampes, 2005; Jiang et al.,
2011b).

• Coherent point selection. The spatial sampling density of time series analysis is
the density of selected point scatterers. Dense observational data can better de-
scribe the deformation phenomena. Currently, hybrid time series analysis tries to
extract the displacements of both PS and DS pixels (Hooper, 2008; Samiei-Esfahany
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et al., 2016).

• Spatio-temporal filtering of the atmospheric phase component. If the displace-
ment is not correlated in time, the temporal high-pass filter would lead to a un-
modeled displacement into the atmospheric signal. Meanwhile, the atmospheric
signal that is temporally correlated would lead to the displacement signal. The
performance of a temporal filter is worse at the start and end images. Hanssen
(2001) suggested using the stochastic model to deal with the atmospheric signal.

• Precise point positioning. Detailed monitoring of a single target object in the built
environment requires the precise point positioning of each point scatterer. The
positioning precision of PS in a 3D datum is in the range of meters, particularly
in the cross-range direction (Gernhardt et al., 2015; Dheenathayalan et al., 2016).
This hampers the interpretation of InSAR results, particularly in a complex urban
environment, as the PS is typically not exactly positioned on the object that is caus-
ing the reflection. To explore the full potential of PSI, PS point positioning must be
optimized, which is the research goal of chapter 4 in this thesis.

• Physical scattering mechanism understanding of InSAR scatterer. Even with the
precise point positioning, the measured point scatterers lack the direct link to the
object in the real world. The point scatterers are not the benchmarks that are pre-
defined prior to the measurements. These points are unlike the benchmarks in
the leveling and GNSS. Understanding the scattering mechanism of InSAR scat-
terer facilitates the application of time series technique, which is our research goal
of chapter 5.

2.4. Summary
In this chapter, we reviewed the data characteristics of SAR data providing a description
of amplitude and phase data in SAR images. We introduced InSAR and time series InSAR
techniques from the aspect of the observable, key processing steps in the algorithm, a
general processing chain, and discussed some of the limitations. We summarized the
traits of the main time series methods with baseline configuration, point selection crite-
rion, and the deformation model. Although this technique has been widely used, there
are some potential improvements for further optimization of this technique. The fol-
lowing chapters deal with the sub-pixel phase component in the functional model, the
accuracy of 3D point positioning, and the physical understanding of point scatterers.
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interferometry

In chapter 1, we have indicated that a dominant scatterer is located somewhere within
the geometric bounds of a pixel, or a resolution cell. This sub-pixel position needs to
be accounted for, as it may affect both the position as well as the displacement esti-
mates of the measurement point. We assess the influence of the sub-pixel position on
PSI positioning and displacement estimates, and evaluate the conditions under which a
sub-pixel correction needs to be applied.

Section 3.1 gives the background of sub-pixel correction in InSAR processing. In Sec-
tion 3.2, we investigate the effect of the sub-pixel phase on PSI results. PSI with sub-
pixel correction has been implemented for evaluating its influences in Section 3.3. The
analysis has been tested on stacks of TerraSAR-X, Radarsat-2, and Sentinel-1 images, see
Section 3.4. The influence of sub-pixel correction was demonstrated by comparing the
displacement and topography results by SP-PSI to the results by PSI in secs. 3.5 and 3.6.
We discuss the necessity of sub-pixel correction in Section 3.7. Section 3.8 provides the
conclusions of this chapter.

3.1. Introduction
Synthetic aperture radar interferometry (InSAR), in particular the family of techniques
developed to analyze interferometric time series (stacks), has evolved into a geodetic
tool for mapping the topography or displacement of the Earth’s surface or objects on
it. One of the most successful approaches is persistent scatterer interferometry (PSI), in
which the phase of pixels corresponding to coherent scatterers over time is exploited (Fer-
retti et al., 2001; Crosetto et al., 2016). InSAR processing typically attempts to remove all
phase contributions that can be predicted, such as the phase contribution due to the
ellipsoidal shape of the Earth and the topographic phase (Hanssen, 2001). These phase

This chapter has been published in ISPRS Journal of Photogrammetry and Remote Sensing ((Yang et al., 2020).)
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terms are range and azimuth dependent and are typically calculated for the nominal
center position of each pixel. Yet, for point-like targets, the position of a dominant scat-
ter does not necessarily coincide with the center position of the pixel. As a result, the
phase of those targets receives a biased correction.

In this study, the phase contribution due to the sub-pixel position of a dominant
scatterer is referred to as the sub-pixel phase. Clearly, the better we can perform the
phase correction, the more accurate the estimated parameters will be. Correcting the
sub-pixel phase has been suggested by Kampes (2006). Hooper (2006) showed that the
phase due to the range position of a dominant scatterer is especially important for height
estimation when only a few (<12) interferograms are available. Using corner reflectors,
Marinkovic et al. (2004, 2008) reported errors of 3.8 and 0.7 mm in displacement phase
observations for ERS-2 and Envisat, respectively. However, currently there is no system-
atic analysis of the generic impact and significance of the sub-pixel position on the final
PSI results, specifically considering the consequences for the precision of PS localization
and the quality of the estimated displacements.

We assess the influence of the sub-pixel position on PSI positioning and displace-
ment estimates, and evaluate the conditions under which a sub-pixel correction needs
to be applied. A method is presented to find the exact phase center of the dominant scat-
tering object within the resolution cell and to mitigate the influence of residual scatter-
ing elements. The impact of sub-pixel correction is discussed by comparing the results
of PSI with and without sub-pixel correction.

3.2. Sub-pixel phase and its influence on PSI results
The observed phase φms

i of pixel i in an interferogram from SAR images m and s is com-
posed of:

φms
i =−2πa +φi ,ref +φi ,topo +φi ,disp +φi ,atmo +φi ,noise, (3.1)

where a is the integer phase ambiguity, φi ,ref is the reference phase corresponding to the
ellipsoid,φi ,topo is the topographic phase,φi ,disp is the displacement phase,φi ,atmo is the
atmospheric phase, and φi ,noise is the noise term.

The reference phase is calculated with an ellipsoid model and the topographic phase
is calculated with an external DEM. Typically, both components are evaluated at the
early-azimuth, near range corner of the pixel. However, the effective phase center can
be situated at any arbitrary position ξi in azimuth and ηi in ground-range from the cor-

ner (li , pi ), see Fig. 3.1. Thus, the components φli ,pi
i ,topo and φ

li ,pi
i ,ref omit the contribution

due to the sub-pixel position within the pixel, resulting in a phase bias φi ,sub,

φms
i −φli ,pi

i ,ref −φ
li ,pi
i ,topo =−2πa +φi ,disp +φi ,atmo +φi ,noise +φi ,sub. (3.2)

3.2.1. Sub-pixel position phase
The sub-pixel phase is due to the uncompensated reference and topographic phase. The
sub-pixel phase can be written as

φi ,sub =φi ,ξ+φi ,η+φi ,∆hi , (3.3)
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Figure 3.1: The effective scattering center within a image pixel is shifted ξi in azimuth and ηi in range from the
near-range, early azimuth corner (li , pi ).

where φi ,ξ and φi ,η are the uncompensated reference phases dependent on the azimuth
ξi and ground-range ηi sub-pixel position, andφi ,∆hi is the uncompensated DEM phase
due to the elevation difference ∆hi between (lξi , pηi ) and (li , pi ). These terms will be
discussed subsequently.

Azimuth. Using the far-field approximation (Zebker and Goldstein, 1986; Hanssen,
2001), the azimuth phase term is given as (Kampes, 2006)

φi ,ξ =
−4π

λ
· (sinϑm − sinϑs ) ·ξi , (3.4)

where λ is the wavelength, and ϑm and ϑs are the squint angles of the master and slave
image, respectively. Fig. 3.2a illustrates the geometry for the additional phase due to
the azimuth sub-pixel position ξi . Given the relation between the squint angle and the
Doppler centroid frequency (Bamler and Schättler, 1993),

fDC = −2υ

λ
· sinϑ, (3.5)

where fDC is the Doppler centroid frequency and υ is the velocity of the satellite, Eq. (3.4)
can be rewritten as (Kampes, 2006)

φi ,ξ =
2π

v
· ( f m

DC − f s
DC) ·ξi . (3.6)

Hence, the azimuth sub-pixel phase term is related to the difference in the Doppler
centroid frequencies. If there were a linear drift in the Doppler centroid, this signal
would cause an apparent constant displacement rate. Fig 3.2b shows the azimuth phase
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Figure 3.2: (a) Phase term due to the azimuth sub-pixel position ξi . The signal path length changes because of
the variation in squint angle ϑ, resulting in a phase term φi ,ξ. Adapted from Marinkovic et al. (2004). (b) Sub-
pixel phase term in azimuth as a function of the dominant scatterer location and ∆ fDC in case of Radarsat-2.

term as a function of scatterer sub-pixel position in azimuth and differences in Doppler
centroid values ∆ fDC = f m

DC − f s
DC, in case of Radarsat-2 (λ = 5.6 cm, θ = 35◦ ,υ = 7550

m/s). The horizontal axis shows the sub-pixel position in azimuth within a resolution
cell ξi . The vertical axis shows the differences in Doppler centroid values ∆ fDC. The
azimuth sub-pixel phase term is calculated with ξi and ∆ fDC as Eq. (3.6), and indicated
with the color. The phase term is proportional to increasing values of ξi and ∆ fDC. If
ξi = 4.9 m, the sub-pixel phase shift is 4 mrad/Hz (0.2◦/Hz) per Hz Doppler centroid
difference.

Range. The ground-range sub-pixel phase term is (Kampes, 2006)

φi ,η = −4π

λ
· (sinθm − sinθs ) ·ηi , (3.7)

where θm and θs are the incidence angles of master and slave. The phase term can be
rewritten using θm −θs ≈ B⊥/r m

i as

φi ,η = 4π

λ
· B⊥

r m
i

·cosθm ·ηi , (3.8)

where B⊥ is the perpendicular baseline between master and slave, and r m
i is the range

to the master antenna.
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Figure 3.3: (a) Phase term due to the ground-range sub-pixel position ηi . The signal path length changes
because of the variation in incidence angle θ, resulting in a phase term φi ,η. Adapted from Marinkovic et al.
(2004). (b) Sub-pixel phase term in range as a function of the dominant scatterer location and B⊥ in case of
Radarsat-2.

The ground-range sub-pixel phase term is equal to the reference phase variation due
to the incidence angle under the far field approximation, see Appendix A. Fig. 3.3a shows
the phase term due to the ground-range sub-pixel position. Fig. 3.3b gives the range
phase in case of Radarsat-2 data as a function of scatterer position and perpendicular
baseline. The horizontal axis is the sub-pixel position in ground range within a resolu-
tion cell ηi . The vertical axis is the perpendicular baseline values of B⊥. The phase term
is calculated with ηi and B⊥ as Eq. (3.8), and plotted in color. The phase term is propor-
tional to increasing values of ηi and B⊥. If ηi = 11.8 m, a B⊥ of 100 m will cause −0.26 rad
(−15◦) phase shift.

Elevation. The residual height term is

φi ,∆hi =
−4π

λ
· B⊥

r m
i sinθm ·∆hi . (3.9)

This term depends on the difference ∆hi between the DEM-height for the early-
azimuth, near-range pixel corner and the DEM-height for the position of the scatterer.
However, as standard PSI processing already includes the estimation of ‘DEM-errors’,
relative to the reference DEM, the influence of the sub-pixel height is already compen-
sated.

3.2.2. Influence on geolocation accuracy
In the slant-range and azimuth radar coordinate system, the location of a scatterer can
be anywhere within the pixel. Thus, the maximum deviation (or absolute error) of a
scatterer is equal to the pixel size, both in range and azimuth direction. For Sentinel-1
IW data with an incidence angle of 37 degrees, e.g., the geolocation error can be up to 4
m in ground-range and 14 m in azimuth.
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Figure 3.4: The uncompensated reference phase at the near-range side of the pixel T1 causes a height error
∆Hi .

However, in the zero-Doppler plane, the geolocation error is not only dependent on
the sub-pixel position ηi in the ground-range but also on the vertical position within
the range bin. The vertical position is described by the height difference relative to a
reference height and is estimated from phase observation. The position of a target is de-
termined by combining range distance and phase using Range-Doppler-Ellipsoid/DEM
equations (Schreier, 1993).

As described in Section 3.2.1, InSAR removes the phase components that can be pre-
dicted. Fig. 3.4 shows a range bin in the zero-Doppler plane, where a height error is
caused by uncompensated reference phase. A point target within this range bin would
be aligned to the near-range side of the pixel, i.e., line 1. If the height of the target is
zero, the point is located at T1. Estimating the sub-pixel position by oversampling the
data yields a slant-range shift of pηi . This implies that line 1 is translated to line 2, which
changes the horizontal position to T2. Thus, the reference phase component should be
evaluated at position T2. If the reference phase is calculated at the near-range side of
the pixel (T1) then part of the reference phase is not removed, i.e., the reference phase
difference between the two positions.

The residual reference phase is (Hanssen, 2001)

∆φ12,ref =
4π

λ
·B⊥ ·θ12, (3.10)

where θ12 is the incidence angle difference between position T1 and T2. The reference
phase is linearly depend on the perpendicular baseline B⊥. In PSI analysis, this phase
component would typically be adsorbed by the topographic phase estimation. Hence,
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the residual reference phase results in a height error

∆Hi =−sinθmr m
i θ12. (3.11)
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Figure 3.5: Height error ∆Hi and ground range error ∆r
rg
i as function of range sub-pixel position ηi and inci-

dence angle θ, in the case of Radarsat-2 data.

Since the cross-range distance c12 between T1 and T2 is

c12 ≈ r m
i θ12 = ηi cosθm , (3.12)

see Fig. 3.4, the height error thus be then written as (van Leijen, 2014)

∆Hi =−ηi sinθm cosθm . (3.13)

Fig. 3.5 illustrates this height error ∆Hi as a function of the sub-pixel location and
the incidence angle, in the case of Radarsat-2 data. For a ground range spacing of about
21 m, and a local incidence angle of 34◦, this will cause a height error of −9.8 m.

The relation between the horizontal shift (ground range distance) and the height er-
ror is (van Leijen, 2014)

∆r rg
i = ∆H (2)

i

tanθm . (3.14)

Combining (3.13) and (3.14), the subsequent error in ground-range is given by

∆r rg
i =−cos2θmηi . (3.15)
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Figure 3.6: Influence of the sub-pixel position of a dominant scatterer in the zero-Doppler plane on geo-
localisation. Without sub-pixel correction, the true position, Ti , is georeferenced to position T1. Applying
sub-pixel correction, the location shifts to position Ti .

We visualized the ground-range error as a function of the incidence angle and the
sub-pixel location in Fig. 3.5. The errors decrease for increasing incidence angles in a
side looking system, similar to the effect of foreshortening.

Therefore, without sub-pixel correction, the geolocation error is a combination of
the sub-pixel position pηi and the ∆Hi due to the residual reference phase. In Fig. 3.6,
depicting a range bin in the zero-Doppler plane, a point target at Ti would by default be
considered to be located at the near-range side of the pixel along the line 1. Considering
the ellipsoid as a reference, the scatterer would be positioned at location T1 with height
Hi . After correcting the sub-pixel position pηi and the ∆Hi due to the residual reference
phase, the location shifts to position Ti .

3.2.3. Influence on displacement estimation
Several deformation models can be used for estimating deformation in PSI processing.
The simplest one is the steady-state (constant velocity) linear displacement model (Fer-
retti et al., 2001; Crosetto et al., 2016). Assuming a steady-state model, any temporal drift
in∆ fDC, in combination with an azimuth sub-pixel position error, can be misinterpreted
as a bias in the displacement velocity estimate. Range sub-pixel positions in combina-
tion with any distribution of perpendicular baselines will result in a height estimation
error.

In most cases, in particular when the time-series are long enough, the Doppler off-
sets seem to be independent of time. Thus, even without the sub-pixel correction, the
corresponding phase term is not likely to affect the final displacement velocity estimates.
However, if a temporal drift in ∆ fDC cannot be excluded, applying the correction would
improve the displacement velocity estimate.

Aside from correcting systematic phase terms, sub-pixel processing will generally re-
sult in an improved amplitude estimation, hence a better signal-to-clutter ratio, as val-
ues are closer to the true position of the dominant target.
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Figure 3.7: A phasor for a PS pixel, the phase of dominant object is φps with a standard deviation of σn , result-
ing σφ,i .

The contribution of clutter could be described by the phase standard deviation σφ,i .
It is noise part of deformation estimation, a relation between the σφ,i and Signal to Clut-
ter SCR and is (Dheenathayalan et al., 2017)

σφ ≈
√

2

2SCR−p
3/π

. (3.16)

Thus, the phase error by clutter can be converted to the estimated displacement in
LOS direction:

σd LOS
i

= λ

4π
σφ,i . (3.17)

As stated in the begin of Section 3.2.1, the goal of PSI is separating the deformation sig-
nal, see Eq. (3.1). Thus, correcting the azimuth sub-pixel phase contribution and elimi-
nating the phase contribution of clutter could suppress the noise term in phase isolation.

A non-zero sub-pixel position, in combination with DEM errors and time-dependent
variation in the perpendicular baseline or Doppler centroid frequency will affect the ob-
served phase values. Consequently, it is difficult to estimate the sub-pixel phase compo-
nent directly from the observed phase. As an alternative, we can estimate the sub-pixel
position of the dominant scatterer from the amplitude data, and subsequently apply the
corresponding phase correction.

3.3. Methodology
As it is not feasible to estimate the sub-pixel phase term directly from the phase observa-
tions, we localize the position of the dominant scatterer based on amplitude information
and subsequently correct the phase term related to the sub-pixel position in the inter-
ferometric phase. This processing method is referred to as sub-pixel PSI (SP-PSI).
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Figure 3.8: Position of the dominant scatterer detected based on amplitude information by FFT oversampling.
Left: original amplitude image. Right: the oversampled image. The effective scattering center is found at the
local maximum.

3.3.1. Dominant scatterer localization
Here we estimate the sub-pixel location straightforwardly by up-sampling the single-
look-complex data in a small region around each scatterer and determining the position
of the intensity-peak. This upsampling can be done in several ways (Keys, 1981; Parker
et al., 1983; Quegan, 1990; Hanssen and Bamler, 1999; Perissin, 2006; Shi et al., 2015;
Zhang and López-Dekker, 2019). In our case we use a sinc-interpolation (Cumming and
Wong, 2005b; Gonzalez and Woods, 2007) which is implemented efficiently in the fre-
quency domain. This implies a Discrete Fourier Transform (DFT) of the block, a zero
padding operation, and an inverse DFT. Fig. 3.8 visualizes the procedure. The input is
the data block around pixel (li , pi ). The effective scattering phase center (lξi , pηi ) is
detected by finding the maximum peak of the interpolated signal.

The variance of estimated peak position i in azimuth σ2
l ,i and range σ2

p,i direction is

given by (Bamler and Eineder, 2005)

σ2
l ,i =σ2

p,i =
3

2 ·π2 ·SCRi
, (3.18)

where SCR is the signal-to-clutter ratio of a point. Eq. (3.18) is the Cramér-Rao bound
for a change of the peak due to clutter (Stein, 1981; Bamler and Eineder, 2005), under the
assumption of a homogeneous area and circularly Gaussian clutter. After determining
the sub-pixel position of the dominant scatterer, the corresponding reference phases are
computed and compensated.

3.3.2. Sub-pixel correction processing chain
To analyze the influence of the sub-pixel correction, a sub-pixel correction module is
designed and embedded in the Delft Persistent Scatterer Interferometry (DePSI) toolbox
(Kampes, 2006; van Leijen, 2014), see Fig. 3.9. It includes localizing the sub-pixel position
of the scattering center and correcting the corresponding phase terms φms

i .



3.4. Experiment setting

3

41

Displacement velocity
Displacement time series

Topographic height

PSC selection

Network formation of 
interconnected PSC

Sub-pixel 
localizing 

3D phase unwrapping

PS final selection based on 
phase stability in time

Phase 
correction

Sub-pixel
correction?

Atmosphere mitigation by  
filtering in time and space

No

Yes

Initalization

PSC (𝑙#, 𝑝#)
𝑖 = 1:𝑀

Complex data
(𝑙#, 𝑝#)

𝑖 = 𝑖 − 𝑛:𝑖 + 𝑛

PSC (𝑙/0, 𝑝10)
𝑖 = 1:𝑀

Output

Georeference

PSI processing

Figure 3.9: Processing chart of PSI with dominant scatterer localisation. The dominant scatterer module is
implemented on DePSI. The processing flow of the other modules of DePSI is simplified here.

PS Candidates (PSC) are selected based on their normalized amplitude dispersion.
The sub-pixel correction is performed for each selected PSC (li , pi ), where i = 1 : M , and
M is the number of PSCs. For each PSC, we use an n × n complex data block centered
at the PSC position and estimate the peak position and the corrected phase φms

i . After
determining the sub-pixel position, (3.3) is applied to determine the phase correction
term, which is subtracted from the phase of the original PSC.

After the sub-pixel correction a standard PSI processing flow is applied, including
network construction, spatio-temporal (3D) phase unwrapping, atmospheric phase mit-
igation, final PS selection, and geo-coding. The results presented were obtained using
DePSI (Kampes, 2006; van Leijen, 2014). In-depth discussions of PSI processing can be
found in Ferretti et al. (2001); Hooper (2006); Kampes (2006); van Leijen (2014); Crosetto
et al. (2016).

The steps of network construction, phase unwrapping, and atmosphere mitigation
were executed iteratively after PS selection. The PS were re-selected based on the de-
viation of the unwrapped phase time-series of each PS from a pre-defined deformation
model. When the standard deviation of the residual phase of the PS exceeds a certain
threshold, the PS is discarded because the corresponding estimation is assumed to be
unreliable. It is worth pointing out that this procedure will also eliminate high quality PS
that do not follow the selected model (Chang and Hanssen, 2016). As this is not a SP-PSI
specific issue, the comparison of performances remains valid. Here, we set the number
of iterations to five.

3.4. Experiment setting
In order to analyze the influence of sub-pixel correction on PSI results, we analyzed three
data stacks with different resolutions, acquired by TerraSAR-X, Radarsat-2, and Sentinel-
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1. For our analysis we consider an area around Delft, the Netherlands.
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Figure 3.10: The coverage of TerraSAR-X, Radarsat-2, and Sentinel-1 data. Triangles indicate the location of
corner reflectors installed for TerraSAR-X and Sentinel-1.

Fig. 3.10 shows the location of the test area, the bounding polygons of the data stacks,
and the location of the installed reflectors. The relevant parameters of the data stacks are
provided in Tab. 3.1. The perpendicular baselines and Doppler centroid differences have
a considerably larger spread in the Radarsat-2 case. Meanwhile, there is a relatively long
time series of Radarsat-2 data, covering about five years.

Seven reflectors, CR1–CR7, were installed at the Ypenburg test site between August
2012 and March 2014 with an orientation optimized for the TerraSAR-X acquisitions.
Fig. 3.11a shows those reflectors in the mean intensity image of 46 TerraSAR-X images.
We use CR4–7 in our analysis to avoid the impact of the mutual side-lobes of the first
three.

For our analysis of the Sentinel-1 stack, we used two reflectors installed at the Wasse-
naar test site since November 2017, see Fig. 3.11b. Differential GNSS and tachymetry are
used to precisely determine the apex positions of these CRs. These positions are deter-
mined with a precision of 1 cm (1σ) in the horizontal dimensions (east and north), and
2 cm in the vertical direction.

3.5. Displacements Estimation
Fig. 3.12a shows the estimated displacement velocities for the PS identified in the TerraSAR-
X data stack by SP-PSI, i.e., PSI with sub-pixel correction. Fig. 3.12b shows the velocity
differences between PSI and SP-PSI. Similarly, the estimated velocities and the veloc-
ity differences of Radarsat-2 and Sentinel-1 data stacks are given in Figs. 3.13 and 3.14,
respectively.
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(a) (b)

Figure 3.11: (a) Mean intensity image from 46 TerraSAR-X images covering the seven corner reflectors, (b)
Mean intensity image from 40 Sentinel-1 images covering the two reflectors.

(a) (b)

Figure 3.12: (a) Estimated linear velocities by SP-PSI for the TerraSAR-X stack. The reference point is indicated
by the red star. (b) Differences in the estimated velocity between PSI with sub-pixel correction and PSI.

(a) (b)

Figure 3.13: (a) Estimated linear velocities by SP-PSI for the Radarsat-2 stack. The reference point is indicate
by the red star. (b) Differences in the estimated velocity between PSI with sub-pixel correction and PSI.
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Table 3.1: TerraSAR-X, Radarsat-2, and Sentinel-1 SAR data characteristics

Mission/Parameter TerraSAR-X Radarsat-2 Sentinel-1
Track T048 T202 T110
Band X C C
Start Date 2012.08.11 2010.06.20 2017.11.08
End Date 2014.03.06 2015.02.18 2018.07.18
Number of images 46 64 40
B⊥ [min/max] [m] −382/142 −576/317.7 −88.4/117.7
∆ fDC [min/max] [Hz] −78.9/70.8 −103.2/122.8 −17.7/73.3
Acquisition mode Stripmap Standard IW
Pass direction Descending Descending Descending
Polarization HH HH VV
Incidence angle [◦] 22.3 – 25.6 30.6 – 37.1 35.7 – 41.7
Heading [◦] 192.2 191 190
Range sampling [m] 0.9 11.8 2.3
Azimuth sampling [m] 1.7 4.9 13.8
Range Bandw. [MHz] 150 11.6 56.5
Azimuth Bandw. [Hz] 2765 900 327

Very similar displacement signals are observed in the three stacks, despite the fact
that the stacks cover different time spans. This indicates that the majority of the points
follow a constant displacement (subsidence) velocity sustained in time.

The velocity differences between PSI and SP-PSI at most points vary between −0.3
and +0.3 mm/y. The velocity differences are spatially random and their magnitude are
very small, with the TerraSAR-X results having the smallest difference. The mean and
standard deviation of the velocity differences are 0.0± 0.1, −0.1± 0.1, and 0.1± 0.2 mm/y
for TerraSAR-X, Radarsat-2, and Sentinel-1, respectively.

Fig. 3.15 shows the histograms of the differences in estimated velocities. Compared
to TerraSAR-X and Radarsat-2, a larger spread of velocity differences was observed in the
case of Sentinel-1, which can be explained by the shorter time series of Sentinel-1, which
results in more influence of noise.

Table 3.2: Quality indicators of TerraSAR-X, Radarsat-2, and Sentinel-1 data-stacks results by PSI and PS-PSI.

NP σD [mm] STC [mm]
mean mean

TSX PSI 288,287 0.27 1.81
SP-PSI 290,768 0.26 1.80

RS2 PSI 51,041 0.53 3.70
SP-PSI 51,436 0.53 3.67

S1 PSI 52,261 2.68 2.69
SP-PSI 54,819 2.54 2.68

To further evaluate the results by PSI and SP-PSI, three indicators were used, see
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(a) (b)

Figure 3.14: (a) Estimated linear velocities by SP-PSI for the Sentinel-1 stack. The reference point is indicate by
the red star. (b) Differences in the estimated velocity between SP-PSI and PSI.
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Figure 3.15: Histogram of differences in the estimated velocity between SP-PSI and PSI with (a) 46 TerraSAR-X
images, (b) 64 Radarsat-2 images, and (c) 40 Sentinel-1 images.

Tab. 3.2: the number of accepted points (NP) after final selection; the standard deviation
σD of the residuals between the displacement model and the displacement time series,
and the Spatio-Temporal Consistency (STC), which expresses the minimum root mean
square error of the double-differences between PS and various surrounding PS (van Lei-
jen, 2014).

Tab. 3.2 reveals that the number of points improved by applying the sub-pixel cor-
rection, most notably for Sentinel-1, yielding 5% more points. All PS candidates were
re-selected by evaluating the deviation of unwrapped time series from the deformation
model, as introduced in Section 3.3. In this step, more points were preserved in the PSI
results with sub-pixel correction. Applying sub-pixel correction relieves the phase terms
related to Doppler offsets from the interferometric phase. The increasing number of
points reflects the reduced phase noise with the sub-pixel correction. While the σD and
STC improved slightly by applying the sub-pixel correction, all metrics show a consistent
improvement after sub-pixel correction.

To clearly show the differences in time series displacement between PSI and SP-PSI
results, we plotted displacement differences of 500 arbitrary PS per epoch in Fig. 3.16,
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Figure 3.16: Differences between PSI and SP-PSI displacements (in mm) for 500 random scatterers, as a
function of time, perpendicular baselines, and Doppler centroid differences.(a) 46 TerraSAR-X images, (b) 64
Radarsat-2 images, and (c) 40 Sentinel-1 images.
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together with the perpendicular baselines and Doppler centroid differences of the three
stacks. The differences in displacements per epoch ranged between −1 and 1 mm. For
TerraSAR-X, almost no differences are observed between the results by PSI and SP-PSI.
In the case of Radarsat-2, the largest differences were observed at epochs with a rela-
tively long baseline. The displacement differences of Sentinel-1 are random showing no
relation with the baselines or the Doppler offsets.

3.6. Geolocation precision
The PS point cloud was projected in the Dutch national reference system RD and vertical
reference system NAP. The coordinate differences at all points measured by PSI and SP-
PSI are summarized in Tab. 3.3.

Table 3.3: Coordinate differences (average and standard deviation) between PSI and SP-PSI [m] in the east (∆
e), north (∆ n), and up (∆ u) direction of PS with TerraSAR-X, Radarsat-2, and Sentinel-1.

TerraSAR-X Radarsat-2 Sentinel-1
∆e −0.42 ± 2.55 −1.56 ± 5.56 −0.86 ± 1.57
∆n −0.11 ± 0.65 −0.48 ± 1.44 −3.12 ± 4.14
∆u 0.06 ± 1.18 −0.25 ± 3.92 −0.49 ± 0.59

As expected, the smallest average differences are observed for TerraSAR-X due to
its fine resolution. The vertical differences correspond to the residual reference phase
as discussed in Section 3.2.2, which is linear dependent on B⊥. As the baseline of the
Sentinel-1 stack is relatively shorter due to its constrained small orbital tube, the in-
fluence on the reference phase is small, and the standard deviation of vertical differ-
ences for Sentinel-1 are the smallest. Conversely, the largest differences were observed
for Radarsat-2, which results in large shifts within the resolution cell and a larger height
component due to the wide range of baselines.

The 3D positioning accuracy is further evaluated with the installed reflectors. The
calculated positioning result by PSI is the relative measurement, as the cross-range dis-
tance of each PS in radar geometry is estimated from the interferometric pairs relative
to a reference point (Yang et al., 2019b). Hence, the 3D point position of the reflectors
calculated by PSI cannot be directly verified with the position measured by GNSS. The
double-difference coordinates were used for the evaluation to avoid deviations from the
reference point. The verification results show the relative positioning accuracy of PSI
and the accuracy of distance measurements.

Using CR6 as the reference, we calculated the double-difference coordinates mea-
sured by PSI, SP-PSI, and GPS. Fig. 3.17 graphically compares the locations of CR4, CR5,
and CR7 relative to CR6, by SP-PSI, and PSI, to the apex locations estimated by GNSS. The
root mean square error (RMSE) of the double-differences coordinates relative to GNSS
positions are given in Tab. 3.4.

There are distinct improvements in the cross-range direction, with a decreasing the
RMSE of InSAR-GNSS from 4.00 m to 1.22 m with sub-pixel correction. As the TerraSAR-X
data have a fine resolution, the improvement is small both in azimuth and range direc-
tions, about 0.2 m. In local coordinates, the improvement in cross-range not only con-
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Figure 3.17: Location of CR4, CR5, and CR7 relative to CR6. The circles indicate the position of CR4, CR5, CR7
estimated by GNSS. The squares indicate the estimated position of the reflectors by SP-PSI with TerraSAR-X.
The triangles indicate the estimated position of the reflectors by PSI.

Table 3.4: RMSE of double-difference coordinates by PSI and SP-PSI for TerraSAR-X with regard to GNSS mea-
surement [m].

PSI SP-PSI PSI SP-PSI
∆a 1.84 1.60 ∆e 3.80 1.04
∆r 0.50 0.35 ∆n 2.27 1.46
∆c 4.00 1.22 ∆u 1.63 0.50

verts to up-direction, but also to east and north directions. Fig. 3.17 demonstrates that
the positions estimated by SP-PSI are closer to the actual (mesured GNSS) locations.

The evaluation of PS measured by Sentinel-1 is given in Tab. 3.5. The RMSE in the
azimuth direction has improved clearly due to the poorer azimuth resolution. This im-
provement propagates to the north direction. The improvement in cross-range is smaller
than in the TerraSAR-X result, which is a result of the smaller range of cross-track base-
lines. Fig. 3.18 visualizes the location of DBFX concerning CRDS.

Table 3.5: RMSE in coordinate-differences of DBFX-CRDS in Sentinel-1 data stack by PSI and SP-PSI compared
to GNSS measurement [m].

PSI SP-PSI PSI SP-PSI
∆a 7.48 3.60 ∆e 7.81 5.40
∆r 1.78 1.20 ∆n 6.14 2.63
∆c 4.30 3.43 ∆u 2.57 2.04
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Figure 3.18: The location of DBFX with reference to CRDS. The dark dots indicates the apex position of DBFX
measured by GNSS. The blue square indicates the estimated position of DBFX by sub-pixel PSI of sentinel-1
data stack. The red triangle indicates the estimated position of DBFX by PSI of sentinel-1 data stack. Points are
projected into east-north, east-up, and north-up planes to illustrate their locations.

3.7. Necessity

This section provides a reference for assessing the necessity of sub-pixel correction. Sub-
pixel correction is applicable to point-like targets, whose position is well defined. It is not
relevant in the case of distributed scatterers. The sub-pixel correction is often neglected
in PSI processing aimed at displacement applications. As presented in this study, the im-
provement in estimated velocities is marginal (the differences are smaller than 1 mm/y).
Yet, the sub-pixel correction does enable more points to be selected.

For the positioning of the selected persistent scatterers, the improvement is signifi-
cant and more relevant. The precise point positioning of individual scatterers needs the
sub-pixel correction (Gernhardt et al., 2015; Yang et al., 2019b). Moreover, in applications
relying on the precise positioning of individual scatterers sub-pixel correction should be
applied. The consequences of sub-pixel correction are summarized in Tab. 3.6.

Table 3.6: Influence of sub-pixel position on PSI estimates.

Sub-pixel position
azimuth range

Displacement (per epoch) No No
Displacement velocity iff ∆ fDC drift No
Height No Yes
Planar position Yes Yes
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3.8. Conclusions
We show that the influence of the sub-pixel correction is significant for the geoloca-
tion of the scatterer (meter-level improvement), modest for the elevation estimation
(centimeter-level improvement), and limited for the displacement estimation (submillimeter-
level).

In theory, as long as baselines and Doppler offsets do not show a temporal trend,
neglecting the sub-pixel correction should not impact the estimated velocities and dis-
placements significantly. Conversely, any systematic trend in the baseline or the Doppler
centroid will introduce a proportional trend in the displacement signal.

Working at the sub-pixel level results in a reduced phase noise, which in turn leads
to an increased number of selected points. In the case of Sentinel-1, a 4% increase in
the number of points was obtained. While this percentage is relatively small, it may
amount to many thousands of extra points in the area of interest. Moreover, for specific
deformation signals, having an improved spatial sampling of the area may change the
likelihood of detection.

The main improvement resulting from sub-pixel PSI processing is the improved po-
sitioning of persistent scatterers. The largest differences were observed in the Radarsat-
2 results, which is explained by the relatively low resolution and considerable baseline
dispersion. GNSS measurements have validated the improvements using sub-pixel cor-
rection, which yields a maximum improvement for the TerraSAR-X result of 2.8 m in the
east direction and for the Sentinel-1 result of about 4 m in the north direction.

Sub-pixel correction is essential for PSI applications where precise positioning is re-
quired, regardless of the data used. The effect of subpixel correction on deformation es-
timation is relatively limited and is most dominant for large orbital baselines and short
time series. This correction applies to point-like targets, whose position is well defined,
which is not relevant in the case of distributed scatterers.



4
Precise point positioning aided by

corner reflectors and surface
models

In chapter 3, we have demonstrated sub-pixel correction facilitating the accurate height
and quality displacement estimation. However, affected by the system-related biases
and unaccounted geophysical effects, the position of radar scatterers deviates from the
true position, with errors ranging from centimeters to several meters. Correction of those
errors is necessary for precise point positioning. The goal of this chapter is to improve
the positioning precision of the InSAR point cloud.

The state of the art in geo-localization of InSAR scatterers is reviewed in Section 4.1.
The following Section 4.2 presents the principles of scatterer geolocation and the cor-
responding geolocation error sources. The methods assisted by a corner reflector de-
ployment were proposed in Section 4.3 and the approach assisted by a high-precision
digital surface model was introduced in Section 4.4. These approaches were applied to
TerraSAR-X and Sentinel-1 data, see the experimental configuration in Section 4.5 and
the results in secs. 4.6.1 and 4.6.2. We discuss the influence of different types of DSMs on
positioning precision in Section 4.6.3 A comparison of the corrections methods is given
in Section 4.7 and conclusions are drawn in Section 4.8.

4.1. Introduction
PSI exploits coherent points—the persistent scatterers (PS) in time series of SAR images
and estimates their differences in line-of-sight range over time. Together, these coherent
points form a PS point cloud. Compared to the millimeter-level precision for the esti-

Parts of this chapter have been published in Proceedings of Living Planet Symposium 2016 ((Yang et al., 2016))
and ISPRS Journal of Photogrammetry and Remote Sensing ((Yang et al., 2019b).)
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mated relative displacements, the positioning precision and accuracy of PS in a 3D da-
tum is in the range of meters, particularly in the cross-range direction (Gernhardt et al.,
2015; Dheenathayalan et al., 2016). This hampers the interpretation of the results, par-
ticularly in a complex urban environment, as the PS are typically not exactly positioned
on the object that is causing the reflection. To explore the full potential of PSI, PS point
positioning must be optimized.

Significant progress has been made in improving the 2D radar coordinate accuracy
in an absolute sense, see Small et al. (2004); Schubert et al. (2010); Eineder et al. (2011);
Cong et al. (2012); Schubert et al. (2015); Balss et al. (2018). These methods involve cor-
rections of secondary positioning components including azimuth shifting, atmospheric
path delay, plate motion, solid Earth tide, and polar motion, such methods can be col-
lectively referred to as the geophysical method. Yet, while this improves the absolute
range and azimuth position in radar coordinates, it does not yield an estimate for the
cross-range position, which is essential for practical 3D geographic positioning.

Full 3D geometric fusion methods, see Gernhardt et al. (2012); Gisinger et al. (2015);
Duque et al. (2016); Zhu et al. (2016); Montazeri et al. (2018), require the identifica-
tion of physically identical scatterers visible in opposing imaging geometries, e.g., lamp
posts, and are therefore strongly depending on such targets-of-opportunity (ToO). For
medium/low-resolution SAR data, finding such ToO in opposite tracks is very difficult.
Considering Sentinel-1 data, there are no reports yet in literature concerning the 3D po-
sitioning accuracy.

For (In)SAR, artificial ground control points (GCP) are typically corner reflectors (CR)
or transponders. CRs are used for external radiometric calibration of SAR systems (van
Zyl, 1990; Sarabandi and Chiu, 1996; Small et al., 2007; Shimada et al., 2009), deformation
measurements in low coherence areas (Hanssen, 2001; Xia et al., 2002; Crosetto et al.,
2016), accuracy assessment of InSAR measurements (Ferretti et al., 2007; Marinkovic
et al., 2008; Garthwaite, 2017), and to calibrate sensor timing offsets (Small et al., 2004,
2007; Miranda et al., 2013).

CRs have a high and stable radar cross section (RCS), a well-defined scattering cen-
ter (the apex), and are easily identified in the image. However, while precise geolocation
with the aid of GCP is common in the field of photogrammetry, the value of 3D geolo-
cation of entire PSI point clouds using GCP has not yet been discussed, to the authors’
knowledge.

Ideally, the philosophy of remote sensing is to avoid installing GCP in the terrain,
as it involves extra cost and effort for manufacturing, deployment, and maintenance. It
requires physical access to the area, and it is very sensitive to disturbance. Moreover,
it requires additional geodetic measurements to obtain ground truth in position and/or
changes in position. Therefore, there is a strong incentive to find alternative methods to
achieve the same objectives.

Here we assess the advantages of GCP, which alternatives are available, and how these
compare to the use of installed GCP. Moreover, we review the strategy of deployment, i.e.,
what are the minimum requirements for the (i) number, (ii) the type, and (iii) the location
of the GCP, (iv) the duration of deployment, (v) the conditions for the additional collo-
cated geodetic measurements, (vi) the required effort in terms of cost and resources, and
(vii) an evaluation with potential alternative approaches avoiding the GCP deployment,
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such as using targets-of-opportunity.

A high-resolution Digital Surface Model (DSM) can also be counted as a target-of-
opportunity, with thousands of virtual GCP, and may be a valid alternative for using arti-
ficial GCP.

4.2. Point scatterer geolocation
The geolocation process references a pixel in SAR geometry onto a geodetic datum. It
describes the conversion of azimuth line and range pixel position of a scatterer in the 2D
image to a 3D coordinate system (Schreier, 1993; Schwäbisch, 1995; Zhang et al., 2012).
Given radar timing annotations, including the time of the first range sample, tr,0, range
sampling rate (RSR), first azimuth time, ta,0, pulse repetition frequency (PRF) and the
state vectors describing the trajectory of a satellite during the time of data acquisition, a
point at position T on the Earth’s surface can be located by solving the Range-Doppler-
Ellipsoid/DEM equations (Schwäbisch, 1995).

Fig. 4.1 illustrates the positioning procedure from a scatterer T at (lT , pT ) in the radar
image to its corresponding position (xT , yT , zT ) in a 3D Terrestrial Reference Frame
(TRF) realizing an Earth-Centered-Earth-Fixed (ECEF) reference system (Schreier, 1993;
Schwäbisch, 1995).

Figure 4.1: Methodology of point scatterer positioning from a 2D radar datum to a 3D Terrestrial Reference
Frame (TRF)/local system.

The sub-pixel position of the effective phase center T within a resolution cell (lT , pT )
is determined through sinc-interpolations. The variance of localization of a scatterer T
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in azimuth σ2
lT

and range σ2
pT

direction is given by (Bamler and Eineder, 2005)

σ2
lT

=σ2
pT

= 3

2 ·π2 ·SCR
, (4.1)

where SCR is the Signal to Clutter Ratio of a point. Eq. (4.1) is the Cramer-Rao bound for
a change of the peak due to clutter (Stein, 1981; Bamler and Eineder, 2005), under the
assumption of homogeneous area and circularly Gaussian clutter.

The sub-pixel image position can be transformed to 2D geometric radar coordinates
with the ta,0, PRF, tr,0, RSR, the velocity of spacecraft vg/t, and the speed of light c0. The
origin of the radar coordinate system is the phase center of the antenna. Azimuth dis-
tance aT is expressed as

aT =
∫ ta,0+lT∆t

ta,0

vg/t(t )d t ≈ vg/t · (ta,0 + lT∆t ), (4.2)

where ∆t = PRF−1. Range-distance rT is expressed as:

rT = v0

2
· (tr,0 +pT∆τ), (4.3)

where ∆τ= RSR−1.
The cross-range distance (‘elevation’) of a point is estimated from at least one inter-

ferometric SAR observation as

ĉT ≈ c0 + λ

4π

rT

B⊥
φ̂T , (4.4)

where λ is the wavelength, B⊥ is the perpendicular baseline of the interferometric pair,
and φ̂T is the estimated unwrapped topographic phase relative to the reference point.
c0 is the cross-range (elevation) of a reference point, which is assumed to be known, see
Section 4.3.2. Note that the assumption of a ’known’ reference point position is rarely
satisfied in practice.

The cross-range cT together with azimuth aT , and range rT complements the 3D
orthogonal radar coordinate system. The corresponding position of point scatterer T ,
with state vector T = [xT , yT , zT ] in a 3D TRF, is estimated using the Range-Doppler-
Ellipsoid equations see Fig. 4.2.

For range, the geometric distance rT from scatterer T to satellite S(ta) is a function
of the satellite state vectors and scatterer state vector,

||S(ta)−T||− r 2
T = 0, (4.5)

where S(ta) is the satellite state vectors at the zero Doppler time of imaging target ta =
ta,0 + lT∆t .

For Doppler, the scatterer T is viewed perpendicular to the orbit, i.e.,

fD (ta)+ 2

λ

(S(ta)−T)

|S(ta)−T| V(ta) = 0, (4.6)
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Figure 4.2: Earth model with an ECEF reference system, satellite and target positions. The geolocation pro-
cedure intersects R with the earth model surface and the appropriate iso-Doppler contour for scatterer T .
Adapted from Olmsted (1993).

where V(ta) is the velocity vector of the satellite at the instant of imaging target T , and
fD (ta) is the Doppler frequency of scatterer T at azimuth position aT .

Finally, for the ellipsoid, T has a vertical elevation H(cT ) above a reference ellipsoid
with semi-major and semi-minor axis m and f , respectively, hence

x2
T

(m +H(cT ))2 + y2
T

(m +H(cT ))2 + z2
T

( f +H(cT ))2 −1 = 0. (4.7)

H(cT ) is calculated from the cross-range position:

H(cT ) = cT · sinθinc,T , (4.8)

where θinc,T is the incidence angle at T . Optionally, the 3D TRF coordinates can be fur-
ther transformed into a national/local coordinate system.

From Eqs. (4.5)–(4.7), the precise 3D geolocation relies on the precision of azimuth
coordinate aT , range coordinate rT , the estimated cross-range ĉT , and the satellite orbit
vectors.

4.2.1. Positioning error sources
The measurements in range and azimuth are affected by additional time-variable posi-
tioning components that can range from centimeters to several meters. Tab. 4.1 sum-
marized the positioning errors. Due to the instrumental timing error ta,sysm, azimuth
shift ashift,T , tectonic plate movement atect,T , solid earth tides (SET) aset,T , ocean loading



4

56 4. Precise point positioning aided by corner reflectors and surface models

aocean,T , pole tides apole,T , and atmospheric loading aatm,T , the azimuth measurements
of Eq. (4.2) can be written as

aT = vg/t ·(ta,0+lT∆t +ta,sysm)+ashift,T +atect,T +aset,T +aocean,T +apole,T +aatm,T . (4.9)

Table 4.1: Overview of positioning error components in azimuth and range observations (Dheenathayalan
et al., 2016; Gisinger et al., 2017).

Positioning Components azimuth range order of magnitude
Tropospheric delay Nil m 2.5 to 3.5 m
Ionospheric delay Nil cm 1 to 20 cma

Solid earth tides cm dm -20 to 20 cm
Azimuth shift dm to cm Nil up to cm level
Ocean loading mm <cm up to 10 cm
Ocean Pole tide loading mm mm up to 2 mm
Atmospheric tidal loading mm mm up to 2 mm
Atmospheric pressure loading mm <cm up to 4 cm
Tectonics dm dm up to dm level
pole tides mm mm up to cm level

a in case of X-band.

Similarly, the range in Eq. (4.3) can be expressed as:

rT = v0

2
· (tr,0 +pT∆τ+ tr,sysm)+ rapd,T + rtect,T + rset,T + rocean,T + rpole,T + ratm,T , (4.10)

where tr,sysm is the internal system delay, and rapd,T , rtect,T , rset,T , rocean,T , rpole,T , and
ratm,T are atmosphere path delay (APD), tectonic plate movement, SET, ocean load-
ing, pole tides, and atmospheric loading impacts on the range measurement, respec-
tively (Dheenathayalan et al., 2016). Combining the equations, the error terms in az-
imuth and range can be expressed as:

∆aT = vg/t · ta,sysm +ashift,T +atect,T +aset,T +aocean,T +apole,T +aatm,T , (4.11)

and

∆rT = v0

2
tr,sysm + rapd,T + rtect,T + rset,T + rocean,T + rpole,T + ratm,T , (4.12)

where ∆aT and ∆rT describe the contributions in azimuth and range that need to be
accounted for. Moreover, the bias due to the reference elevation needs to be accounted
for.

The elevation of scatterer T is relative to a reference point. This implies that the
uncertainty of the reference elevation will introduce a bias to all PS points. This elevation
offset ∆c is constant for all PS and affects the geographic position both in the horizontal
and vertical direction. The error contributions in azimuth, range, and elevation would
transmit to 3D geolocations which have to account for reaching quality geo-localization.
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4.2.2. Positioning quality
The 3D positioning quality of point scatterers can be described by the positioning variance-
covariance (VC) matrix of the PS. Supposing the error in azimuth, range, and cross-range
is independent, the co-variances equal to zero. For each PS, the positioning uncertainty
in a 3D radar geometry is given by (Dheenathayalan et al., 2016)

Qr ac =
σ2

a 0 0
0 σ2

r 0
0 0 σ2

c

 . (4.13)

The diagonal component is variances σ2
r , σ2

a and σ2
e in range, azimuth and elevation

directions.
According to Eq. (4.9), the variance of azimuth measurement is

σ2
a =ω ·W ·ωT , (4.14)

where ω =[t 0
a,0 + l 0

ξT
∆t 0 + t 0

a,sysm, v0
g/t, v0

g/t∆t 0, v0
g/tl

0
ξT

, v0
g/t, 1, 1, 1, 1, 1, 1] and W =[σ2

vg/t
,

σ2
t a,0, σ2

lξT
, σ2

∆t , σ2
ta,sysm

, σ2
ashift,T

, σ2
atect,T

, σ2
aset,T

, σ2
aocean,T

, σ2
apole,T

, σ2
aatm,T

]. According to

Eq. (4.10), the variance of range measurement is

σ2
r =β ·U ·βT , (4.15)

where β=[ v0
2 , v0

2 ∆τ
0, v0

2 η
0
T , v0

2 , 1, 1, 1, 1, 1, 1] and U =[σ2
tr,0, σ2

pηT
, σ2

∆τ, σ2
tr,sysm

, σ2
rapd,T

,

σ2
rtect,T

, σ2
rset ,T , σ2

rocean,T
, σ2

rpole,T
, σ2

ratm,T
].

An error ellipsoid is generated with the variances in the three directions. The vari-
ances σ2

r , σ2
a and σ2

c describe the three semi-axis lengths of the ellipsoid. The shape
of a ellipsoid is derived from the ratio of its axis lengths, given by (1/γ1 /γ2), where
γ1 = σa ·σ−1

r and γ2 = σc ·σ−1
r . The orientation of a ellipsoid depends on the local in-

cidence angle of the radar beam at the PS.
The positioning quality could be described in map geometry with a rotation matrix,

QT = B3×3 ·Qr ac ·BT
3×3, (4.16)

where B is the rotation matrix from radar geometry to a local reference frame. Fig. 4.3
draws a sample of a 3D error ellipsoid of a point, centered at the estimated positions.
The viewing geometry is descending orbit. The orientation of ellipsoid is along the cross-
range direction with length of γ2, perpendicular to the slant range direction. Generally,
the variance in elevation direction is lager than in the other two directions, therefore the
γ2 is longer than γ1, resulting a prolate spheroid.

4.3. GCP-assisted InSAR precise point positioning
As discussed in the previous section, the geolocation positioning is affected by several
biases. Fig. 4.4 illustrates that the range observation, Robs, includes biases due to system-
related unknowns and unaccounted geophysical effects, leading to the erroneous geolo-
cation of the target T at position T ′.
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Figure 4.3: A 3D cigar-shaped error ellipsoid illustrates the position uncertainty pf a point scatterer.

The estimated range can be expressed as:

Robs = Rtrue +Rbias +Rnoise, (4.17)

where Rnoise is the zero-mean random perturbation of the estimated position, and Rbias

is the systematic term that we are aiming to correct. The bias term is caused by the
delays associated with system-introduced or geophysical factors. The noise includes the
contributions that are system-related, geophysical, and processing-related. Assuming
that this bias is constant for a relatively small scene, the positions of the targets can be
corrected for by using one or more GCPs. Reducing the bias is to move the error ellipsoid
to the true position.

In the following section, we discuss two approaches to estimate the bias in azimuth,
range, and cross-range using dedicated reflectors. The first approach minimizes the ef-
fort for installing a temporary ad-hoc corner reflector during only one SAR acquisition
and collecting geodetic ground-truth positioning data. We refer to this approach as the
single-epoch approach. The second approach requires more efforts and resources and
involves a continuously maintained CR, referred to as the multi-epoch approach. Note
that the benefit of using multiple CRs instead of a single CR is trivial, as it improves the
precision of the calculated offsets with 1/

p
N .

4.3.1. Single-epoch CR
In this method, a GCP, typically a CR, is deployed and its phase-center position is pre-
cisely measured for a single acquisition. In our case study, we determined the location
of the apex of the CRs using a GNSS (Global Navigation Satellite System) measurement.
Fig. 4.5 shows the concept of the single-epoch method.

The GNSS-derived 3D position (xcr, ycr, zcr) is projected onto the 2D radar coordi-
nates, (acr,g, rcr,g). From the SAR intensity image we obtain an independent estimation
of the radar coordinates of the target (acr,s, rcr,s). The azimuth and range offsets are sub-
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Figure 4.4: Positioning uncertainty cylinder of target T . Rtrue is the range distance to the true position of T ,
Robs is the observed range distance to the measured position of T ′, the distances from T to T ′ is bias, the
maximum bias is radius of the cylinder, the noise term in azimuth, range, cross-range formed the uncertainty
ellipsoid.

sequently estimated as

∆a = acr,s −acr,g, and (4.18)

∆r = rcr,s − rcr,g, (4.19)

respectively. The estimated offsets are applied to the estimated radar coordinates of all
the PS in the image.

In azimuth, the variance of the corrected offset is

σ2
∆a =σ2

a,s +σ2
a,g, (4.20)

where σ2
a,s is the variance of the error in the sub-pixel position estimation of the target

in azimuth, as given by (4.1), and σ2
a,g is the corresponding variance of the GNSS mea-

surement error. With (σ2
e,g, σ2

n,g, σ2
u,g) representing the variance of GNSS measurement

in east, north and vertical direction, the resulting variance in azimuth direction is

σ2
a,g = sin2α ·σ2

e,g +cos2α ·σ2
n,g, (4.21)

where α is the heading angle between the flight direction and the north direction.
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Figure 4.5: Single-epoch CR approach: all points in a radar image are corrected in azimuth-range plane based
on the calculated offsets in azimuth and range respectively.

In range, the variance of the error of the corrected offset is:

σ2
∆r =σ2

r,s +σ2
r,g, (4.22)

where the second term is

σ2
r,g =sin2θ · (cos2α ·σ2

e,g + sin2α ·σ2
n,g)

+cos2θ ·σu,g,
(4.23)

with θ the incidence angle with respect to a horizontal plane.
The main limitation of the single-epoch approach is that it only corrects for the range

and azimuth offset, and not for cross-range (or elevation) offset. Consequently, while the
method reduces two dimensions of the solution space, which is a positioning improve-
ment, it still leaves the actual 3D geographic position under-determined.

4.3.2. Multi-epoch CR
Finding the 3D geographic positions of PS is possible by installing a reference target for
a period spanning multiple epochs, and measuring its position via GNSS. That way, the
range and azimuth offsets are estimated as described above, while interferometry can be
used to estimate the cross-range positions of points relative to the reference target, and
the absolute cross-range position is anchored via the corner reflector. Fig. 4.6 shows the
concept of the multi-epoch method. The position of PS scatterers in the image (black
symbols) is first corrected in the azimuth-range plane (gray). Then from the interfer-
ometric phase, the relative cross-range positions are computed (dashed). Finally, the
known position of the CR reference point is used to determine the true geographic posi-
tion of the point scatterers (hatched).
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Figure 4.6: Multi-epoch approach: PS (black symbols) are first corrected for the offsets in the azimuth-range
plane (gray symbols), and then differed in cross-range via interferometry (dashed) and finally fixed for the
cross-range offset (hatched symbols). The solid triangle indicates the reference point (GCP) for cross-range
offset estimation.

The geographic elevation (cross-range) position ccr,g of the CR is derived from the
GNSS-measured height Hcr,g using Eq. (4.8). The offsets in azimuth and range direction
are calculated from Eqs. (4.18) and (4.19), respectively. The variances of the calculated
azimuth and range offsets are improved by the square root of the number of epochs n.

Since the CR persists for a long time it can be recognized as a PS. As such, the CR can
be used as c0 value in Eq. (4.4), i.e., c0 = ccr,g. The σ2

cr,g is dependent on the precision of
the GNSS measurement and given by

σ2
cr,g =

(
σ2

e,g cos2α+σ2
n,g sin2α

)
cos2θ+σ2

u,g sin2θ. (4.24)

The relative cross-range differences between the PS point cloud and the reference
point is determined using PS interferometry. The estimates of these relative differences
will improve when more data will be used in the interferometric stack.

A stack of n +1 acquisitions generates n independent pairs with different baselines[
B⊥,1, · · · , B⊥,n

]T and phase observations
[
φT,1, · · · , φT,n

]T for target T , relative to the
reference point. Using Eq. (4.4), the functional model with the initial range value of r 0

T
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can be written as

y = E {

φT,1
...

φT,n

} = Ĝn×1 · cT

=


− 4πB⊥,1

λr 0
T

...

− 4πB⊥,n

λr 0
T

 · cT .

(4.25)

The estimated cross-range is

ĉT = (GT Q−1
y G)−1GT Q−1

y y, (4.26)

and the variance is
σ2

ĉT
= (GT Q−1

y G)−1. (4.27)

The covariance matrix Qy of time series phase observations is a diagonal matrix with
entries [

σ2
φT,1

, · · · ,σ2
φT,n

]T
, (4.28)

whereσφ is the standard deviation of a single phase observation as described by (Dheenathay-
alan et al., 2017)

σφ ≈
√

2

2SCR−p
3/π

. (4.29)

Hereby, the precision of cross-range σĉT is

σ2
ĉT

= (
λr 0

T

4π
)2 ·

(
B 2
⊥,1

σ2
φT,1

+·· ·+
B 2
⊥,n

σ2
φT,n

)−1

. (4.30)

The precision of cross-range depends on the phase quality and the variability of the
baseline. Longer baselines give a more precise cross-range estimation (Rocca, 2004)
without requiring more data acquisitions.

Fig. 4.7 shows the cross-range precision of a target with SCR = 25 dB as a function
of the number of epochs n. The perpendicular baselines B⊥ were random values with
uniform distribution at a range between −100 m and 100 m, which is the orbital tube of
Sentinel-1 (Geudtner et al., 2017). The precision increases with the epochs, from about
1.7 m with 25 epochs to better than 1 m with 74 epochs or more.

4.4. DSM-assisted InSAR precise point positioning
A LiDAR-based DSM may be used as a network of thousands of GCP. The prerequisite for
the usage of a DSM for reference is that the LiDAR DSM and InSAR point cloud describe
the same surface, or the penetration depth of LiDAR and SAR into the ground is equal.
For (a) the typical X-, C-, and L-band radar data, and (b) the typical build environment
(urban areas or infrastructure), there is no significant penetration of radar signals (Ulaby
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Figure 4.7: The standard deviation of estimated cross-range of a target with SCR 25 dB for Sentinel-1 as a
function of the number of acquisitions n within an orbital tube with a radius of 100 m.

Figure 4.8: DSM-assisted approach: the concept of matching PS point cloud to a digital surface model (DSM).
Both PS point cloud and DSM depict the Landscape in a test area with different spatial sampling densities. The
optimal matching of these two data would give the correction offsets for the entire PS point cloud.

et al., 1986). To fix the ∆a, ∆r , and c0 of PS, these PS need to be matched with corre-
sponding points in the LiDAR point cloud. We use the Iterative Closest Point method
(ICP) with the PS positioning ellipsoids (Hanssen et al., 2018; Yang et al., 2019a), which
minimizes the differences between two point clouds in an iterative way and generates
transformation parameters. Fig. 4.8 shows the concept of the multi-epoch method.

The point matching between the LiDAR point cloud and the PS is done in the SAR ge-
ometry. For this purpose, the LiDAR point cloud is radar-coded to the radar geometry us-
ing the orbit of the master image of the stack. A fine coregistration is performed using the
iterative closest point (ICP) algorithm (Svirko et al., 2002; Chetverikov et al., 2005), which
minimizes the sum of the weighted Euclidean distance between LiDAR point cloud and
PS by least square estimation (LSE) in an iterative way. Each iteration of the 3D error el-
lipsoid based ICP includes two steps: matching pairs of LiDAR point cloud and PS based
on the 3D error ellipsoid; and finding the transformation that minimizes the weighted
mean squares distance between pairs of points. The transformation parameters esti-
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Figure 4.9: Coverage of TerraSAR-X and Sentinel-1 data and location of installed CRs.

mated by the ICP method yield the offsets in azimuth, range, and cross-range, that we
seek to correct. The quality of the corrected position is dependent on the quality of the
DSM model and the accuracy of point registration.

4.5. Experiment setup
4.5.1. SAR data
The test site was in Delft, the Netherlands. Two data-stacks were collected over this area.
For each data stack, we processed at least 40 images. Fig. 4.9 shows the location of the
test area, the bounding polygons of the TerraSAR-X and Sentinel-1 data stacks, and the
location of installed reflectors. Tab. 4.2 provides relevant parameters of data analyzed.
The PSI results from two data stacks are different in point density, target detect-ability
due to data characteristics variation. Thus, we applied the proposed method to these
two data stacks.

4.5.2. Artificial reflectors
An artificial radar reflector is a passive device that reflects the incoming electromagnetic
signal directly back to the antenna. The trihedral reflector is the most common type used
in calibration and deformation monitoring (Garthwaite et al., 2015). A trihedral reflector
formed by three orthogonal planes and generate a triple bounce signal back to the sen-
sor. A trihedral reflector performed well with alignment errors because its radar cross
section (RCS) pattern has a 3 dB beam-width with approximately 40 degrees. Tab. 4.3
summarizes the typical trihedral and dihedral reflectors with their theoretical RCS.
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Table 4.2: TerraSAR-X, and Sentinel-1 SAR Data characteristics

Satellite/Parameter TerraSAR-X Sentinel-1
Test site Ypenburg Wassenaar
Track T048 T110
Band X C
Start Date 2012.08.11 2017.11.08
End Date 2014.03.06 2018.07.18
Number of images 46 40
B⊥ [min/max] [m] −382/142 −88.4/117.7
Acquisition mode SM IW
Pass direction Desc Desc
Polarization HH VV
Incidence angle [◦] 22.3 – 25.6 35.7 – 41.7
Heading [◦] 192.22 190.12
Rang. sampling [m] 0.9 2.3
Azim. sampling [m] 1.7 13.8
Rang. Bandw. [MHz] 150 56.5
Azim. Bandw. [Hz] 2765 327

Table 4.3: Typical corner reflectors and their theoretical maximum RCS. a is the inner length of the target.

Target Structure Diagram Maximum RCS [dBm2]

Triangular trihedral 4πa4

3λ2

Square trihedral 12πa4

λ2

Circular trihedral 0.507π3a4

λ2

Dihedral 8πa4

λ2
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(a) (b)

Figure 4.10: (a) Google Earth image of seven trihedral corner reflectors installed for the TerraSAR-X (T048), (b)
Mean intensity image from 46 TerraSAR-X images covering the seven corner reflectors.

(a) (b)

Figure 4.11: (a) Google Earth image of three CRs oriented for the Sentinel-1 stack (T110), (b) Mean intensity
image from 40 Sentinel-1 images covering the three reflectors.
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At the Ypenburg test site, we installed six small (45 cm sides) trihedrals, CR1–CR6,
and one big (1 m sides) trihedral, CR7. The CRs remained on the field between August
2012 and March 2014 and were optimally oriented for the geometry of the TerraSAR-X
acquisitions. Fig. 4.10a shows the positions of the CRs overlaid on a Google Earth image.
The reflectors are clearly visible in the mean intensity image of 46 TerraSAR-X images, as
shown in Fig. 4.10b.

For our analysis, we use CR4, CR5, CR6, and CR7 to avoid the impact of the mutual
side-lobes of the first three. Differential GNSS and tachymetry are used to precisely mea-
sure the apex positions of these CRs. These positions are determined with a precision
(1σ) of 1 cm in the horizontal (east and north), and 2 cm in the vertical.

In the Wassenaar site, we installed one square-based trihedral CR, and two Double
Back-flip (DBF) CRs (Hanssen, 2017), from November 2017, oriented for the Sentinel-1
descending data, see Fig. 4.11a.

4.5.3. DSM data
In addition to the CRs, we utilise a DSM model, AHN (’Actueel Hoogtebestand Nederland’
in Dutch), collected over the Netherlands by means of airborne laser altimetry with a
posting of 50 cm (horizontally) for objects larger than 2×2 meters and a vertical offset
uncertainty of 5 cm and a 5 cm stochastic error (Van der Zon, 2013; van Natijne et al.,
2018). AHN is a multi-annual program, including AHN-1, AHN-2, AHN-3, providing
both the raster data and the point clouds. We utilize the AHN-2 point cloud for DSM
correction and the 0.5 m grid DSM for cross-comparison.

Fig. 4.12 shows a 1 × 1.25 km2 patch of AHN-2 data corresponding to our test area.
Height variation over the test site is a critical factor for point matching. In other words,
it is difficult to do the matching in a flat area without any variation in height. The height
variogram map in the test area is given in

Figure 4.12: DSM model (AHN2,U37EN2) over Delft area, ranging from 0 to +65 m. The height is color-coded.

4.6. Results
In this section, we present and compare the correction results of TerraSAR-X and Sentinel-
1 data stack using the proposed methods. The SAR data-stacks were processed with the
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Delft implementation of persistent scatterer interferometry (DePSI) (van Leijen, 2014).

4.6.1. TerraSAR-X results
Fig. 4.13 shows the estimated elevations for the PS identified in the TerraSAR-X data
stack. As usual, high PS densities are found along streets and man-made structures.
White areas correspond to vegetated areas and water bodies, where no PS was selected.
The point density is 2141 PS/km2. The results were projected in the Dutch national
reference system RD (’Rijksdriehoeksstelsel’ in Dutch) and vertical reference system of
the Amsterdam Ordnance Datum NAP (’Normaal Amsterdams Peil’ in Dutch). The esti-
mated heights are color-coded, from −10 to 40 m.

Figure 4.13: Geo-coded PSI point cloud for our test area generated from the TerraSAR-X data stack in RD co-
ordinates. The x- and y- axes correspond to RD east and north, respectively. The estimated height is colour-
coded in the NAP datum. The results in the Kyocera Stadium marked within a rectangular box were compared
to the LiDAR point cloud in Fig. 4.15 and Fig. 4.16.

Tab. 4.4 gives the offsets of the estimated positions of the CRs after applying the dif-
ferent correction methods with respect to their measured positions. The uncertainty
of the CR-assisted approaches is calculated using Eqs. (4.20), (4.22), and (4.24), while the
uncertainty of the sub-pixel localization is calculated according to the position variances
of a target in a stack of images. The performance of the DSM-assisted approach depends
on the co-registration accuracy. It is calculated by dividing the LiDAR point cloud into
several subsets, calculating the offsets respectively for each subset, and computing the
variances of the resulting offsets. The offsets were converted into local coordinate system
by assuming the cross-range offset is zero in single-epoch and geophysical approaches.

The offsets estimated using the different approaches are similar, and consistent with
the offsets estimated by Dheenathayalan et al. (2016). The largest offset was observed
in the cross-range direction, which corresponds to the reference cross-range value. The
atmospheric path delay mainly causes range offsets. Obviously, changing the coordinate
system to a local geographic coordinate system introduces correlations between the dif-
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Table 4.4: Calculated offsets in azimuth, range, and cross-range directions, and east, north, and up directions
for the TerraSAR-X PSI point cloud.

Method ∆a [m] ∆r [m] ∆c0 [m]
Single-epoch CR 0.52±0.04 −2.25±0.02 n/a
Multi-epoch CR 0.50±0.01 −2.26±0.02 20.40±1.89
DSM 0.58±0.04 −2.32±0.04 19.01±0.51
Geophysicala 0.57±0.07 −2.28±0.02 n/a

Method ∆e [m] ∆n [m] ∆u [m]
Single-epoch CR −5.32±0.03 1.74±0.04 0
Multi-epoch CR −12.82±1.71 2.34±0.37 8.32±0.77
DSM −11.42±0.49 1.97±0.14 7.75±0.21
Geophysicala −5.42±0.03 1.80 ± 0.07 0

a Correction includes azimuth shifting, path delay, solid earth tide, plate motion from Dheenathayalan et al.
(2016).

ferent offsets. For example, a cross-range offset has components in both east and north
directions.

The corrected positions were validated with the apex location measured with Differ-
ential GNSS and tachymetry for those CRs that were not used to estimate the corrections.
The resulting Root Mean Square Errors (RMSE) in the radar coordinates (azimuth, range
and cross-range), and local coordinates (east, north, and up) are reported in Tab. 4.5. Be-
fore the correction, the entire solution is tied to the height of a selected reference point.
Similarly, we used the same height reference in the single-epoch approach and geophys-
ical approach.

Table 4.5: Root Mean Square Errors of CRs in the radar coordinates (azimuth, range, and cross-range), and
local coordinates (east, north, and up) for the TerraSAR-X point cloud. The geocoded position of PS before
and after applying the corrections are compared with the apex location measured with GNSS in CRs. The
post-correction methods include using single-epoch CR, multi-epoch CR, and DSM.

a [m] r [m] c [m] e [m] n [m] u [m]
Before Corrections 0.78 2.39 20.79 12.90 2.13 8.48
Single-epoch CR 0.31 0.18 20.79 7.59 0.46 8.48
Multi-epoch CR 0.32 0.17 1.01 0.67 0.36 0.41
DSM 0.28 0.13 2.01 1.60 0.31 0.81
Geophysical 0.28 0.16 20.79 7.54 0.41 8.48

As expected, both single-epoch CR calibration and geophysical corrections do not
correct for absolute cross-track errors, which results in coupled vertical and mostly east-
west errors. Using a CR at all epochs, the offsets in elevation were compensated, achiev-
ing a decimeter-level 3D positioning error. The DSM-assisted corrections are similar to
the multi-epoch CR correction for azimuth and range, but the cross range RMSE is twice
as large: 2 m instead of 1 m.
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(a) (b)

(c) (d)

Figure 4.14: Position offsets relative to GNSS measurement in CR4, CR5, CR 6, and CR7 before and after ap-
plying the corrections are visualized. (a) The diagram of the 3D coordinate system into a 2D plane graph.
The corrected results with (b) a single-epoch CR, (c) a multi-epoch CR, and (d) an airborne DSM model. Blue
points indicate the offsets relative to measured GNSS position before corrections, and red plus signs indicate
the offsets after corrections. The projections in the three orthogonal planes show in X-Z, Y-Z, and X-Y show the
corrections.
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Fig. 4.14 visualizes the offsets between the corrected positions and GNSS-derived
positions. The 3D coordinate system is flipped to horizontal. Thus the offsets could be
clearly shown in a plane graph.

(a) Before Corrections (b) Single-epoch CR

(c) Multi-epoch CR (d) DSM

Figure 4.15: 2D horizontal accuracy analysis of the TerraSAR-X PS point cloud at the Kyocera stadium. PS
point cloud (a) before corrections, and corrected with (b) a single-epoch CR, (c) a multi-epoch CR, and (d) an
airborne DSM model, overlaid on the LiDAR data. The LiDAR data is color-coded as Fig. 4.13. The 1D vertical
analysis of Fig. 4.16 is along the line of AA’.

As a test of the geolocation, we compare the PS point cloud before and after cor-
rection to the reference LiDAR-based DSM for a region indicated by the rectangle in
Fig. 4.13, which corresponds to a sports stadium in The Hague. Fig. 4.15 provides a
top-view of the color-coded DSM with the PS overlaid for the different methods. Before
the corrections, there is a clear shift between the PS and the stadium. The alignment
improves after single-epoch CR correction, and it seems to enhance further using the
multi-epoch and DSM-assisted approaches. Fig. 4.16 shows a cross section of the sta-
dium along the AA’ line indicated in Fig. 4.16. The multi-epoch CR and DSM corrections
bring the points to the right height level.
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Figure 4.16: 1D vertical accuracy analysis of the TerraSAR-X PS point cloud over the Kyocera Stadium. PS
point cloud before corrections, and point clouds corrected with a single-epoch CR, a multi-epoch CR, and an
airborne DSM model, overlaid on the LiDAR data.

4.6.2. Sentinel-1 results
The topographic map of PSI results from Sentinel-1 is illustrated in Fig. 4.17, projected
in the RD-NAP reference system. The colors represent the estimated heights, from −10
to 140 m. The point density is 707 PS/km2.

Tab. 4.6 gives the offsets of the estimated positions of the CRs after applying the dif-
ferent correction methods. The largest offset was observed in the azimuth direction,
followed by the elevation correction, and the range correction.

Table 4.6: Calculated offsets in azimuth, range, and cross-range directions, and east, north, and up directions
for the Sentinel-1 point cloud.

.

∆a [m] ∆r [m] ∆c0 [m]
Single-epoch CR 16.41±0.21 −1.09±0.13 n/a
Multi-epoch CR 16.32±0.03 −1.06±0.03 −4.70±1.81
DSM 14.48±1.47 −0.96±0.24 −2.63±0.45

∆e [m] ∆n [m] ∆u [m]
Single-epoch CR −1.43±0.14 −16.58±0.22 0
Multi-epoch CR 2.23±1.45 −17.20±0.34 −2.80±1.41
DSM 0.79±0.84 −15.03±1.55 −1.57±0.27

The azimuth offsets could be due to higher order bi-static effects, between the mid-
scene bi-static correction and the required one due to the slant range offset from mid-
scene, see Schubert et al. (2015). Recent research on the geolocation accuracy of Sentinel-1
data reports a subswath-dependent azimuth offset up to 4 m in the IW mode (Schubert
et al., 2017). Given the 20 m azimuth resolution of Sentinel-1, the error is within the size
of a resolution cell.

The 3D offsets estimated using the multi-epoch and DSM-assisted methods are roughly
comparable, although for range and azimuth direction the multi-epoch CR method is
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(a) (b)

Figure 4.17: (a) Geo-coded PSI point cloud for our test area generated from Sentinel-1 in RD coordinates. The
x- and y- axes correspond to RD east and north. The estimated height is colour-coded in the NAP datum. The
results in the Moerwijk area of The Hague, marked by the rectangular box, were compared to the LiDAR point
cloud in Fig. 4.19 and Fig. 4.20. (b) AHN-2 point cloud in the test site with color-coded heights.

better, whereas for cross-range the DSM method is better, in terms of the variances. This
is to be expected due to the coarse azimuth resolution of Sentinel-1, as the number of
DSM points matched to a PS is drastically reduced.

The corrected positions were validated with GNSS measurements. The RMSE in the
east, north, and up directions is given in Tab. 4.7. The 3D geolocation accuracy achieved
using the multi-epoch method is approximately 3.6 m. This is better than the absolute
location error accuracy specification of Sentinel-1 (7 m in 2D azimuth-range position-
ing) (Bourbigot et al., 2016). The geolocation accuracy obtained after a DSM-assisted
correction is slightly worse but still better than the Sentinel-1 specifications. The cor-
rected results assisted by single-epoch CR (about 5.4 m) are also close to the specifica-
tion. There is still about 3 m of residual error in the north direction, which may relate
to the azimuth errors reported by (Schubert et al., 2017). Fig. 4.18 visualizes the offsets
with flipping the plane in the 3D coordinate system into a 2D plane. The plots show the
effectiveness of the corrections.

The PS point cloud before and after the corrections is further compared with the ref-
erence LiDAR data. A zoom-in region is a group of buildings in the Hague, indicated by
the rectangle in Fig. 4.17. Fig. 4.19 provides a top-view of the DSM data with the non-
corrected and corrected PS point cloud. Clearly, the applied corrections have compen-
sated for the 2D shift. The height shift was corrected with the single-epoch CR and the
DSM-assisted method as the cross-section along the BB’ line shows in Fig. 4.20.
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Table 4.7: RMSE of CRs in the radar coordinates (azimuth, range and cross-range), and local coordinates (east,
north, and up) for the Sentinel-1 point cloud. The geocoded position from PSI before and after applying the
corrections are compared with the apex location measured with GNSS on the CRs. The post-correction meth-
ods includes a single-epoch CR, a multi-epoch CR, and DSM.

a [m] r [m] c [m] e [m] n [m] u [m]
Before Corrections 16.92 1.58 3.70 1.86 17.93 2.22
Single-epoch CR 3.80 0.74 3.70 3.47 3.63 2.22
Multi-epoch CR 3.80 0.67 1.62 0.72 3.46 0.97
DSM 4.26 0.74 1.45 1.13 4.29 0.88
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Figure 4.18: Position offsets relative to GNSS measurement in CRDS, DBFX, and DBFT before and after apply-
ing the corrections are visualized. (a) The diagram of 3D coordinate system into 2D plane graph.The corrected
results with (b) a single-epoch CR, (c) a multi-epoch CR, and (d) an airborne DSM model. Blue points indicate
the offsets relative to measured GNSS position before corrections, and red plus signs indicate the offsets after
corrections.
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(a) Before Corrections (b) Single-epoch CR

(c) Multi-epoch CR (d) DSM

Figure 4.19: 2D horizontal accuracy analysis of Sentinel-1 PS point cloud of buildings in Moerwijk, the Hague.
PS point cloud (a) before corrections, and corrected with (b) single-epoch CR, (c) multi-epoch CR, and (d) a
airborne DSM model (DSM), overlaid on the LiDAR data. The 1D vertical analysis is along the line of BB’, see
Fig. 4.20.
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Figure 4.20: 1D vertical accuracy analysis of Sentinel-1 PS point cloud in Moerwijk, the Hague. PS point cloud
before corrections, point clouds corrected with single epoch CR, multi-epoch CR, and a airborne DSM model,
overlaid on the LiDAR data.
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Figure 4.21: The coverage and DTED Level of available digital elevation models, adapted from (Hajnsek et al.,
2009).

4.6.3. DSM product evaluation
Even the accuracy of DSM-assisted correction is less than the CR-assisted correction. A
DSM-assisted correction is a very appealing option, as it does not require the installation
and maintenance of CR. However, the drawbacks of this approach is that it requires a
non-trivial processing step to reliably match PS with points or features on the DSM. The
accuracy of the estimated corrections will obviously depend on the quality of the DSM.

A standard product specification for digital elevation model named as digital ter-
rain elevation data (DTED) is released by National Geospatial-Intelligence Agency (NGA)
with the definitions of absolute positioning accuracy and spatial resolution for each
level, specifically DTED-1 and DTED-2 (Heady et al., 2009; Zink et al., 2006). The DTED
was defined for globe scale elevation data, and the higher level data is referring to as
high-resolution terrain information (HRTI). The DTED-3/4 is also called HRTI-3/4. There-
fore, we analyze the positioning precision with the varying DTED levels, see Tab. 4.8.
Fig. 4.21 shows current available digital elevation models.

Table 4.8: Digital Terrain Elevation Model (DTED) and High-Resolution Terrain Information (HRTI) specifica-
tions.

Specification Spatial Resolution
Absolute vertical Absolute Horizontal
Accuracy (90%) Accuracy (90%)

DTED-1 90 m ( 3 arcsec ) 50 m 30 m
DTED-2 30 m (1 arcsec) 23 m 18 m

DTED-3/HRTI-3 12 m (0.4 arcsec) 10 m 10 m
DTED-4/HRTI-4 6 m (0.2 arcsec) 5 m 5 m

The quality of the Lidar DSM data used in this study (AHN-2) is significantly better
than DTED-4 specification. In order to evaluate the DSM quality dependence of the DSM
method, we degraded the AHN-2 to match the different DTED specifications by filtering
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Figure 4.22: Positioning precision as a function of the DTED level. The vertical axis shows the 3D positioning
dilution of precision (PDOP) with respect to GNSS measurements of the apex location of CRs.

the data spatially to the desired resolution and adding zero-mean Gaussian distributed
noise.

Fig. 4.22 shows the positioning precision as a function of the DTED level. The vertical
axis shows the 3D positioning dilution of precision (PDOP) as

PDOP =
√

RMSE2
e +RMSE2

n +RMSE2
u , (4.31)

where RMSE is the root mean square error with respect to GNSS measurements of the
apex location of CRs.

For a DSM at DTED1 level, the PDOP values are close to the values before correc-
tions, implying that this DSM product does improve the geolocation of PS point clouds.
For DTED2, the PDOP values improve, but not significantly. A significant improvement
was observed moving to DTED3 levels. This is due to the fact that the spatial resolution
of DTED3 is closer to that of Sentinel-1. The precisions achieved using DTED4 are yet
better, and the LiDAR-based AHN data yield the best results. This is due to the dense
spatial sampling and precise absolute positioning of AHN data for depicting the height
variability within the imaging scene.

The result of the DSM-assisted geolocation approach depends on the precision and
the spatial resolution of the available DSM and also the used algorithm, see examples
using different algorithms with DSM to evaluate the height shift between PSI point cloud
and DSM in Chang and Hanssen (2014); Yang et al. (2016).

4.7. Comparison of correction methods
The practical pros and cons of the discussed methods for precise point positioning are
summarized in Tab. 4.9. We define σCR as the precision of the calculated offsets of the
single epoch CR approach, T0 as the estimated time required for the installation of a
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Table 4.9: The characteristics of the positioning correction methods. Advantages and disadvantages.

Methods Single-epoch CR Multi-epoch CR DSM Geophysical

Solution space Line (2D) Point (3D) Point (3D) Line (2D)
Advantages Temporary deploy-

ment; ad hoc;
3D correction 3D corrections No area access

necessary
No monumenta-
tion needed; Fast
(10’); easy; cheap

Highest 3D preci-
sion

No area access
necessary

Disadvantages 2D bias correction
only;

Monumentation
needed;

Requires high
quality DSM;

2D bias correction
only;

No elevation cor-
rection;

Permanent deploy-
ment;

Requires sig-
nificant height
variability;

No elevation cor-
rection;

Requires area ac-
cess;

Requires area
access; Regular
inspection and
maintenance
needed;

Requires high
quality point
matching method

Requires model
input for atmo-
sphere, tides,
tectonics, instru-
ment;

Expensive; Re-
sources

Effort 1 CR placement; 1 CR monumenta-
tion: T0

†;
Algorithmic Computation

1 GNSS real time
kinematic;

1 GNSS real time
kinematic;
Regular check-up
required

Precision σCR
† σCR/

p
n † dm dm

† σCR: precision of the calculated offsets in the Single-epoch CR approach. T0: estimated time required for
the installment of a single CR monumentation. n: the number of epochs.

single CR monumentation, and n as the number of epochs. Note that T0 depends on
local conditions, typically ranging from 0.5 to 3 days.

Both the single-epoch calibration as well as the geophysical correction lack the abso-
lute cross-range correction, which yields only limited improvement in positioning accu-
racy. Of these two, the former requires physical access to the area, while the latter needs
various physical parameters to be available.

The best accuracy and precision is achieved using one CR over multiple epochs. The
maintenance cost scales with the number of epochs, which is dependent on the baseline
distribution of the SAR data stack: a greater number of epochs is needed if the orbital
tube is smaller.

The DSM-assisted approach is less accurate than the multi-epoch method, but it is a
reasonable alternative if a high-precision DSM is available, with the main advantage of
not requiring area access.

4.8. Conclusions
The geolocalization of PSI point clouds significantly improves their overall practical value.
As this requires a mapping from 2D radar coordinates to 3D geographic coordinates,
GCP’s such as corner reflectors can assist in this mapping. The optimal way of deploying
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a corner reflector is by deploying it in a time series of SAR images, such that its phase can
be analyzed as a persistent scatter. That way, the highest precision, and accuracy in the
position of a PSI point cloud is obtained. Yet, this comes at a cost in terms of efforts and
resources. Alternatively, when a high-precision, high resolution digital surface model is
available, DTED4-level or better, exhibiting sufficient elevation variability, this could be
used as a virtual set of GCP, almost comparable geolocate precision.

Deployment of a corner reflector for just one single SAR acquisition, or using addi-
tional geophysical information does not provide absolute 3D geographic coordinates,
and can only be used to limit the degrees of freedom in azimuth-range plane.





5
Understanding persistent

scatterers with ray-tracing

Estimating the precise geographic coordinates of point scatterers has been discussed in
chapter 4. However, due to the complicated interactions between the transmitted signal
and target objects on the ground, the position of the geometric phase center may not be
the true physical source of the signal. This chapter is aimed at a better understanding
of the relationship between precise geolocation of the scatterer and its physical source
using geometrical optics and develops a new approach that links persistent scatterers to
urban building models.

In Section 5.1, we give a background of this chapter, followed by a review on the prin-
ciples of the ray-tracing based SAR simulator in Section 5.2. The simulation uses 3D city
models with varying degrees of geometric details (level of detail, or LOD). The influence
of the LOD on the simulation scatterers are discussed in Section 5.3. A new methodology
of linking the scatterers to the built model using ray-tracing is proposed in Section 5.4.
This method was applied to the point clouds detected from a stack of TerraSAR-X images,
see Section 5.6. The effect of multiple scattering on the interpretation of the estimates is
demonstrated in Section 5.7. Conclusions of this chapter are provided in Section 5.8.

5.1. Introduction
Persistent scatterer interferometry (PSI) (Ferretti et al., 2001) is a geodetic technique to
measure surface displacements using multi-epoch synthetic aperture radar (SAR) im-
ages. PSI estimates the displacement parameters from phase observations from selected
coherent points, known as persistent scatterers (PS), with millimeter-level precision. Us-
ing advanced high-resolution SAR satellite systems, such as TerraSAR-X and COSMO-
SkyMed, this technology can be used to monitor individual structures (Perissin et al.,

Parts of this chapter have been published in IEEE Transactions on Geoscience and Remote Sensing ((Yang et al.,
2019a).)

81



5

82 5. Understanding persistent scatterers with ray-tracing

2012; Zhu and Shahzad, 2014; Montazeri et al., 2016; Chang et al., 2017; Qin et al., 2017).

However, PS differ from traditional well-defined geodetic benchmarks. It is not that
clear whether the observed signal stems from one dominant reflector, like a corner re-
flector, or from the effective summation of several reflectors within the resolution cell.
Moreover, even if the PS is one dominant reflector, its precise localization remains a
challenging task. Obviously, the capability to link PS to (locations on) particular objects
would enhance PSI analyses, for example by reducing the uncertainty in the interpreta-
tion of the observed displacements in relation to specific driving mechanisms.

The relevance of establishing a one-to-one link between PS and specific objects is
most obvious when there are different driving mechanisms involved. For example, points
may represent deep and/or shallow deformation, e.g., due to gas production and ground-
water level changes, respectively. Consequently, nearby PS may show different deforma-
tion signal. In other cases different parts of a building or infrastructure may deform dif-
ferently, which may be a precursor of a partial or full collapse of the structure. In these
complex scenarios, linking PS to the objects in the built environment would not only
help identifying the local deformation in the object, but also facilitate the interpretation
of the deformation signal.

Using the precise geolocalization of each PS seems to be the most straightforward
approach to link the scatterer to an object. In fact, the geolocalization accuracy of PS
for high-res (meter-resolution) SAR data is shown to be centimeters in azimuth and
range (Eineder et al., 2011), and several dm up to 1.8 m for cross-range (Gernhardt et al.,
2015). This positioning uncertainty can be described with a variance-covariance ma-
trix and visualized with an error ellipsoid (Dheenathayalan et al., 2016, 2018). This way,
the relatively poor cross-range precision of radar scatterers could be improved by inter-
secting the scaled error ellipsoid with 3D models (Dheenathayalan et al., 2016, 2018).
Alternatively, an improvement of positioning precision could be obtained by using SAR
data from different viewing geometries (Gisinger et al., 2015; Zhu et al., 2016), albeit only
for a selected number of targets, such as lamp posts.

Yet, these methods all consider only the geometry of the problem, and are not based
on physical scattering mechanisms. Consequently, the estimated positions may be ge-
ometrically optimal, but physically unrealistic. For example, for a perfect corner reflec-
tor, it is known that the effective scattering center is at the apex of the reflector, even
though the pure geometric position estimate may turn out to be at a different position.
As a result, understanding the physical scattering mechanisms may help in the realistic
physical positioning of scatterers.

Physical understanding of scattering mechanisms can be supported by SAR simula-
tion methods. However, this requires, at the least, a 3D geometrical representation of
the scene (i.e. a 3D city model) (Schunert and Soergel, 2016). If this 3D representation
is realistic with sufficient detail, the observed SAR scene should be very similar to the
simulated one. Subsequently, if there is sufficient similarity, we will know which scat-
tering mechanism produced the observed scatterers, and understand what caused the
observed displacements.

A list of current SAR simulators includes, but is not limited to, SARAS (Franceschetti
et al., 1992, 1998), Pol-SARAS (Martino et al., 2018), CAS (Huang et al., 1997), Xpatch
4 (Andersh et al., 2000), GRECOSAR (Margarit et al., 2006), CohRaS (Hammer and Schulz,
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2009), SARViz (Balz and Stilla, 2009), and RaySAR (Auer et al., 2010). SARAS and CAS are
oriented to ocean applications and do not consider multiple scattering for complex tar-
gets (Franceschetti et al., 1992, 1998; Huang et al., 1997). Pol-SARAS is the polarimetric
version of SARAS, and it allows the simulation of natural scenes (Martino et al., 2018).
Xpatch 4 is an object-oriented version of Xpatch, which provides 0-D radar cross sec-
tion, 1D range profile, 2D SAR image, and 3D scattering center signatures, based on the
shooting and bouncing of rays, supported by parallel computation (Andersh et al., 2000).
Xpatch has been widely used in studies of the vehicle, typically an airplane or a ground
vehicle (Hazlett et al., 1995; Castelloe and Munson, 1997; Bhalla et al., 2005). GRECOSAR
can generate polarimetric SAR (POLSAR) and polarimetric inverse SAR (POLISAR) im-
ages of complex targets, and is used extensively for vessel classification studies (Margarit
et al., 2006). CohRaS is a SAR simulator based on ray tracing, mainly for small scenes
with high resolution, and only supports geometries made up of convex polygons (Ham-
mer and Schulz, 2009). SARViz is a SAR image simulation system which only simulates
single and double bounce reflections and does not include coherent addition of multi-
ple echos (Balz and Stilla, 2009). Finally, RaySAR is based on ray-tracing, oriented to-
wards the simulation of salient features in SAR images (Auer, 2011; Auer et al., 2011; Auer
and Gernhardt, 2017). Despite the natural limitations resulting from the ray-tracing ap-
proach, it has some key advantages that motivated its use for the research presented in
this study: (i) it can handle an arbitrary number of bounces, (ii) it keeps track of individ-
ual scatterers, (iii) it provides their 3D location and bounce level; and (iv) it is computa-
tionally inexpensive, which allows the simulation of relatively large and complex urban
scenes.

Here we investigate the potential for predicting the occurrence and location of SAR
scatterers (i.e. potential PS) based on physical scattering mechanisms, using generic 3D
city models. In particular, we analyze the influence of the level of detail (LOD) of these
city models on this prediction. The LOD is a generic metric describing the degree of
adherence of the dataset to its real-world counterpart (Biljecki et al., 2014). The chapter
focuses on the urban environment, where we are limited by the short supply of high
resolution 3D city models. We use the ray-tracing SAR simulator RaySAR (Auer et al.,
2010) to predict the radar scattering by illuminating the 3D scene with a SAR sensor. The
rays can follow multiple reflections within the object scene, yielding a collection of point-
like multiple-bounce scatterers that represent potential PS candidates. Methodology of
linking the predicted points to the measured PS from a stack of SAR images is developed.
Predicted points helps the understanding of the physical scattering mechanism of PS.

5.2. The RaySAR simulator
Ray tracing is a rendering method used to create an image by following the path of a
ray through a 3D model and simulating the reflections on the surfaces it encounters.
Ray tracing is based on geometrical optics, which is valid for surfaces that are large
and smooth relative to the wavelength. RaySAR is one of the several SAR data simu-
lators based on ray tracing. It is built on the open source persistence of vision ray-
tracer (POV-Ray) (Glassner, 1989), using the PoV-Ray basic algorithms for ray tracing,
intersections tests between rays an objects, the estimation of intensities, and shadow
calculations (Auer et al., 2010).



5

84 5. Understanding persistent scatterers with ray-tracing

RaySAR generates a set of scattering centers positioned in 3D SAR coordinates, i.e.,
azimuth, range, and cross-range. RaySAR subsequently projects and interpolates these
scatterers on the 2D range-azimuth grid, adding the different contributions coherently
in order to generate a simulated SAR image. In this research, however, we are mostly
interested in the intermediate set of individual scatterers.

The set of scattering centers is provided by RaySAR as a list of signal vectors V :

V = [ai ri ci I b f Xi Yi Zi ] (5.1)

where

• [ai ri ci ] gives the position of the scattering phase center in azimuth, range, and
cross-range,

• I is a relative intensity normalized between 0 to 1,

• b specifies the number of bounces (trace level),

• f is a boolean indicating specular reflection [0 or 1],

• [Xi Yi Zi ] are the coordinates of intersection points in the model.

The signal vectors V are referred to as contributing signal. These signal vectors are the
basis for the simulated image generation and point scatterer identification.

Fig. 5.1 sketches the localization of the phase-center of a radar echo by RaySAR for
a double bounce signal. Starting from the virtual sensor plane, a primary ray for each
pixel is followed along its path until intersection with the modeled scene is found. At the
intersection point, a reflected ray is spawned in the specular direction, and traced until
the next intersection with the model, and so on. The azimuth, cross-range and range
coordinates of the double-bounce signal are given by

ai = a1 +a2

2

ci = c1 + c2

2

ri = r1 + r2 + r3

2
.

(5.2)

The trace level is the number of bounces of the signal. The maximum tracing level of
RaySAR is five bounces.

The intensities of signal are calculated by a diffuse or specular radiometry model. For
direct backscattering, the diffuse signal Id is derived by (Glassner, 1989)

Id = Fd · Ic · (~N ·~L), (5.3)

where Fd is the diffuse coefficient [0 - 1], Ic is the incoming normalized radar signal [0 -
1], ~N is the surface normal vector, and~L is the normalized vector from the object to the
virtual sensor. The specular backscattering signal Is is derived by (Glassner, 1989)

Is = Fs · (~N · ~H)
1

Fr , (5.4)
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Figure 5.1: Sketch of how RaySAR localizes a double bounce signal and projects it in the sensor plane.

where Fs is the specular coefficient [0 - 1], Fr is the roughness factors [0 - 1], and ~H
is a bisection vector defined by ~N , and ~L. The discussion on the salient signal mainly
focuses on the specular signal. The parameters Fd , Fr , and Fr are discussed in detail in
Section 5.2.2

The contributing signal is the basis of simulated image generation and point scat-
terer detection. RaySAR offers a SAR reflective map in two steps. The first step is to obtain
the contributing signal. Then a reflective map is derived by imposing and summarizing
the contributing signal vectors within the corresponding pixel grids. The signal detected
by POV-Ray depends on (i) the imaging geometry with respect to the illuminated object,
(ii) the combination of diffuse and specular coefficients, and (iii) weight factors scaling
the intensity of multiple reflections. The following section presents the point scatterer
detection with RaySAR.

5.2.1. Point scatterer simulation with RaySAR
Potential PS candidates (simulated Point Scatterers) are selected from the contributing
signal. These are points with specular multiple scattering characteristics (I > 0, b > 1,
and f = 1). The selection criteria are based on the premise that many PS are physically
associated with multiple specular reflections of the radar signal on relatively large sur-
faces. In the case of single bounce case, the location in the object geometry is directly
provided by the intersection points in the model [Xi Yi Zi ]. Due to the multiple bounces,
the link of the signal to the object geometry is partly lost. In the case of a double-bounce
signal, the corresponding location of the signal is on the adjacent lines between build-
ing façade and ground. Thus, calculation of the location of a multiple-bounce signal in
the object geometry involves a coordinate transformation, from the imaging geometry to
the world coordinate system. Fig. 5.2 describes a double bounce signal in two coordinate
systems, sensor coordinate space and local geographic coordinate space.

The transformation includes two rotations and one shift. The look angle of the satel-
lite and the aspect angle with respect to the north direction contribute to the two rota-
tions. Supposing a signal with ~ri = [ai ri ci ], ~vn is the nadir direction, the rotation vector
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(a) (b)

Figure 5.2: Two coordinate systems for a double signal, (a) simulated sensor coordinate space, including Az-
imuth, Range, and Cross-range directions; (b) world coordinate space, including north, east, and up directions.

is

T =
arccos(~ri · ~vn)− π

2
0

−arctan( ai
ri

)

 . (5.5)

The shifting is from the sensor position to the position in the world system. Therefore,
we built the link of point scatterers to the object model.

5.2.2. Definition of a 3D scene for RaySAR
The input to RaySAR is a 3D scene model including the virtual signal transceiver and the
3D object model with the surface defined based on scattering characteristics. The con-
tributing signal is generated according to the defined 3D scene model. The construction
of the 3D scene model is introduced by three parts, (i) a virtual SAR system, (ii) 3D build-
ing models, and (iii) surface parameters.

Virtual SAR system
The virtual SAR system is described by the observation geometry and the system reso-
lution. The geometry is defined using an orthographic projection and a parallel ray ap-
proximation. This parallel ray approximation makes the observation geometry azimuth
invariant, as it should. However, it also makes the geometry elevation (hence range)
invariant, which is not entirely correct. We will, nevertheless, assume that this approxi-
mation is good enough for a small scene. Thus, the observation geometry is defined by
an incidence angle and an azimuth angle with respect to the scene, which have to be
specified in RaySAR as the position of the sensor with respect to the center of the scene.

3D scene model
A 3D building model is the digital representation of an object in 3D space using a group
of points connected by various geometric entities including lines, surfaces, etc. The ac-
quisition of 3D models can be constructed directly with a text editor or software which
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Table 5.1: Surface parameters for describing the scattering properties of the scattering surfaces in the 3D
model.

Parameters Impact on Radar Scattering
Weight Fw Weights the specularly reflected signal on a surface (loss

of signal strength) of multiple reflections and works with
a specular coefficient.

Specular Fs Resembles specular reflection and provides a spreading
of the highlights occurring near the object horizons.

Roughness Fr Defines the width of a cone where a specular highlight
occurs from 1 (very rough) to 0 ( very smooth).

can assist in visual controlled modeling (e.g., CAD). Importing available 3D models into
the POV-Ray format is another option considering there are a lot of city models available.

The 3D object model has to provide sufficient geometric detail for SAR simulation.
The amount of detail and spatial resolution of a 3D city model are specified as LOD, de-
noting the abstraction level of a model as opposed to the real world object (Biljecki et al.,
2014). The LODs have been described by CityGML (Open Geospatial Consortium, 2012),
a prominent standard for the storage and exchange of 3D city models. LOD1 is a model
in which buildings are represented as blocks, usually obtained by extruding their foot-
print to a uniform height. LOD2 is a more detailed model including roof shapes (Open
Geospatial Consortium, 2012; Biljecki et al., 2016). As with many other applications of
3D city models (Biljecki et al., 2018), it is to be expected that the LOD and quality of the
used 3D model will have an influence on the performance of the simulation of radar
signal, a topic which we investigate in Section 5.3.

Surface parameters
The scattering properties of the scattering surfaces in the 3D model are specified by the
parameters described in Tab. 5.1. The first parameter, Fw , controls multiple scattering by
setting the fraction of the ray intensity that is specularly reflected. Thus, setting Fw = 0
will completely suppress multiple scattering.

The second parameter, Fs , controls the relative intensity of the first reflection, count-
ing from the illumination source. The roughness parameter, Fr , controls the angular
width of the first reflection. Values of low roughness and medium roughness surfaces
are given in Tab. 5.2 based on a constant relative permittivity of 5.7+ j ·1.3 for man-made
objects (Auer et al., 2010).

Fig. 5.3 shows four images simulated with varying (Fw , Fs , Fr ) values according to
Tab. 5.2. The parameter Fr works with specular coefficient Fs , see Figs. 5.3a and 5.3b.
With increasing roughness, the number of features seen in the simulated images in-
creases. Figs. 5.3c and 5.3d illustrate the results of a combination of three parameters.
With the weight factor Fw , the strength of multi-scattering is clearly described. The in-
tensity of a multi-reflected signal is weighted with Fw . In this case, we use the medium
roughness Fw = 0.5, Fs = 0.5, Fw = 3.3 · 10−3. Compared to low roughness parameter
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Table 5.2: Reference values of surface parameters for describing the scattering properties based on a constant
relative permittivity of 5.7+ j ·1.3 for man-made objects.

Parameters Value range
Value for

low roughness
Value for

medium roughness
Weight Fw 0–1 0.7 0.5

Specular Fs 0–1 0.7 0.5
Roughness Fr 0–1 8.5 ·10−4 3.3 ·10−3

(a) (b)

(c) (d) (e)

Figure 5.3: Surface parameters influence on SAR image simulation, (a) image with Fw = 0, Fs = 0.7, Fr =
8.5 ·10−4, (b) image with Fw = 0, Fs = 0.5, Fr = 3.3 ·10−3, (c) image with Fw = 0.7, Fs = 0.7, Fr = 8.5 ·10−4, (d)
image with Fw = 0.5, Fs = 0.5, Fr = 3.3 ·10−3, (e) Mean intensity map of 49 TerraSAR-X images.

setting, medium roughness parameters are closer to reality using the X-band data, see
Fig. 5.3e. It is important to emphasize that the phase-center location of the simulated
scatterers does not depend of the surface parameters. Below, we focus solely on the
phase-center location of multiple-bounce simulated PS.

5.3. Influence of Level-of-Detail models on simulation
The amount of detail and the spatial resolution of a 3D city model are specified by the
LOD, denoting the abstraction level of a model as opposed to the real world object (Bil-
jecki et al., 2014). For the simulation, objects are represented in different levels of detail,
enabling an analysis of the objects in different resolutions. It is expected that the LOD
and the quality of the used 3D model will influence how realistic the simulation of the
radar signal will be. In this section, we use different LOD models of the same objects to
simulate the signal and discuss their influence on the simulation.



5.3. Influence of Level-of-Detail models on simulation

5

89

(a) Real (b) LOD0 (c) LOD1 (d) LOD2 (e) LOD3

Figure 5.4: Representation of a building with LOD0, LOD1, LOD2, and LOD3 (Open Geospatial Consortium,
2012).

5.3.1. The definition of LOD
The LOD has been described by CityGML 2.0 (Open Geospatial Consortium, 2012), a
prominent standard for the storage and exchange of 3D city models. Five LOD levels
are defined in the standard. A higher LOD denotes a higher geometric and semantic
complexity. Fig. 5.4 shows an object represented by four models with increasing LOD.

LOD0 is a model in which buildings are represented by their horizontal footprint
(ground plane). LOD1 is a model in which buildings are represented as blocks (usu-
ally obtained by extruding their footprint to a uniform height). LOD2 is a more detailed
model including roof shapes. LOD3 is an architectural model with detailed small struc-
tures including doors and windows. Models with LOD4 complete an LOD3 model with
interior structures (Open Geospatial Consortium, 2012; Biljecki et al., 2016), and are con-
sequently not relevant for SAR radio waves.

5.3.2. Simulation with varying LOD models
According to the definition of LOD, LOD0 only describes the footprint of the object, and
LOD4 does not provide any additional exterior information compared to LOD3. Thus,
LOD0 and LOD4 will not be employed for signal simulation. A building represented with
LOD1, LOD2 and LOD3 models is used for simulation, see Fig. 5.5. The length, width,
and height of the building in this figure are 12 m, 6 m, and 9 m, respectively. This building
is used to discuss the influence of the LOD model on the simulation result. We suppose
the sensor is viewing the object as in Fig. 5.5, with a flight trajectory which is 45 degrees
from the orientation of the building.

The simulation settings include 0.5 m of posting, a look angle of 35 degrees, 1 m
resolution, and maximally 5 tracing levels. Reflective maps are generated based on the
varying LOD models, see Fig. 5.6a. The signals between the ground and the building
wall depict the shape of the building. The presence of a roof brings the resulting shape
in LOD2 result closer to that of LOD3. The intensity is increased from the map of LOD1
to LOD3. In the reflectivity map of the LOD3 model, a strong signal was detected from
the structures of the windows.

Differential maps and coherence maps are generated by comparison of each result to
the result of the LOD3 model. As assumed, the differences between the results from the
LOD1 and the LOD3 model are greater than the differences between the results based on
the LOD2 and the LOD3 model. The coherence map also confirms this result.

The influence of the level of detail in the 3D models on the results of the simulation
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(a) LOD1 (b) LOD2 (c) LOD3

Figure 5.5: A building represented in LOD1, LOD2, and LOD3 model. These models were used for analyzing
the influence of geometric details of a 3D model on simulation results.

is evaluated with the total power and total coherence. As highly coherent strong scatter-
ing points increase the power, the incremental power indicates more effective points.
The strongest difference came from the trihedral signal in the corner of the window
frame. The total coherence with respect to LOD3 denotes the similarity between LOD1
and LOD3 is very low (about 0.2).

Fig. 5.7 shows the total power of the detected signal from the LOD models. Increasing
the LOD of the model from LOD1 to LOD2 results in 3495 more contributing signals,
which is a 15-fold increase of the total power. Increasing the LOD from LOD2 to LOD3
only yields an increase of 743 more contributing signals, but giving a total power around
4 times stronger. As shown in Fig. 5.6, the growth of power is due to multiple scattering
from detailed structures such as windows. From LOD1 to LOD2, the total coherence goes
from 0.29 to 0.56. The result of LOD2 is about 60% similar to the result of LOD3, but has
a big difference in the signal strength.

Obviously, buildings in LOD3 models are closer to reality, which provides the best
choice for simulation. Even though it only gives a marginal improvement in the num-
ber of contributing signals comparing to the result of LOD2, but it provides the stronger
point signal. However, it is much more difficult to obtain suitable LOD3 models for a
particular area of interest.

Here we produce simulations with varying resolutions by applying a filter. Fig 5.8
shows a set of reflectivity maps based on the LOD3 model with six settings, 1×1 m, 3×
3 m, 5×5 m, 10×10 m, 4×20 m, and 20×20 m. The small structures in the LOD3 model,
such as the window frame, yield strong signals. These signals are obvious even in low-
resolution images. From this point of view, LOD3 gives the best result.

Additional to the geometrical detail of the model, many other factors need to be
taken into consideration, such as the size of the object relative to the resolution of the
sensor, the viewing geometry of the sensor, and the material of the target. In a city view,
LOD2 is probably the choice of compromise, based on the combination of performance,
availability, and cost. This implies that the requirements on the geometrical level of de-
tail should be assessed specifically for each particular application.
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(a) Reflectivity Map

(b) Differential Map

(c) Coherence Map

Figure 5.6: (a) Reflectivity maps generated based on the LOD1, LOD2, and LOD3 models of the same building.
(b) Differential maps of reflectivity and (c) coherence maps are generated by comparison of each result to
the result based on the LOD3 model. The differential maps and coherence maps are calculated with a mask
indicating no echo signal area in LOD3 result.
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Figure 5.7: The number of contributing signals detected from LOD models of the same building.

Figure 5.8: Reflectivity map based on an LOD3 model with varying resolutions. The resolution of the virtual
sensor is increasing from 1 m to 20 m.
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5.4. Linking persistent scatterers to an urban model
5.4.1. Methodology
One of the main steps in the work presented is matching of the simulated point scat-
terers (SPS) with the PS identified in the InSAR time series. The matching is done by
evaluating the weighted Euclidean distances between the positions of the simulated
point-scatterers and the positions of the PS. The weighting reflects the 3D position er-
ror ellipsoids, as defined by the positioning Variance-Covariance (VC) matrices, of the
PS (Dheenathayalan et al., 2016).

Figure 5.9: An example of finding the corresponding simulation point of a PS based on the 3D error ellipsoid.
The estimated position of the PS is indicated by a black triangle. A cigar-shaped error ellipsoid with a ratio
of axis lengths 1/2/35 (with σr = 0.019 m) illustrates the PS position uncertainty. The corresponding SPS is
located inside of the error ellipsoid and indicated by a black dot. The ellipsoid and PS are projected in east-
north, north-up, and up-east planes to illustrate their intersection with the SPS.

For each PS, the positioning uncertainty in the local reference frame (east, north, and
up/height) Qenh is given by

Qenh = R3×3 ·Qr ac ·RT
3×3 =

 σ2
e σ2

en σ2
eh

σ2
en σ2

n σ2
nh

σ2
eh σ2

nh σ2
h

 , (5.6)

where R is the rotation matrix from radar geometry to local reference frame, Qr ac the po-
sitioning VC matrix in 3D radar geometry with diagonal component variances (σ2

r ,σ2
a ,σ2

c )
in range, azimuth and cross range, the diagonal (σ2

e ,σ2
n ,σ2

h) and non-diagonal (σ2
en ,σ2

eh ,σ2
nh)

are the variances and covariances in east, north and up coordinates. For each PS, from
the eigenvalues of Qenh , a 3D error ellipsoid is drawn with the estimated position as its
center. The semi-axis lengths of the ellipsoid are described by the eigenvalues of Qenh ,
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which are σ2
r ,σ2

a ,σ2
c . The shape of ellipsoid is derived from the ratio of their axis lengths,

given by (1/γ1 /γ2), where γ1 =σa ·σ−1
r , and γ2 =σc ·σ−1

r . The orientation of the ellipsoid
is dependent on the local incidence angle of the radar beam at the PS.

Fig. 5.9 illustrates the matching of an SPS with a PS based on the 3D error ellipsoid.
The position uncertainty of a PS is illustrated by the 3D error ellipsoid with 0.01 level of
significance. The PS is matched to the corresponding SPS, which has to be inside the
error ellipsoid.

As part of the matching process, it is necessary to remove potential systematic po-
sitioning errors. The systematic errors may be the result of an oversimplified geometry
(e.g., the already mentioned range invariance), or errors in the knowledge of the acqui-
sition SAR geometry.

A fine coregistration is performed using the iterative closest point (ICP) algorithm (Svirko
et al., 2002; Chetverikov et al., 2005), which minimizes the sum of the weighted Euclidean
distance between SPS and PS by least squares estimation (LSE) in an iterative way. Each
iteration of the 3D error ellipsoid based ICP includes two steps: matching pairs of SPS
and PS based on the 3D error ellipsoid; and finding the transformation that minimizes
the weighted mean squared distance between pairs of points. The transformation results
are applied to the point cloud of PS, thereby changing the correspondence.

5.4.2. Simulation assessment

Table 5.3: Confusion matrix M for evaluating the matching between simulated point scatterer (SPS) and per-
sistent scatterers (PS).

SPS
Total Match Non-Match

PS
Match

True positive rate (TPR) False positive rate (FPR)

=
∑

T P∑
PS =

∑
F P∑

SPS

Non-Match
False negative rate (FNR)

=
∑

F N∑
PS

A quantitative evaluation of the matching between the detected PS and the simulated
point scatterer (SPS) is given by the confusion matrix M described in Tab. 5.3. Three
performance ratios are considered:

• True positive rate (TPR): the ratio of the detected PS that match the SPS, with
regard to the total number of PS.

• False negative rate (FNR): the ratio of the detected PS that have no match with an
SPS, with regard to the total number of PS, also known as miss rate. For FNR, we
have F N R = 1−T PR.

• False positive rate (FPR): the ratio of the SPS that have not been matched, with
regard to the total number of SPS.

Hereby, the metric TPR describes the matching ratio between simulation points and de-
tected PS, and is the primary evaluation indicator of simulation scatterers. FPR is also
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an important indicator for describing the ratio of redundant simulation points.
Note that the detected PS or SPS selection criteria will have an impact on the perfor-

mance metrics. For example, a low amplitude dispersion threshold may lead to selecting
less actual point-scatterers and lead to a higher FPR. Since the final goal of our research
is to improve our capability to analyze deformation signal, we focus on the group of PS
that are deemed reliable. PS are chosen with the an amplitude dispersion threshold set to
0.45 and further checked based on network phase consistency (van Leijen, 2014). Here,
SPS are scatterers predicted by the simulator based on the geometry. Therefore, the fi-
nal number of PS is less than the SPS from the simulator, because we eliminated many
points during the PSI processing, which consequently increases the FPR.

Figure 5.10: Schematic of the methodology for linking the PS to geo-objects using ray-tracing on 3D models.

5.4.3. Work-flow
The flowchart in Fig 5.10 outlines the work-flow of this method, which consists basi-
cally of three parts: generation of simulation points, detection of PS in real SAR images,
and the matching of the two point cloud sets. The generation of simulation points con-
sists of scene modeling, signal detection with Pov-Ray, and selection of PSPs. The SAR
data-stack is processed with the Delft implementation of persistent scatterer interferom-
etry (DePSI) (van Leijen, 2014), which is based on the Delft framework of geodetic esti-
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mation, testing, and quality control. DePSI detects PS with consistent reflection proper-
ties over time as input for time series deformation and height estimation. Then, match-
ing of two point cloud sets is carried by ICP based on the 3D error ellipsoid.

RaySAR is not demanding in terms of computational resources. It is built on POV-ray,
an open source tool which traces rays in reverse direction. In this study, the calculation
of 48 million contributing signal vectors took about 10 minutes on a 4-core workstation
with 16 GB of RAM.

5.5. Experiments
5.5.1. Test site and data
The test area is located southeast of Rotterdam Central Station, the Netherlands. The
size of the area of interest (AoI) is around 1× 0.5 km2. We collected a data stack from
TerraSAR-X.

Fig. 5.11a shows an overview of the test site, and its orientation with respect to the
trajectory of TerraSAR-X. 49 TerraSAR-X strip-mode images are obtained from 19-Jan-
2014 to 25-Feb-2017. Tab 5.4 gives the basic parameters of TerraSAR-X. Fig. 5.3e is the
mean intensity map of 49 TerraSAR-X images over the AOI.

(a) (b)

Figure 5.11: (a) Google Earth overview image of the test site, azimuth and range direction indicate the view
of TerraSAR-X data, (b) Street orientation histogram of the area of interest. Each bar represents the compass
bearing of the streets and its length indicates the frequency of streets with those bearings. There are two main
directions at 336◦ and 60◦.

Fig. 5.11b shows a polar histogram describing the orientation of the streets within
the AOI calculated based on OpenStreetMap (Boeing, 2016). The direction of each bar
represents the compass bearings of the streets and its length indicates the relative fre-
quency of streets with those bearings. From Fig. 5.11b, two main orthogonal directions
can be identified, one at about 336◦ (red bars), and another at about 60◦ (cyan).
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Table 5.4: Basic parameters of TerraSAR-X data stack

Satellite/Parameter TerraSAR-X
Track T025
Band [cm] X (3.1)
Start Date 2014.01.19
End Date 2017.02.14
Num. of images 49
Mode Stripmap
Pass direction Ascending
Polarization HH
PRF [Hz] 3790
RSR [MHz] 109.8
Incidence angle [◦] 39.3
Heading [◦] 349.8
Slant range spacing[m] 1.36
Azimuth spacing [m] 1.86
Range Bandwidth [MHz] 100
Azimuth Bandwidth [Hz] 2765

In this research, the building model is reconstructed with 3Dfier (Labetski, 2017) by
combining the large-scale topographic dataset of the Netherlands, BGT (’Basisregistratie
Grootschalige Topografile’ in Dutch) dataset and the laser altimetry, AHN3 (’Actueel
Hoogtebestand Nederland’ in Dutch) datasets.

Two 3D city models with different levels of detail (LOD) were employed to simu-
late scatterers using RaySAR. Fig. 5.12 displays the 3D models at LOD1 and LOD2 of
the AoI. In the LOD1 model, buildings are represented as boxes with flat roof struc-
tures (Fig. 5.12b), opposed to buildings in LOD2 (Fig. 5.12c), which have differentiated
roof structures with varying heights, providing a more realistic representation of the re-
ality.

From the enlarged partial picture of the LOD1 model (Fig. 5.12b) and the LOD2 model (Fig. 5.12c),
it is clear that buildings in LOD2 include many different parts with varying roof shapes
and heights. Datasets with LOD1 and LOD2 are the most common instance in practice
because it is possible to obtain them automatically, e.g., from LiDAR data by automatic
building reconstruction (Biljecki et al., 2016).

5.5.2. PSI results
The topographic results of the PSI estimation with TerraSAR-X data are illustrated in
Fig. 5.13a, 2290 points are selected as PS in the AoI. The results are projected in the
Dutch National Reference system RD (’Rijksdriehoeksstelsel’ in Dutch) and vertical sys-
tem of the Amsterdam Ordnance Datum NAP (’Normaal Amsterdams Peil’ in Dutch) ref-
erence system. The axes of Fig. 5.13a show X (RD) and Y (RD) in meters, in east and orth
direction, respectively. The estimated heights are indicated by colors, showing some
higher buildings in the northwest and northeast corner of the AoI, which can be found
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(a)

(b) (c)

Figure 5.12: (a) Overview of the used 3D city model; (b) a closer look on the LOD1 variant of the dataset; and
(c) its more detailed (LOD2) counterpart including roof shapes.

in Fig. 5.11a. The topographic map from AHN (Actueel Hoogtebestand Nederland) DSM
data in AOI is plotted in Fig. 5.13b as a comparison. The topographic result of TerraSAR-X
data agrees well with the topographic map of AHN.

5.6. Linking results: TerraSAR-X
In this section, we present the simulation point scatterers (SPS) based on LOD1 and
LOD2 models, the linking results of the detected PS and the SPS, and validation of match-
ing results.

5.6.1. Simulated point scatterer
POV-Ray/RaySAR detects all contributing signals within the AoI. The total number of re-
ceived signals from the LOD1 and LOD2 models is about 50 million. We detect potential
point scatterers, and consider these as signals that exhibit the characteristics of PS (I > 0,
b > 1, and f = 1) from the contributing signal.

We identify 2770 potential point scatterers from the model at LOD1, as described in
Section 5.2.1. Fig. 5.14a shows the distribution of simulated points in the LOD1 model.
The colors indicate the height of simulation points. In comparison to the real radar re-
sults in Fig. 5.13a, the height values of the SPS are mainly below 15 m. The simulation
points include 742 double bounces, 890 triple bounces, 590 fourfold bounces, and 548
five-fold bounces, see the pie chart in the upper- right of Fig. 5.14a. Most signals corre-
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(a) (b)

Figure 5.13: PS identified in (a) TerraSAR-X data stack overlaid on the TOP10NL map. TOP10NL is the digital
topographic base file of the Land Registry, the most detailed product within the Basic Registration Topography
(BRT). The colors indicate the estimated PS heights (blue-low; red-high). (b) Topographic map from AHN data.

spond to triple-bounce scatterers, followed by double-bounce ones.

Using the LOD2 model results in 4390 potential point scatterers, as illustrated in
Fig. 5.14b. Compared to the real PS data, more points with greater heights are detected.
The spatial distribution of the height values of SPS from the LOD2 model is similar to
the measured PS, see Fig. 5.13a. PS with greater heights are clustered in the northeast
corner of the test site, which is also predicted by the simulation. The height of simu-
lation points in the northwest is lower than PS in Fig. 5.13a, because the buildings in
the northwest corner are missed in the LOD2 model (equal to LOD1). The Google Earth
image in Fig. 5.11a also indicates the new buildings in the northwest corner. Simulated
points from the LOD2 model include 799 double bounce, 2267 triple bounce, 632 four-
fold bounce and 692 five-fold bounce, see the pie chart in the upper-right of Fig. 5.14b.
More than half of the points are triple bounces.

Fig. 5.15 gives the height profile of PS and SPS of LOD1 and LOD2, in the box indi-
cated in Fig. 5.13a along the x-axis. The height profile of PS and SPS from LOD2 is similar,
while the SPS from LOD1 missed points with greater height.
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(a) (b)

Figure 5.14: (a) Point scatterers simulated based on model of LOD1 with color represents height, (b) Point
scatterers simulated based on model of LOD2 with color represents height. The background image is TOP10NL
map.

5.6.2. Linking of PS and SPS
Following Section 5.4, PS (Fig. 5.13a) were matched to the point-scatterers predicted us-
ing the LOD1 (Fig. 5.14a) and LOD2 (Fig. 5.14b) models. Figs. 5.16a and 5.16b show the
spatial distribution of PS and the corresponding SPS. The dark circles indicate the loca-
tion of PS that have been matched to SPS. The dots represent the corresponding SPS,
color-coded by bounce level (see legend on Figure).

Tab. 5.5 gives the confusion matrix between SPS based on LOD1 and LOD2 models
and PS. Scatterers from the model of LOD1 predicted 10% PS correctly (correspondingly,
around 90% PS were missed). 92% of the simulation points have not been matched by a
PS. By using the LOD2 model, the amount of PS matched with simulated scatterers in-
creased to 37%. Naturally, the number of predicted point-targets that did not match to PS
also increased. However, it is noteworthy, that, in relative terms, the number of scatter-
ers matched to PS grew much stronger than the overall amount of predicted scatterers.
Moreover, the percentage of simulation points that have no match to a PS is decreased
to 80%.

Fig. 5.17 provides a quantitative overview of the number of point-scatterers predicted
for the LOD1 and LOD2 models, segregated by the bounce level. In each of the bars, it
is also indicated which fraction of the SPS was matched to a PS. Not surprisingly, the
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Figure 5.15: Height profile of (a) persistent scatterers (PS) measured from TerraSAR-X data and simulated point
scatterer (SPS) from (b) LOD1 and (c) LOD2, in the box indicated in Fig. 5.13a along the x-axis.

(a) (b)

Figure 5.16: Correspondence between simulated point scatterers, shown as solid circles color-coded by bounce
level, and matched PS, shown as empty circles. The left panel (a) and the right panel (b) correspond to simula-
tions using the LOD1 and LOD2 models, respectively.
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Table 5.5: Confusion matrix between measured persistent scatterers (PS) and simulated point scatterer (SPS)
based on the LOD1 model and LOD2 model. Three metrics, true positive rate (TPR), false positive rate (FPR),
and false negative rate (FNR), were used for evaluation.

SPS-LOD1 (2770) SPS-LOD2 (4390)
Match Non-Match Match Non-Match
(223) (2547) (842) (3548)

PS
(2290)

TPR FPR TPR FPR
10% 92% 37% 80%
FNR FNR
90% 63%

increase of the level of detail leads to a very strong growth (close to a factor 3) of the
predicted triple-bounce scatterers. The fraction of predicted triple-bounce scatterers
matched to actual PS increased from 11% to 16%.
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Figure 5.17: Histograms of simulation points from LOD1 model and LOD2 model in double, triple, fourfold and
fivefold bounce. The X-axis is LOD1 and LOD2. The Y -axis is the count number from 0 to 2500. There were
742 and 799 double-bounce signals from the LOD1 and LOD2 models. Among these signal, 6% and 12% points
were linked to the PS. Likewise, for triple-bounce signal, and fourfold-bounce signal and fivefold-bounce sig-
nal.

For the other bounce-levels considered, the increase of predicted scatterers was quite
modest. However, the fraction of these scatterers that was matched to PS increased by a
factor of two for double-bounce scatterers, a factor of three for fourfold bounce scatter-
ers, and by more than a factor of six for fivefold-bounce scatterers.

The total number of matched scatterers increased from 223 in the LOD1 case and to
842 with the LOD2 model. Triple-bounce scatterers, 100 and 358, respectively, remained
dominant. Finally, 226 of the LOD2 model scatterers, or about one-fourth of the total,
corresponded to fivefold-bounce signal.

The number of predicted point-scatterers for the LOD1 (2770) and LOD2 (4390) mod-
els were larger than the number of detected PS. This can be explained by considering
that PS selection is done based on the amplitude stability of individual resolution cells
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in the interferometric data stack. Typically, the amplitude will be stable if a single point-
like scatterer is a dominant factor in the radar echo for that resolution cell. Thus even
if we know for sure that we have a stable point-like target within our resolution cell, as
this does not exclude contributions from other scattering mechanisms, it does not imply
that it will result in a PS. Moreover, as stated in section 5.4.2, the selection criterion also
contributes to the fact that the number of simulation points was larger than the number
of PS.

5.6.3. Target matching validation
A potential pitfall in the matching process is that if the local density of either PS or SPS
is high, the amount of random matches increases as well (false positives). However, the
amount of random matches should be insensitive to their exact position. Hence, while
some pairs would be disassociated, roughly the same number is expected to appear.

Following this reasoning, we added random disturbances with Gaussian distribution
to the coordinates of the simulated points and performed the PS matching, following
the procedure discussed in Section 5.4. In order to consider the worst case, the random
disturbances are aligned along the dominant orientation of the buildings. The x, y , and
z coordinates of the simulated points with random disturbances are given by

x̃sim = xsim +∆x

ỹsim = ysim +∆y

z̃sim = hsim +∆z,

(5.7)

where xsim, ysim, and zsim are the original coordinates of the simulated point scatterers,
∆x = n1 · sin(t ), ∆y = n1 ·cos(t ), and ∆z = n2. The angle t = 336◦ is the main orientation
angle of the streets and buildings as presented in Fig. 5.11b. n1 and n2 are zero-mean
Gaussian-distributed random disturbances with a standard derivation of σ meter.

Figure 5.18: Number of matched PS as a function of the standard deviation of the disturbance added to the
position of the simulated scatterers. The rapid decrease of matched pairs supports the assumption that the
vast majority of matches is correct.
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Figure 5.19: All PS detected in the area of interest, with identified PS represented by green triangles and uniden-
tified PS indicated by magenta plus-signs. The A-labeled area corresponds to a new building absent in the
LOD2 model. The B-labeled area corresponds to a green-area free of buildings, which is not included in the 3D
model (no simulation points). The C-labeled areas are the examples of predicted PS at the linear structures of
buildings and identified as triple bounce.
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Fig. 5.18 shows the number of matched PS as a function ofσ. The number of matched
pairs decreases rapidly as the position disturbance σ increases. Introducing a position
error with σ = 4 m, which is close to the spatial resolution of TerraSAR-X in stripmap
mode, reduces the amount of matches by a factor of 4, while a further increase in the
positioning error has only a limited effect on decreasing the amount of matches. As less
than 10% of the number of matches remains if the positioning error is increased to an
unrealistically high value, this analysis suggests that the vast majority of matched pairs
are physically correct.

Fig. 5.19 shows all PS detected in the area of interest, with identified PS represented
by green triangles and unidentified PS indicated by magenta plus-signs. The area la-
beled A, where most PS were missed by the simulation, correspond to a new building
not present in the LOD2 model. Moreover, the building model did not include the pub-
lic facilities, like the flower boxes in the area labeled B. Most predicted PS are located at
linear structures of buildings and identified as triple bounce, such as the points in the
area labeled C. Those scatterers originated from the roof and ghost corners e.g., the cor-
ner of the wall and the ground, which is in agreement with previous research (Auer and
Gernhardt, 2017).

Simulation points have precise locations and precise location in the model. The ob-
ject snap of PS can be achieved by the correlation of PS and SPS. Fig. 5.20 displays an
overview of matched simulation points in the LOD2 model.

Figure 5.20: Rendering of matched scatterers overlaid on LOD2 city model.

5.7. Displacement signal for multiple bounce signals
A large number of point scatterers is detected from an urban scene, which originates
from the buildings, structures, ground, and the interaction of these objects. The PSI
technique estimates displacements from the phases of the point scatterers. Understand-
ing the deformation mechanism behind the estimated displacements requires locating
the point scatterers in the illuminated scene which has been discussed in the previous
sections.

We have seen that multiple reflected signal are frequently observed in an urban scene
since a majority of point scatterer correspond to multiple bounces. However, the influ-
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ence of multiple bounces on the observed deformation signal has not been discussed
yet. If the displacements are discussed without the consideration of the scattering char-
acteristics of point scatterers, we might give a wrong interpretation of the deformation
phenomenon.

Figure 5.21: Two double bounce signals in a building, showing different displacement signal when the building
is going down. The double bounce between the building wall and the ground in front of the building shows no
variation on LOS measurement, while the double bounce at part of the building gives a subsiding signal.

Fig. 5.21 describes two double-bounce signals in a building. The measurement is
the projection of the true deformation onto the line of sight (LOS). Suppose the build-
ing went down about 1 mm, the LOS measurement of a single bounce point will show a
variation of cosθ, where θ is local incidence angle. The LOS measurement of the dou-
ble bounce between the ground and the building wall will remain unchanged, while the
double bounce formed at the building reveals the displacements of cosθ.

We show the same number of bounces might result in different displacement signal
of a building in Fig. 5.21. A multiple-scattered signal (> 3) might make the situation
more complicated. Fig. 5.22 shows a fourfold bounce signal between the ground and a
building. When the building is going down, the propagation path of the signal will be
shorter. That is, an uplift displacement is observed from the point scatterer.

Figure 5.22: A fourfold bounce signal between the building and the ground. The fourfold bounce signal gives a
downward displacement, which would be erroneously interpreted as an upward displacement.

Due to a long propagation path, the phase center of a multiple bounce signal is often
geolocated below the ground, which is referred to as a ghost point. Multi-reflected points
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cause an inverted reflection signal below ground, called the "mirror" effect, which could
be seen at high-rise structures in many SAR images. Fig. 5.23 describes the mirror effect,
and the ghost points will show opposite displacements when the object is sinking.

Figure 5.23: The multiple bounce signal results in an inverted reflection signal, i.e., the mirror effect. When the
building is sinking, the ghost point shows the opposite displacement.

5.7.1. Setting up of a simulated displacement event
We designed a virtual displacement event on a building and simulated the detected point
scatterers on that building, to further illustrate the relation between observed displace-
ments on multi-reflected signals and the real displacements. Fig. 5.24 exhibits the simu-
lated scene, including a building model at LOD3 and a boundaryless ground. Supposing
the flight trajectory is 45 degrees from the orientation of the building, the incidence an-
gle is 35 degrees. The virtual displacement event assumes that a building went down
1.221 mm to the ground. The corresponding displacement projection along the LOS di-
rection is 1 mm. Two observations were made before and after the virtual event. The
point scatterers are detected to analyze the displacements measured along the range di-
rection.

5.7.2. Simulated displacements interpretation
The intensity maps of the target building are shown in Fig. 5.25. The intensity map is gen-
erated with a pixel size of 0.5 m and a resolution of 1 m in both azimuth and slant range
direction. The signal between the wall of the building and ground formed the clear line
of the building in the intensity map. The roof structure is closer to the sensor than the
building wall and shows the layover in the intensity map. The strongly scattered signals
in yellow are caused by the frame of the windows. The intensity map before and after the
event are almost the same. The slight displacement is not reflected in the intensity map.

The potential point scatterers are detected with the feature of PS (I > 0, and f = 1).
The displacements on the point scatterers are calculated by subtracting the range mea-
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Figure 5.24: A building model at LOD3 is the observed target, and the simulated event is this building settled
1.221 mm into the ground, equivalent to 1 mm along LOS direction.
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Figure 5.25: (a) Target building model at LOD3, (b) simulated intensity map before the sinking event, (c) simu-
lated intensity map after the sinking event.

surement after the event from the range measurement before the event. If the target
object moves away from the sensor, the length of the path increases, the sign of displace-
ment is negative. On the contrary, the sign of the displacement is positive, if the target
building moves towards the sensor. Fig. 5.26a gives the detected point scatterers on the
building. We have detected 23 point scatterers on the building. Fig. 5.26b describes the
bounce level of the 23 points. Fig. 5.26c shows the displacements of the 23 points.

The observed displacements of points, the location of points, and the bounce times
are jointly analyzed.

• Triple bounce points 1 to 9 originate from the corners of the windows. The dis-
placements of these points are −1 mm.

• Triple bounce points 10 to 16 form from the corner of the building and ground. No
displacement is observed from these points.

• Fivefold bounces points 17 to 23, these points are ghost points, below the ground.
The observed displacements of these points are +1 mm.

The points 1 – 9 located in the corners of the windows show the displacements as the
actual magnitude of displacement. Their phase centers are subsiding with the house.
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(a) (b) (c)

Figure 5.26: (a) Point scatterers located on the building model, points 17-23 are below the ground. (b) The
bounce level of point scatterers, green dot indicate triple bounce, orange indicates fivefold bounce. (c) The
LOS displacements of point scatterers are color code from −1 to 1 mm.

Conversely, the triple bounce points between the building and ground remain unchanged
in terms of range measurement, see points 10 – 16. There is no change in the phase cen-
ters of those points. Due to the long propagation paths, the fivefold bounce points 17
– 23 are geolocated below the ground. Theses fivefold signals were formed between the
ground and the upper corner of the window. The observed displacement is opposed to
the actual magnitude of displacement due to the mirror effect.

The second simulation is performed by rotating the house by 45 degrees. The double
and fourfold bounce signals were generated in this viewing geometry. Fig. 5.27 shows
the locations, the bounce levels, and the displacements of these detected points.

(a) (b) (c)

Figure 5.27: (a) Point scatterers located on the building model, points 17-23 are below the ground. (b) The
bounce level of point scatterers, green dot indicate triple bounce, orange indicates fivefold bounce. (c) The
LOS displacements of point scatterers are color code from −1 to 1 mm.

Stable double bounce points originate from the ground and the wall. The subsiding
double bounce points are located in the house and change with the house. Conversely,
the fourfold bounce points were showing uplift deformation. The fourfold bounce points
were located below the ground, which were formed by the interaction between the ground
and the eaves of the house.



5

110 5. Understanding persistent scatterers with ray-tracing

In the simulation, we showed that point targets with different scattering numbers
were detected in a single building. These point targets show different or even opposite
displacements, compared to the displacements given by our design. Even points with
the same scattering number may have different displacements. It all depends on where
the scattered signal is formed. The precise position of a point target and the formation
process of its scattering signal are the prior information used to interpret displacement
events.

5.8. Conclusions
PS Interferometry can yield deformation with millimeter-order precision. As discussed
in the introduction, two key issues in PS Interferometry are the precise geolocation of
the scatterers in 3D space, which has been discussed in Chapter 4, and the association
of the scatterers to specific physical features. In this chapter, we have investigated the
use of ray-tracing tools to address the second issue by illuminating 3D city models with
different levels of detail (LOD1 and LOD2 according to the CityGML standard). As ex-
pected, the results obtained depend strongly on the level of detail of the 3D model given
as input to the ray-tracing tool.

For our area of study in Rotterdam, we were able to associate 37% of the PS identified
in a stack of TerraSAR-X data with simulated scatterers using a LOD2 city model. Using
LOD1 models not only reduced the fraction of identified PS to about 10%, but also put
most of them on the ground. We did not have models for real cities with a higher level of
detail. Nevertheless, from the observation of high-resolution SAR data, it is generally un-
derstood that many point-like scatterers result from features, such as windows, that are
not captured in LOD2. It is expected that using higher LOD models will further increase
the fraction of identified scatterers.

The choice of LOD in the model depends on the application case; however, the su-
periority of LOD2 is obvious. Models at LOD2 add lots of information to LOD1, as we
see in the results, prediction on the LOD2 model is closer to the reality. Moreover, LOD2
models are easier produced than LOD3 models. Therefore, it should be expected that
LOD2 city models may become commonplace shortly. The positive results of this study
underpin the usefulness of integrating this information in PS processing.

Associating PS to physical features is a necessary step if we want to fully exploit
the InSAR signal of individual scatterers, for example, to detect deformation of specific
sections of a building. Here we have shown that this association can be made. Each
simulated PS can be traced back to one or multiple reflections on specific locations of
the 3D model. Moreover, we show that deformation sources translate to individual PS
displacement signals using a simulated displacement event. In our case of a five-fold
bounce scatterer, sinking displacement produces a signal with an opposite sign to a
triple-bounce scatterer. This implies that the bounce levels or the scattering paths, are
important attributes to understand the displacements of PS.
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6.1. Conclusions
The main objective of this study is to develop and demonstrate a methodology to link
each InSAR scatterer to a real world object. In short, linking radar scatterers to geo-
objects requires the precise positioning of all InSAR scatterer, which should be the sum-
mation of (i) the relative positioning of each InSAR scatterers within the datum defined
by the radar image coordinates, (ii) the positioning of the entire set of scatterers in a 3D
earth-centered, earth-fixed reference frame, conditioned by (iii) the criterion of a physi-
cally realistic position.

The effective phase center of each scatterer is estimated in radar coordinates by the
sub-pixel based PSI approach. With the assistance of a corner reflector—or a digital sur-
face model—we correct system-related biases and unaccounted geophysical effects to
achieve precise geolocation of all scatterers. The scatterers are then at their geomet-
rically optimal position, but this is not sufficient for the unambiguous association to
geo-objects, since the physical scattering of the radar waves can follow multiple paths,
especially in a complex environment. One way to resolve this is to reconstruct the phys-
ical scattering mechanism using geometric optics with 3D ray-tracing models.

The three steps for linking radar scatterers to geo-objects should be regarded as nec-
essary but not always possible. Especially the last part, determing a physical position,
relies heavily on the availability of 3D models of the geo-objects.

The conclusions of this study are related to the three specific sub-questions as listed
in Chapter 1.

1. How does the sub-pixel position of a dominant scatterer within the resolution cell
affect the PSI estimates, in terms of geolocation and displacement?

We find (chapter 3) that the sub-pixel position influences the 3D point positioning
and the deformation estimates at various degrees, depending on the baseline variation
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and the imaging parameters of the data stack. The improvement by performing a sub-
pixel correction is most significant in the geolocation of the scatterer, typically at the
meter-level. In particular this concerns the improvement in the planar (horizontal) pre-
cision, as this can be up to the pixel cell size of the SAR data. Thus, the corrected co-
ordinate differences are more significant in the results of Sentinel-1 data which have a
relatively coarser resolution than the TerraSAR-X data. In the experiment, validation with
a limited number of reflectors showed that the improvement of the TerraSAR-X result is
2.8 m in the east direction and 0.81 m in the north direction, and the Sentinel-1, it is
about 4 m in the north direction and 2.4 m in the east direction.

The sub-pixel correction in the height estimation is dependent on the reference phase
contribution within the resolution cell and its improvement is more relevant in the case
of longer baselines. Validation with CRs showed that the improvement in height by per-
forming a sub-pixel correction is about 1 m for TerraSAR-X and 0.5 m for Sentinel-1. In
practice, sub-pixel correction is recommended for elevation estimation for long base-
lines. The geometry from a longer baseline gives a more precise cross-range estimate,
and it introduces more significant sub-pixel errors. On the other hand, a shorter baseline
gives more uncertainty in the cross-range estimation but a smaller sub-pixel error. This
implies that when focusing on the influence on elevation, i.e. cross-range, only, sub-pixel
correction would not be needed for short baselines. However, since the improvement in
the planar coordinates is significant as discussed above, it is a negligible additional com-
putational effort to apply the sub-pixel correction for the elevation as well.

The impact of the sub-pixel correction on estimated displacement velocities is about
a few tenths of a millimeter per year. While this variation is very small, the impact of
this effect should be evaluated considering the goal of the measurement. In cases where
decisions depend on threshold values being exceeded, such as determining whether a
change of an artificial construction is significant or not, or detecting anomalies due to
local deformations, a small bias in the deformation velocity could result in a missed de-
tection.

We also found that, working at the sub-pixel level, the number of coherent PS in-
creases due to a lower phase noise. In our experiments over an urban area, 4% more
points were detected in the Sentinel-1 results.

Finally, the decision whether or not to apply the sub-pixel correction requires an
evaluation of computational resources (workload) and the expected or required improve-
ments. The main computational effort for sub-pixel correction concerns the oversam-
pling of each individual scatterer. Therefore, the required processing time scales with
the amount and the density of PS, and the oversamppling factor. As an example, the cal-
culation of 50.000 points—a typical number over an urban area over an area of 100 km2

for Sentinel-1—with an oversampling factor of 128 took about 9.5 minutes on a 4-cores
workstation with 16 GB of RAM. This time is relatively small compared to the total data
processing time (several days), and the advantage in estimation is clear.

2. How can we precisely and reliably geolocate InSAR scatterers by correcting for the
positioning bias, which practical approaches are feasible, and when is it valuable to install
physical ground control points in the area of interest?
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Affected by the system-related biases and unaccounted geophysical effects, the po-
sition of InSAR scatterers deviates from the true position, with errors ranging from cen-
timeters to several meters. Correction of those errors is necessary for precise point posi-
tioning. We find (chapter 4) that this can be achieved either by (i) a sequence of geophys-
ical corrections, (ii) the deployment of ground control points such as corner reflectors or
transponders in several configurations, or (iii) by using suitable digital surface models.

We evaluated the advantages and disadvantages of four approaches: (i) an advanced
(geo)physical corrections method, (ii) a CR to be deployed while its phase-center posi-
tion’s precisely measured for a single acquisition, i.e. “single-epoch CR approach”, (iii)
a CR to be deployed while its phase-center position is precisely measured for a stack
of acquisitions, i.e. “multi-epoch CR approach”, and (iv) a correction by using a high-
precision lidar-based DSM. The performance of these approaches was analyzed using
TerraSAR-X and Sentinel-1 data, and reference GNSS measurements.

The first two approaches, the single-epoch CR and the geophysical approach, are
incapable of correcting a positioning bias in the cross-range direction. Both approaches
have about the same precision. Obviously, the geophysical method does not require
physical access to the area of interest, and only involves computational cost, whereas
placing a CR implies physical access, additional (GNSS) surveying, and logistic cost, even
though the CR only needs to be positioned during one single acquisition (< 15 minutes).

The optimal way of deploying a corner reflector is by maintaining it in a time se-
ries of SAR images, such that its phase can be analyzed as a persistent scatter, i.e. the
multi-epoch CR approach. This way, also the positional bias in the cross-range direction
can be retrieved from the interferometric data, leading to bias correction in an earth-
centered, earth-fixed geodetic frame. Apart from the continued maintenance of the CR,
this method requires a single GNSS survey to estimate the position of the phase cen-
ter of the CR. Using this approach, the highest reliability, precision, and accuracy in the
geolocation of a PSI point cloud is obtained, typically with a PDOP better than 1 m for
TerraSAR-X and 4 m for Sentinel-1.

The fourth approach, the DSM-assisted approach, is less accurate than the multi-
epoch CR method, but it is a reasonable alternative if a high-precision DSM is available
and/or when physical access to the area of interest is difficult. The quality of the Li-
DAR DSM data used in this study (AHN-2) is significantly better than DTED-4 specifi-
cation, leading to a final position precision better than 5 m for Sentinel-1 and 3 m for
TerraSAR-X. The precisions achieved using DTED4 are about 10 m for Sentinel-1 and
8 m for TerraSAR-X. The result of the DSM-assisted geolocation approach depends on
the quality of the available DSM and also the used point cloud matching algorithm.

We demonstrated that all four approaches can improve the precision of geolocation
to some extent. Deployment of a corner reflector for a single SAR acquisition, or using
additional geophysical information does not yield 3D geographic coordinates, and can
only be used to limit the degrees of freedom in an azimuth-range plane. It should be
noted that this can be a valuable improvement in itself. The multi-epoch deployment of
a GCP yields the best positioning results in terms of precision, accuracy, and reliability.
Yet, this comes at the expense of producing, installing, surveying, and maintaining a
CR, as well as physical area access. Alternatively, when a high-precision, high-resolution
digital surface model is available, DTED4-level or better, this can be used as a virtual set
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of GCPs, with almost comparable geolocation precision.

3. Is the position of the geometric phase center the true physical source of the signal,
and—if not—what effect does this have on the interpretation of the estimates?

The geometrically estimated position may be a location that is not physically possi-
ble. Therefore, we investigated (chapter 5) the relationship between precise geolocation
of the scatterer and its physical source, and assessed how this affects the interpretation
of estimated displacements of the scatterers, using geometrical optics with 3D models.

We used ray-tracing to link point scatterers to specific physical features based on 3D
city models with different levels of detail: LOD1 and LOD2. In urban environments, mul-
tiple scattering signals are indeed ubiquitous and require additional consideration. Our
experiments over Rotterdam show that 37% of the PS detected in a stack of TerraSAR-
X data can be matched with point-scatterers identified by ray-tracing using an LOD2
model. For the less-detailed LOD1 model only 10% of the detected PS matched with
the ray tracing prediction. In the LOD1 case, most matched scatterers are at street-level,
while LOD2 allows the identification of many scatterers on the buildings. Over half of the
identified scatterers correspond to easily identifiable double or triple bounce-scatterers.
This implies that, for TerraSAR-X stripmap data over an urban area, the majority of the
detected PS appears to be positioned at their correct physical location. On the other
hand, a significant fraction corresponds to higher bounce levels, with approximately
25% being five-fold scatterers. This implies that, while the physically predicted posi-
tion and the geometrically estimated position seem to match, this position could still be
a ’virtual’ point, and interpretation of the displacement signal of such a point should be
performed with the utmost care.

This analysis shows that the level of detail of the 3D model has a strong influence
on the prediction of useful point scatterers using ray tracing. Obviously, LOD1 models
are more abundantly available than models with higher levels of detail. In fact, we did
not have access to appropriate models for real cities with a higher level of detail (LOD3).
Nevertheless, from the observation of high-resolution SAR data, it is generally under-
stood that many point-like scatterers result from features, such as windows, that are not
captured in LOD2. It is expected that using higher LOD models might further increase
the fraction of identified scatterers.

The experiments using geometrical optics help us to understand the propagation
path of scattered signals. But this is limited by the quality and availability of the required
3D models. The mismatch between the geometric center and the real signal source is
mainly caused by multiple scattering. Thereby, the association should be made with the
information about the target or well-defined association rules, e.g. by exploiting ’ghost’
multi-bounce reflections. Moreover, we show that the bounce levels or the scattering
paths of the scatterers are an extremely important attribute to understand the displace-
ments on PS. For example, for four or five-fold scattering, a downward displacement
may produce a decrease in the geometric path length, which would be erroneously in-
terpreted as an upward displacement.
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6.2. Main contributions
The six main contributions of this research are summarized as follows.

1. The influence of sub-pixel correction on the positioning accuracy and displace-
ment quality is demonstrated theoretically, see Sec. 3.2, and experimentally with a
stack of TerraSAR-X, Radarsat-2, and Sentinel-1 acquisitions, see Sec. 3.5 and 3.6.

2. Several methods to correct the positioning bias are evaluated and compared for
practical applicability, see Sec. 4.7. This includes methods using ground control
points (corner reflectors or transponders), advanced geophysical corrections, and
methods using high-resolution digital surface models. A method using a single
corner reflector, deployed only during a single acquisition (single-epoch), see Sec. 4.3.1,
is compared to a method using a single reflector deployed during the full extend
of a time series (multi-epoch), see Sec. 4.3.2, and a high-precision LiDAR DSM,
see Sec. 4.4. The performance of these methods is evaluated with TerraSAR-X and
Sentinel-1 data, see Sec. 4.6. For the DSM-assisted approach, we evaluated the
influence of the quality of the DSM, expressed in the DTED level, see Sec. 4.6.3.

3. We proposed a positioning covariance matrix-based method for point cloud match-
ing between persistent scatterers, and lidar point could or simulated scatterers, see
Sec. 5.4.

4. We demonstrated that it is possible to establish a physical link between 3D models
and scatterers using ray-tracing, see Sec. 5.6.

5. The influence of the level of detail (LOD) of the city models on point scatterers
prediction is demonstrated in Sec. 5.3.

6. We showed that deformation signals may translate differently to individual PS dis-
placement signals due to multiple scattering, see Sec. 5.7.
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6.3. Recommendations
The results of this study lead to recommendations for operational practice in geode-
tic surveys using InSAR. Moreover, the study touched upon several issues which require
further investigation.

First, it is recommended that point scatterers in the built environment are to be pre-
cisely positioned, using the methodologies described. This enables accurate city scan-
ning, and pinpointing where constructions may be at risk. Moreover, in urban environ-
ments, displacement signals expressed by radar scatterers from various objects describe
different deformation phenomena. To better understand the deformation mechanism,
and to avoid misinterpretation, it is of paramount importance that point scatterers are
accurately positioned.

For new InSAR studies in the built environment, it is advised to use a high preci-
sion DSM to enable this precise InSAR point cloud positioning. While a multi-epoch
deployment of a ground control point, i.e. a corner reflector, yields optimal positioning
results in terms of precision and accuracy, it requires physical access to the area, extra
cost, and effort. Given the performance of the DSM-based approach and increasingly
available national-level high-precision lidar-based DSM, we recommend correcting the
InSAR point cloud based on high-precision DSM as a routine process.

We recommend considering—if possible even integrating—the ‘bounce numbers’
when interpreting radar scatterers. In the urban scenario, multipath scattering is ubiq-
uitous. Multiple-reflection scatterers do not only provide displacement observations,
but also object information such as the target size. The bounce number should not be
ignored when exploring multi-path signals. Multi-path scattering may lead to a phys-
ically non-realistic phase center position and the observed displacements can be con-
sidered as a function of bounce number. But, calculating the bounce number of each
scatterer needs further investigation. Polarized SAR data can only distinguish odd and
even bounce scattering. In this study, we used ray-tracing with 3D models for predict-
ing the scatterers, and the bounce number can be directly calculated. While this is not
always possible as it requires accurate 3D city models, a generic approach for bounce
number calculation is needed.

It is desirable to further utilize the amplitude information in time series SAR data for
characterizing radar scatterers. Amplitude observations are a function of the physical
shape, surface parameters and dielectric properties of the illuminated geo-object, and
even the environmental conditions around the illuminated area. The time series of am-
plitude is an observation of how these parameters of the target change over time. There-
fore, how to make full and optimal use of the amplitude data to interpret the scatterers
should be further investigated.

Finally, incorporating semantic information of a LiDAR point cloud or a 3D model
with radar scatterers is very promising. Semantic information in LiDAR point clouds
or 3D models provides scene information, but how to explore this information for opti-
mized interpretation of InSAR scatterers needs to be further investigated.



Appendix A

Sub-pixel phase in range and reference phase
The sub-pixel phase in range φi ,η is equivalent to the reference phase variation with the
incidence angle θm

i (van Leijen, 2014). The reference phase φi ,ref under the far-field ap-
proximation is defined as (Hanssen, 2001)

φi ,ref =
4π

λ
B sin(θm

i −α), (A.1)

and therefore the variation of the reference phase as function of the incidence angle is

∂φi ,ref =
4π

λ
B cos(θm

i −α)∂θ = 4π

λ
B⊥∂θ. (A.2)

The incidence angle can be approximated by ( Fig. 2.4)

θm = arccos(
Hsat

ri
), (A.3)

where Hsat is the height of the satellite and ri is the range to the antenna. Thus, the
incidence angle varies with slant range as

∂θ = cosθm
i

r m
i sinθm

i

∂r, (A.4)

and thus the variation of the reference phase, Eq.(A.2), can then be written as

∂φi ,ref =
4π

λ
B⊥

cosθm
i

r m
i sinθm

i

∂r. (A.5)

Since, the sub-pixel phase in range is, Eq.(3.8),

φi ,η = 4π

λ
· B⊥

r m
i

·cosθm
i ·ηi , (A.6)

and the relation between ηi and the slant range is (Fig. 3.4)

ηi = ∂r

sinθm
i

, (A.7)

we conclude that the variation of the reference phase ∂φi ,ref as a function of the inci-
dence angle equals the sub-pixel phase in range φi ,η.
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