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Abstract
With the current advancements in quantum computing moving more circuitry into the cryogenic cham­
ber there is a need for high­speed connectivity between the cryogenic and room temperature environ­
ment. Studies conducted to date have achieved high­speed links of multiple Gb/s utilizing a single
CMOS chip at room temperature, yet a Cryo­CMOS wireline transmitter addresses a new topic in high­
speed cryogenic electronic design necessary for the functioning and scale­up of quantum computers.
This thesis entails the design of A DAC­based Cryo­CMOS 51.2Gb/s PAM4Wireline Transmitter. Over­
all, the proposed design is meant to demonstrate a high­speed signal generated by a Cyro­CMOS chip
can be send through a cable from a cryogenic environment and received at room temperature. Re­
quirements have been set up based on the measurement of the cable channel and simulation results
showed these could be met with the designed circuitry. The system consists of a low­speed 16­to­1
serializing structure, a high­speed 4­to­1 Multiplexer, and a 6­bit (4b binary, 2b unary) CML DAC. The
design is finished and taped out in 40­nm technology, however the chip is still in fabrication, so the
results are based on simulation data only, in future research measurements will verify the working of
the chip.
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1
Introduction

1.1. Wireline Communication
In general, a wireline communication system consists of a Transmitter (TX), a propagation medium(the
channel) and a Receiver (RX), see Figure 1.1. The TX employs a Multiplexer (MUX) in order to serialize
parallel data streams. The Phase­Locked Loop (PLL) generates the clock necessary for the MUX. The
driver should deliver sufficient voltage swing to the channel. Then an equalizer will compensate for the
channel’s imperfections; this can be done both on TX and RX sides. The RX site incorporates a Clock
and Data Recovery (CDR)) circuit to recover the clock and retime the received data, a Demultiplexer
(DMUX) then de­serializes the data back into separate streams.

Figure 1.1: Generic wireline communication system [1].

1.1.1. Trend in Generic Wireline Communication
Wireline communication has already been around for a long time, in the 1830s “the telegraph” by
Claude Chappe was used for more than one and a half centuries. Alexander Graham Bell invented
the telephone in 1870, but it took up to 1960 that IBM decided to send data over this line with the
fax machine. Soon after came the first Digital Subscriber Line (DSL) in 1979 and Ethernet in 1990,
with a data rate of 10Mb/s [1]. Nowadays, the speed of datelines has improved significantly both
through the advancements in consumer products like graphic cards requiring high video bandwidths
and commercial internet servers transferring more and more data through backplanes and cables.
Soon internet cable speeds of 400GbE with 8x 50Gb/s per channel will become a reality, and the
current state­of­the­art already reaches 224Gb/s over a single serial link using 4­level pulse­amplitude­
modulation (PAM4) [2].

1.1.2. Application to Quantum Computer
The trend in quantum computers is to move the initial processing into the cryogenic chamber, so fewer
cables are required to transfer qubit information out to the processing environment. The number of
quantum bits is increasing up to thousands and thereby the amount of readout information as well. To
prevent a large cluster of copper cabling necessary, the idea is to serialize all information within the
4­K environment and transmit it all to the room temperature processing environment using a single
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2 1. Introduction

wireline system. This way, the heat losses through the amount of copper cabling can be minimized and
the readout system will become more scalable. An overview of such an integrated quantum readout
system is given in figure 1.2. The location of the High­speed TX is indicated in the right top.

Figure 1.2: Cryogenic quantum control and readout system [3].

1.2. Challenges
Designing a high­speed wireline transmitter in CMOS technology for a cryogenic environment will have
some limitations. The challenge is to transmit the highest possible data rate over the available channel
without losing data integrity.

1.2.1. Technology Scaling
Technology scaling was dominated by the trend of the digital industry towards smaller size transis­
tors. The advantage of smaller­sized transistors in digital circuitry is the reduced parasitic capacitance,
decreased gate delay, increased device density, and reduced supply voltage, leading to lower power
consumption [4]. Since a wireline transmitter is mostly limited by the maximum achievable speed of
retimers and Multiplexers, which are mostly digital circuits, technology scaling has a good influence on
the performance. The most state­of­the­art designs make use of 10­nm FinFET technology to reach
extremely high speeds [2]. Although there are some challenges going down in size mainly in the ability
to drive the wireline, for example, the lower supply voltage and lower breakdown voltage limit the total
achievable output swing [5]. The design proposed in this thesis is made in 40­nm CMOS technology,
aiming for a speed of 51.2Gb/s PAM4 is pushing the limits of this technology.

1.2.2. Channel
Not only the transistor scaling, but also the interfacing with the technology can limit the performance. In
particular, wireline communication requires a large bandwidth channel, since the transmitted signal is
ideally a rectangular wave. It makes use of the complete bandwidth from DC to at least 85% of the data
frequency of the signal, Table 2.1. A large loss in frequency over the complete channel means a direct
degradation of the received signal. The pads in 40­nm technology introduce a parasitic capacitance
in the signal path, decreasing the bandwidth, and the required bond wires will introduce a parasitic
inductance in series with the signal path. Also, interfaces such as PCB traces, connectors, cable and
in cryogenic applications, sealed connectors to the measurement chamber will limit the total system
bandwidth.

1.2.3. Cryogenic CMOS Technology
The CMOS technology has to operate at cryogenic temperatures and preferably also at room temper­
ature to verify functionality. This cryogenic chip design is referred to as Cryo­CMOS [6]. At cryogenic
temperatures, CMOS devices will still work, however, the behaviour is different and the available device
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models used in the foundry software are no longer valid. It is, therefore, difficult to design accurately,
using regular room temperature models. The design has to account for some margins. One problem is
the increased threshold voltage at cryogenic temperatures, in analog design, this could lead to head­
room issues [7]. In digital design, the increased threshold voltage will slow down the circuitry, mainly
in pass gate structures where the voltage swing is limited. Lastly, device mismatch increases at cryo­
genic temperatures [8], setting more stringent requirements on, for example current source sizing for
the Digital­to­Analog Converter (DAC).

1.3. Thesis Objectives
The objective of this thesis is to implement a Cryo­CMOS wireline transmission system. Therefore, this
thesis presents the design of A DAC­based Cryo­CMOS 51.2 Gb/s PAM4 Wireline Transmitter.

Due to the current advancements in quantum computing moving more circuitry into the cryogenic
environment there is a need for high­speed connectivity between the cryogenic environment and room
temperature. The proposed design will be meant to prove a high­speed signal generated by a Cyro­
CMOS chip can be sent through a cable from a cryogenic environment and received at room temper­
ature. The design will be pushing the limits of what is possible in 40­nm technology and cryogenic
environment. The tape out for this design is finished, but still in production, therefore the conclusions
are based on simulation data only.

1.4. Thesis Outline
The thesis is ordered as follows. First in Chapter 2 the background information for wireline transmit­
ters is given and the requirements of the system are set. Different state­of­the­art architectures are
compared and the system overview is given in Chapter 3. Following up are 4 sections that go into
detail about the design of each part of the system. Chapter 4 gives an overview of the clock generation
circuitry. Chapter 5 introduces the 400 Mbps retimer and latchless 16:1 Multiplexer design. Chapter 6
discusses the design of a high­speed 6.4 Gb/s retimer and 4:1 Multiplexer to reach 25.6 Gb/s. Chapter 7
will break down the design of the 6b current­steering DAC and drivers in detail. Finally a conclusion is
given in Chapter 8.

1.5. Original Contributions
The main novelty in this design is the design and application of a wireline transmitter in Cryo­CMOS,
and other contributions are listed below:

• Analysis of available wireline transmitter architectures Chapter 3

• Design and implementation of a low power multiplexing structure Chapter 5

• Design and implementation of a high­speed retimer and 4:1 Multiplexer Chapter 6

• Comprehensive analysis for deriving DAC parameters from wireline transmitter requirements
Chapter 7

• Design and implementation of a high­speed current steering DAC Chapter 7





2
Wireline Transmission Background

In this chapter the background literature for designing a cryogenic wireline transmitter is discussed to
find out the system requirements.

This chapter is structured as follows, Section 2.1 introduces three possible data formats for wireline
communication. Section 2.2 shows the Power Spectral Density of these data formats and their band­
widths, Section 2.3 calculates the required nyquist frequency and signal bandwidth. All characteristics
from an eye diagram are analysed in Section 2.4. The statistical calculations to find the Bit Error Rate
are done in Section 2.5. Section 2.6 defines the Ratio of Level Mismatch. In Section 2.7 the channel is
analysed, possible equalisation techniques are discussed in Section 2.8, then a few link simulations are
shown in Section 2.9. Lastly based on all the background knowledge and definitions the requirements
are set in Section 2.10.

2.1. Data Formats
There are multiple data formats which could be used to send over the channel. For high speed (>
10𝐺𝑏/𝑠) data over short (< 100𝑚) channels, only a few existing solutions remain feasible, namely:
non­return­to­zero (NRZ), 4­level pulse­amplitude­modulation (PAM4) and Duobinary.

2.1.1. NRZ
NRZ is the most common way to send over data and the easiest to implement. This protocol makes
use of only 2 levels which are either above zero or below. However, as the data rate increases to
over 20Gb/s, also a system bandwidth higher than 20GHz is required. In the wireline systems, both
the channel and the power efficiency of the circuitry are bandwidth limited, thus demanding new data
formats. However, up to the bandwidth limitation, an NRZ signal can achieve an outstanding Bit Error
Rate (BER) and signal integrity, due to the simple receiver structure and the NRZ data that can be
amplified without considering linearity [9].

2.1.2. PAM4
PAM4 makes use of 4 levels and hence sends 2 bits/symbol, therefore, it only requires half the system
bandwidth of NRZ, which makes it favorable for high­speed links. However, this comes at a cost as
the distance between the different signals decreases by 3×, there is an inherent 9.5 dB SNR loss. To
compensate this loss in SNR a larger output swing is required. In the receiver front­end, however, the
PAM4 signal may need linear amplification to correctly receive the different levels. Moreover, the data
is more difficult to recover, and retiming flipflops are mandatory, thus complicating clock recovery and
costing high power consumption. In order to get similar BER performance as NRZ also Forward Error
Correction might be required.

2.1.3. Duobinary
Duobinary modulation can theoretically achieve a data rate twice the channel bandwidth by introducing
Inter­symbol Interference (ISI) in a controlled matter such that it can be canceled at the receiver. An
advantage of this method is that by already putting a delay at the transmitter, the protocol inherently

5



6 2. Wireline Transmission Background

incorporates the channel loss as part of the overall response[10]. This way, the protocol already ac­
counts for the channel loss by a part and thus requires less equalization (amplification). Unfortunately,
the complexity of the transceiver architecture tends to limit the BER performance in reality.

2.2. Power Spectral Density
The most limiting factor in high­speed wireline communication is often the bandwidth of the channel. A
common measure for expressing the required bandwidth is Power Spectral Density (PSD). The PSD
can be calculated in different ways depending on the form of the signal. For a rectangular wave, the
PSD of the three data formats can be expressed as follows [11]:

PSDNRZ = |
sin (𝜋𝑓𝑇Snr)
𝜋𝑓𝑇Snrz

|
2

PSDPAM4 = |
sin (𝜋𝑓𝑇Spam4)
𝜋𝑓𝑇Spam4

|
2

, 𝑇Spam4 = 2𝑇Snrz

PSDDB = |
sin (𝜋𝑓2𝑇sdb)
𝜋𝑓2𝑇db

|
2
,

(2.1)

where 𝑇Snrz is the symbol time of an NRZ waveform, which can be calculated as the inverse of the
symbol rate 𝑇Snrz = 1/𝑅Snrz. Since PAM4 has twice as many bits per symbol the symbol time will
be equal to 𝑇Spam4 = 2/𝑅Snrz. A more natural representation of the PSD is assuming it will have a
Raised­Cosine Pulse Shape. For a roll­off factor of 𝛽 = 1 the PSD can be expressed as:

PSDNRZ = {
|12 (1 + cos (𝜋𝑓𝑇Snrz))|

2
if 𝑓 ≤ 𝑓bitrate

2
0 if 𝑓 > 𝑓bitrate

2

,

PSD𝑃𝐴𝑀4 = {
|12 (1 + cos (𝜋𝑓𝑇Spam 4))|

2
if 𝑓 ≤ 𝑓bit rate

4
0 if 𝑓 > 𝑓bit rate

4

,

PSDDB = {
|12 (1 + cos (𝜋𝑓𝑇𝑆db)) cos (𝜋𝑓𝑇Sdb)|

2
if 𝑓 ≤ 𝑓bit rate

2
0 if 𝑓 > 𝑓bit rate

2

(2.2)

The last approach to the PSD is assuming it will have a Sinc Pulse form which can be expressed
as Raised­cosine with 𝛽 = 0:

PSDNRZ = {
1 if 𝑓 < 𝑓bit rate

2
0 if 𝑓 > 𝑓bit rate

2

PSDPAM4 ={
1 if 𝑓 < 𝑓bit rate

4
0 if 𝑓 > 𝑓bit rate

4

PSD DB ={
1
2 (1 + cos (𝜋𝑓𝑇sd 𝑏))|

2
if 𝑓 ≤ 𝑓bit rate

2
0 if 𝑓 < 𝑓bit rate

2

(2.3)

The resulting spectra for all levels are plotted in figure 2.1.
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Figure 2.1: The PSD of NRZ, PAM4, and duobinary, with rectangular and a raised­cosine pulse shapes (roll­off 𝛽 = 1) [11].

Quantifying the minimum required bandwidth from the PSD can be done by selecting the frequency
at which the cumulative spectral power contains 90% of the bit energy. This point can be found by
integrating equations (2.1), (2.2), (2.3) and setting each equal to 90%. This results in the percentages
showing how concentrated the data format is to DC, see table 2.1. From the different pulse shapes in
this table can be concluded PAM4 is most concentrated around DC, then Duobinary and last NRZ. So
effectively PAM4 will require the smallest bandwidth in order to operate.

Pulse Shape NRZ (%𝑓𝑏) Duobinary (%𝑓𝑏) PAM4 (%𝑓𝑏)
Rectangle 85 43 43
Raised cosine ( 𝛽 = 1) 47 28 23
Sinc 45 30 23

Table 2.1: A comparison of the required bandwidth of 90% energy for NRZ, duobinary, and PAM4 with respect to the bit rate 𝑓𝑏.

2.3. Nyquist Frequency
A better way to compare the different modulation data formats is the Nyquist frequency (𝑓𝑁), defined
from sampling theory as the highest frequency minimally required in the waveform to receive the trans­
mitted streamwithout unwanted Inter­symbol Interference. An approach related to the signal bandwidth
can be made by taking the fastest single frequency component in the signal necessary to transmit the
data pattern [11]. An overview of all highest possible eye heights by means of fundamental sine waves
at Nyquist is shown in Figure 2.2. For NRZ, this is at half the bit rate 𝑓𝑁 = 𝑓𝑏/2 and for PAM4 at quarter
the bit rate 𝑓𝑁 = 𝑓𝑏/4. For Duobinary, the signal theoretically is sampled the same rate as NRZ, how­
ever, when looking at the fundamental tone required effectively duobinary equals one­third of the bit
rate 𝑓𝑁 = 𝑓𝑏/3. Another thing noticeable is that both NRZ and PAM4 make use of the full signal swing,
while duobinary essentially only uses two­thirds.



8 2. Wireline Transmission Background

Figure 2.2: A comparison of the highest possible eye heights by means of fundamental sine waves at the Nyquist frequencies
that occur with specific data patterns [11].

2.4. Eye Diagram

A common way to characterize a wireline transmitter is by using an Eye Diagram to estimate transmitter
parameters, including noise, jitter, and BER. An eye diagram is constructed by overlapping all different
bit transitions over time into a single image. An example of the construction of the NRZ Eye Diagram
is shown in Figure 2.3. The width of one eye is 1 Unit Interval (1 UI) and is equal to the duration of one
single symbol.
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Figure 2.3: NRZ eye construction.

Figure 2.4 shows an example of a measured NRZ eye diagram at the transmitter side. The quality
of the eye can be defined by the eye opening, both vertically (in amplitude) and horizontally(in time). At
the receiver side, data points ideally must be sampled in the midpoint of the eye. Hence, the larger the
eye opening, the bigger the chance of sampling the correct bit. The peak­to­peak swing of this figure
is the eye amplitude and can be expressed as:

𝑉𝑝𝑝 = 𝑉𝑡𝑜𝑝 − 𝑉𝑏𝑜𝑡 (2.4)

However the signal is not ideal and there will be some noise present in both amplitude and time
domain. This could cause a bit to be received erroneously at the receiver side. In order to calculate
the chance of a bit error occurring, the noise can be represented as a Gaussian distribution with zero
mean and written as the probability density function (PDF) of n(t):

𝑃𝑛 =
1

𝜎𝑛√2𝜋
exp

−𝑛2
2𝜎2𝑛

, (2.5)

where 𝜎𝑛 is the rms noise. The Gaussian noise amplitude is represented as 𝜎𝑡𝑜𝑝 and 𝜎𝑏𝑜𝑡 in Figure 2.4.

Figure 2.4: NRZ eye diagram characteristics

2.4.1. Vertical Eye Opening
The vertical eye opening of a data waveform is a good measure to display the influence of crosstalk and
noise. For different modulation data formats, there can be a penalty in eye height and thereby directly
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the SNR of the system. In order to calculate the penalty, one can look at the maximum amplitude of
the sinewave at the Nyquist frequency occurring in the bit stream, see Figure 2.2. The penalty is then
the ratio between this maximum amplitude at the Nyquist frequency and the eye height, which can be
extracted from the transfer function [11].

For NRZ, the penalty is 0 dB since the vertical eye height is equal to the maximum voltage swing
of the sine wave at Nyquist. PAM4, however, has a ratio of one­third of the maximum signal swing,
resulting in a penalty of 20𝑙𝑜𝑔(1/3) = −9.5 𝑑𝐵. For duobinary, the Nyquist frequency component has
a smaller amplitude than the total voltage swing, as shown in Figure 2.2. Actually, the loss presented
in the channel is used to partially generate the duobinary waveform meaning it is not necessary to
compensate for a certain amount of loss. Therefore, one could say the penalty of duobinary is equal
to 20𝑙𝑜𝑔(3/4) = −2.5𝑑𝐵. The full­swing frequency component of duobinary is however equal to that
of PAM4. So, duobinary will have a similar relative reduction in eye height as PAM4, and initially will
start with a penalty of ­6 dB. A comparison of the three data formats with the maximum eye height as
a function of the channel loss at half the bit rate is plotted in Figure 2.5.

Figure 2.5: The maximum eye height as a function of the channel loss at half the bit rate, assuming the channel has a linear (on
a log scale) loss profile [11].

When the channel loss at half the bit rate increases to 12 dB, duobinary outperforms NRZ in terms
of eye height. A further increase of loss to 34 dB results in larger eyes for PAM4.

2.4.2. Horizontal Eye Opening
The last important measure is the Horizontal eye opening, since a bit error can also occur in the time
domain. The width of the eye depends on the data format, channel bandwidth, channel skew, trans­
mitter jitter and jitter from the CDR. The UI of PAM4 is inherently twice that of NRZ since it transmits
two bits per symbol. However, this is not true in reality, due to the multilevel modulation format, the
actual maximum PAM4 eye width is 0.66 UI. Figure 2.6 shows the eye widths of all three data formats.
Comparing the Horizontal Eye opening based on the maximum eye width is not a completely fair com­
parison, because the Signal­to­Noise Ratio (SNR) at the edges might be too low for the receiver to
detect. Therefore, middle eye width is a better representation, since this is located at the threshold
where the receiver will slice the bit. This results in a middle eye width of 1 UI for NRZ, 0.54 UI for
PAM4, 0.66UI for duobinary due to it is diamond shape.
Deterministic jitter and random jitter from the spectrum of the transmitted signal often scale inversely
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with the baud rate. Hence, a PAM4 signal will have inherently more absolute jitter than NRZ or duobi­
nary at the same bit rate. Also, the amount of possible transitions can cause jitter or worse phase
offsets in the CDR. PAM4 has 16 different transitions of which four have a skewed crossing which is
more difficult for the CDR in the receiver [12]. Duobinary has 7 transitions, also requiring advanced
CDR techniques, while NRZ uses only 4 transitions with a wide variety of available CDRs systems
available.

Figure 2.6: The construction of an eye diagram and the different definitions for eye height and eye width [11].

2.5. BER
The measure to define how many bits of the wireline system get received erroneously is the Bit Error
Rate (BER). Looking in the vertical domain of the eye diagram, an approximation of the BER can be
calculated for both NRZ and PAM4.

2.5.1. BER of NRZ
Assuming an NRZ signal x(t), with data consisting of both ONE and ZERO bits in equal probabilities,
the PDF of a signal without noise can be represented as a combination of two pulses at 𝑥 = −𝑉0 and
𝑥 = +𝑉0 having each a weight of 1/2, see figure 2.7(a). With adding the additive noise, the PDF of n(t)
and x(t) convolve with a combination of two Gaussian distributions as shown in Figure 2.7(b).
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Figure 2.7: PDF of (a) noiseless NRZ signal, and (b) noisy NRZ signal [13].

The BER is the probability that the bottom ”0” bit −𝑉0 + 𝑛(𝑡) falls in the region above the threshold
value referenced as 0 in 2.7(b). In addition to the probability of the top ”1” bit 𝑉0 +𝑛(𝑡) falling below 0.

The probability of ”0” falling in the ”1” zone can be expressed as:

𝑃0→1 =
1
2 ∫

+∞

0

1
𝜎𝑛√2𝜋

exp
−(𝜇 + 𝑉0)

2

2𝜎2𝑛
𝑑𝜇 (2.6)

The probability of ”1” falling in the ”0” zone:

𝑃1→0 =
1
2 ∫

0

−∞

1
𝜎𝑛√2𝜋

exp
−(𝜇 − 𝑉0)

2

2𝜎2𝑛
𝑑𝜇 (2.7)

Then using the Q­function defined as:

𝑄(𝑥) = ∫
+∞

𝑥

1
√2𝜋

exp
−𝜇2
2 𝑑𝜇. (2.8)

Both probabilities can be rewritten as:

𝑃𝑡𝑜𝑡 = 𝑃0→1 + 𝑃1→0 =
1
2𝑄 (

𝑉0
𝜎𝑛
) + 12𝑄 (

𝑉0
𝜎𝑛
) = 𝑄 ( 𝑉0𝜎𝑛

) (2.9)

The BER of the NRZ signal is then equal to this total probability.

𝐵𝐸𝑅𝑁𝑅𝑍 = 𝑄 (
𝑉0
𝜎𝑛
) = 𝑄 (

𝑉𝑝𝑝
2𝜎𝑛

) (2.10)

2.5.2. BER of PAM4
The BER of a PAM4 signal can be represented in a similar fashion as with NRZ, only now there are 4
possible levels that occur in equal probabilities with a weight of 1/4. The representation of a noiseless
PAM4 signal with signal levels at −𝑉0, −𝑉0/3,+𝑉0/3,+𝑉0 and thresholds at −230, 0, +

2
3𝑉0 are shown in

Figure 2.8a. If noise is introduced on all 4 levels, it will result in a plot with 4 Gaussian distributions. For
simplicity, only a binary encoding is chosen, meaning the bit order of levels is ”00”, ”01”,”10”,”11”,
the noisy version is plotted in 2.8b.

(a) noiseless PAM4 PDF. (b) noisy binary code PAM4 PDF.

Figure 2.8: PDF of PAM4 signal



2.5. BER 13

Since for PAM4 there are 2 bits per symbol, multiple bit errors could occur in one UI. Let us first
look at the probability that a bit error occurs when ”00” should be detected. This would mean either a
”01” or ”10” is received causing 1 bit error, or ”11” causing 2 bit errors. The bit error probability can
be written as:

𝑃𝑏,00→𝑜𝑡ℎ𝑒𝑟𝑠 = 𝑃00→01 + 𝑃00→10 + 2𝑃00→11
= 𝑃00→𝑜𝑡ℎ𝑒𝑟𝑠 + 𝑃00→11

= 1
4𝑄 (

𝑉0
3𝜎𝑛

) + 14𝑄 (
5𝑉0
3𝜎𝑛

) .
(2.11)

Then the probability symbol ”01” is received mistakenly has a bit error probability of

𝑃𝑏,01→𝑜𝑡ℎ𝑒𝑟𝑠 = 𝑃01→00 + 2𝑃01→10 + 𝑃01→11
= 𝑃00→𝑜𝑡ℎ𝑒𝑟𝑠 + 𝑃01→10

= 2 × 14𝑄 (
𝑉0
3𝜎𝑛

) + 14𝑄 (
𝑉0
3𝜎𝑛

) − 14𝑄 (
𝑉0
𝜎𝑛
)

= 1
2𝑄 (

𝑉0
3𝜎𝑛

) + 14𝑄 (
𝑉0
3𝜎𝑛

) − 14𝑄 (
𝑉0
𝜎𝑛
) .

(2.12)

Due to symmetry in the PDF the probabilities of 𝑃𝑏,01→𝑜𝑡ℎ𝑒𝑟𝑠 = 𝑃𝑏,10→𝑜𝑡ℎ𝑒𝑟𝑠 and 𝑃𝑏,00→𝑜𝑡ℎ𝑒𝑟𝑠 =
𝑃𝑏,11→𝑜𝑡ℎ𝑒𝑟𝑠 are equal. Thus, the total bit error probability is:

𝑃𝑏,𝑡𝑜𝑡 = 𝑃𝑏,00→ others + 𝑃𝑏,01→ others + 𝑃𝑏,10→𝑜𝑡ℎ𝑒𝑟𝑠 + 𝑃𝑏,11→ others

= 3
2𝑄 (

𝑉0
3𝜎𝑛

) + 12 [𝑄 (
5𝑉0
3𝜎𝑛

) + 𝑄 ( 𝑉03𝜎𝑛
) − 𝑄 ( 𝑉0𝜎𝑛

)]

= 2𝑄 ( 𝑉03𝜎𝑛
) − 12 [𝑄 (

𝑉0
𝜎𝑛
) − 𝑄 ( 5𝑉03𝜎𝑛

)]

(2.13)

Ignoring the small last term the BER can be written as:

𝐵𝐸𝑅𝑃𝐴𝑀4 = 𝑃𝑏,𝑡𝑜𝑡 ≈ 2𝑄 (
𝑉0
3𝜎𝑛

)

= 2𝑄 (
𝑉𝑝𝑝
6𝜎𝑛

)
(2.14)

The Q­function is a monotonic decreasing function and can be plotted for both NRZ and PAM4,
see Figure 2.9. Since the term inside the Q function decides the decay, PAM4 requires a much larger
swing to reach similar BER levels as NRZ. However, the maximum swing is very limited on chip due to
hardware headrooms. This is the reason the BER standard [14] is lower for PAM4 at 10−6 compared
to NRZ at 10−15. The BER shortcoming can be compensated by implementing FEC.
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Figure 2.9: BER of PAM4 and NRZ [13].

2.6. RLM
For data formats with more than 2 levels like PAM4 the linearity of the system will have a large influence
on the reception of these distinct levels. One measure to evaluate the linearity of the waveform is the
Ratio of Level Mismatch. This is a ratio between the minimum signal level and total swing. For the
minimum signal level or the smallest swing between adjacent symbol levels. Looking at the PAM4
eye diagram in figure 2.10 the minimum signal level 𝑆𝑚𝑖𝑛 can be calculated taking the minimum of the
differences between the 4 distinct levels.

𝑆𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑉3 − 𝑉2, 𝑉2 − 𝑉1, 𝑉1 − 𝑉0) (2.15)

Figure 2.10: PAM4 eye diagram with distinct levels
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Then dividing the minimum swing 𝑆𝑚𝑖𝑛 by the total swing will give the RLM:

𝑅𝐿𝑀 = 3 ⋅ 𝑆𝑚𝑖𝑛
𝑉3 − 𝑉0

(2.16)

The long­range PAM4 standard, as stated in the Common Electrical I/O (CEI) agreement requires
an RLM of at least 0.95 [14].

2.7. Channel
The channel is the full path between the TX chip and the RX. This includes contemporary backplane
materials, connectors and the wire itself. The path has a low­pass behavior and thus cannot provide
sufficient bandwidth for high­speed data transmissions, encouraging research on signal processing
and/or data coding to overcome the poor channel properties. When the losses at higher frequencies
are very high, using a PAM4 signal would be more viable than NRZ since the required bandwidth is
halved.

2.7.1. Channel analysis
Copper traces on FR4 substrates suffer from both skin effect and dielectric loss, thus leading to the
existence of reflections in the channel and attenuation at high frequencies. These microstrip lines can
be modeled to match the characteristic impedance to minimize reflections and be routed on top of the
board to minimize the skin effect. However, the loss is still significant and needs to be considered in
the design.
Connectors differ a lot in size and characteristics, and each type will have a different frequency re­
sponse. This should also be considered in the design. When cascading the S­parameter chain with
a connector having a different cut­off frequency and scattering parameters than the other traces, this
complicates the overall behavior of the channel.
Lastly, the actual transmission line or cable is not ideal. For example, let us take a section of RG­58/U
coaxial cable and measure its characteristics per meter: R = 0.354Ω/m, C = 102.4 pF/m, L = 252 nH/m
[15].

Figure 2.11: Measuring RG­58/U cable characteristics[15]

Assuming the transmission line is ideal and has no resistive loss, it will still have a characteristic
impedance of 𝑍0 = (252𝑛𝐻/102.4𝑝𝐹)1/2 = 50Ω, and hence behave as a 50 Ω load. However, in reality,
the transmission line will be lossy as it has a finite series resistance. This will add both attenuation(loss)
and distortion to the ideal transmission line model and is frequency dependent.

𝐻𝑥(𝜔) = 𝑒−𝑋[(𝑅+𝑗𝜔𝐿)(𝐺+𝑗𝜔𝐶)]
1
2 , (2.17)

Where X = cable length [m], R = series Resistance[Ω/m], L = series inductance[H/m], C = parallel ca­
pacitance[F/m], G =parallel conductance [mhos/m] and H = complex function of the transmission line.
However, at higher frequencies, other effects start to play a role. The most critical is the skin effect,
which causes more attenuation (more loss) at higher frequencies. The reason for the skin effect is be­
cause as the frequency increases, the currents start to flow more near the surface, effectively reducing
the area of copper and thus increasing the series resistance.
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Another physical phenomenon is the proximity effect which causes opposing currents in adjacent wires
to draw toward one another. At high frequencies, the proximity effect will also redistribute the current
density to the inside, causing an effective larger effective resistance.
Lastly, dielectric loss could play a role at higher frequencies, which is the loss in heat absorbed by a
dielectric material in the presence of changing electric fields. At high­frequency designs, it might there­
fore be preferred to use ceramic substrates like alumina over FR­4.
The effective resistance can now be recalculated assuming these effects.

𝑅(𝑓) = √𝑅2𝐷𝐶 + 𝑅2𝐴𝐶 = √𝑅2𝐷𝐶 +
(2.16 ⋅ 10−7) ⋅ (𝑓 ⋅ 𝑝𝑟)

𝜋𝐷 (2.18)

Filling this resistance back into the transmission loss equation −𝑋[(𝑅 + 𝑗𝜔𝐿)(𝐺 + 𝑗𝜔𝐶)]
1
2 will give a

frequency response in propagation coefficient shown in Figure 2.12.

Figure 2.12: Propagation Coefficient RG­58/U cable

At high frequencies, the skin effect is the most limiting factor in the frequency response. The skin
effect is dependent on the cable length 𝑋, which means the bandwidth of the channel is seriously
degraded at longer cable lengths. In order to visualize this, the calculated frequency response for a
number of cable lengths is plotted in Figure 2.13.
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Figure 2.13: Frequency response RG­58/U cable pr=1.

Since at maximum 0.5 dB loss is permitted at the knee frequency of the data, for very high data rates
over longer length channels, the loss is inevitable. This effect must therefore actively be canceled using
equalization techniques. An interesting point for the application between a cryogenic environment and
room temperature is that the cable will most likely also be cooled down. Assuming pure copper is used
in the transmission line, this means at 4­K the copper resistivity factor pr will decrease by a factor of
100 compared to room temperature, see Figure 2.14.

Figure 2.14: Electrical resistivity 𝜌 of different coppers. Impurities and crystallographic defect content are indicated by the RRR.
Electrical resistivities of purer coppers are indicated by darker solid lines, whereas those of less pure coppers are plotted with
lighter grey dotted lines [16].
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This would significantly improve the channel response, see Figure 2.15. It is however questionable
if this is realistic, since only a small part of the actual cable will be cooled down.
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Figure 2.15: Frequency response RG­58/U cable pr=0.01.

2.7.2. Channel Measurement
Two different channels have been measured to see the influence of channel characteristics when cool­
ing down to cryogenic temperatures.

The first measurement was done using a dipstick, with two high­frequency cables interconnected
at the bottom. Such so actually two cables are measured, in order to get a realistic overview of the
single channel, the S12 and S21 have been halved in dB. The resulting S­parameters are plotted in
Figure 2.16a for Room temperature and Figure 2.16b cooled down to cryogenic temperature.
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(a) Channel measurement at room temperature.
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(b) Channel measurement at cryogenic temperatures.

Figure 2.16: Channel measurements Dipstick configuration.

The result shows that the difference in reflection parameters S11 and S22 is not very much different
when cooled down. However, the transmission parameters S12 and S21 are reduced by a few dB over
the whole bandwidth. Figure 2.17 shows a clearer comparison between the transmission parameter
S12 at each temperature.
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Figure 2.17: Dipstick channel S12 measurement comparison, at 4­K and 300­K.

The cable that finally needs to be driven will be a cryogenic high­frequency cable located in a dilution
refrigerator. This cable has also been measured, and the resulting S­parameters are shown in figure
2.18. Note that there is a 6 dB attenuator which causes the baseline to start at ­6 dB. Due to the better
quality of the cable, the attenuation will be about 12 dB at 25GHz when cooled down.
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Figure 2.18: Dilution fridge channel S­parameter measurements, with 6 dB attenuation, at 4­K.
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2.8. Equalization
2.8.1. Transmitter Pre­Emphasis
Since the signals are inevitably degraded by the low­pass behavior of the channel, the transmitter can
already partially compensate for the channel loss at the cost of dynamic range. Another way to view
the low­pass distortion in the time domain is when a single ONE is transmitted. Due to the channel, the
pulse rises slowly and reaches a lower level, making it hard for the slicer at the receiver side to detect
ONE. Moreover, the pulse entails a long tail that lasts for several UIs, disturbing upcoming signals. The
problem is illustrated in the time domain in Figure 2.19a.

(a) Without de­emhasis (b) With de­emphasis (c) With de­emphasis received

Figure 2.19: Single transmitted pulse through low­pass channel in time domain [13]

In order to compensate for this behavior, a delayed and inverted scaled copy of the signal is sent,
so the signal is brought down faster, as shown in Figure 2.19b. Therefore, the interference for the next
bit is reduced, see figure 2.19c. This technique is called Feed Forward Equalisation (FFE), or better
explained as de­emphasis; the attenuation of low­frequency components. In the frequency domain,
this equalization technique shows a high­pass response up to the Nyquist frequency, which ideally
compensates the low­pass channel. The frequency response of a 2­tap FFE is shown in Figure 2.20.

Figure 2.20: FFE frequency response [13].

The amount of de­emphasis can be adjusted if a steeper response is required. However, since
the high boosting ratio will result in a penalty of significant attenuation on the DC component, we can­
not sacrifice too much swing for boosting and make the transmitted signals more vulnerable to noise,
reflections and crosstalk. The typical boosting ratio of the transmitter pre­emphasis is about 5­6 dB.
Adding more taps will increase the ability to shape the output to the channel and thereby increase the
SNR and hence BER. However, traditional voltage mode driver power scales up quickly with resolu­
tion (and the number of taps). For very lossy channels (>20dB), where 8­taps or more are required a
Digital­to­Analog Converter (DAC) based TX would be an option [17].
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2.8.2. Transmitter Inductive peaking

In order to minimize the degradation of the digital signal, the bandwidth and rise time should be opti­
mized. To deliver the required current, the transmitter front­end inevitably exploits large transistors pre­
senting a large input capacitance to the preceding stage. Also self­loads arising frommultiple branches
in the Multiplexer branches limit the bandwidth. Lastly, the output ESD protection adds capacitance
to the output. In order to obtain the best eye performance a large bandwidth is required. To be able
to reach this bandwidth with a large parasitic capacitance at the output node inductive peaking proves
useful. Figure 2.21 shows the equivalent circuit of multiple inductive peaking techniques.

Figure 2.21: Equivalent circuit schematics of (a) shunt­peaked, (b) bridge­shunt­peaked, (c) bridged­shunt­series­peaked and
(d) asymmetric T­coil peaked amplifiers [18].

For the shunt peaked amplifier, the equivalent voltage gain can be written as

𝐴𝑉 = −𝑔𝑚
𝑅 + 𝑠𝐿

1 + 𝑠𝑅𝐶 + 𝑠2𝐿𝐶 (2.19)

This function is a typical second­order low­pass response where the q factor can be chosen. The
inductor value is typically chosen according to the equation:

𝐿 = 𝑚𝑅2𝐶 (2.20)

The factor m can be optimized to achieve a maximally flat­amplitude frequency response (MFA), 0 dB
of peaking is achieved when choosing m=0.41. However, for high­speed interconnects, the m factor
can also already be chosen higher up to m = 0.707, resulting in 1.5 dB peaking. This way, some of the
high­frequency channel loss can already be compensated. In some applications, it is preferred to keep
the shape as close to a square as possible, thereby a maximally flat envelope delay response (MFED)
is the best option with m=0.33.
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Figure 2.22: Frequency response inductive­peaking.

From Figure 2.22 can be seen, a larger value for m results in a higher Q­factor of the circuit and
hence more overshoot in the frequency response.

Figure 2.23: Step response inductive­peaking.

Looking at the step response in Figure 2.23, the maximum peaking response has the fastest rise
time, but the MFED has the fastest settling time. MFED is preferred for PAM4 applications, since the
settling time is the fastest and it has the smallest overshoot minimizing distortion to the eye diagram.

Double­inductor peaking such as the bridge­shunt­peaked Figure 2.23(c) and bridge­shunt­series­
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peaked Figure 2.23(d), is a technique where the inductor physically separates C1 and C2. This method
is optimal for larger capacitance ratios. For example, if the ESD load capacitance is very large com­
pared to a small output driving capacitance. The transfer function is shown below:

𝐴𝑣(𝑠) =
−𝑔𝑚𝑅(1 + (

1
𝑚1
) 𝑠
𝜔0
+ (𝑘𝑚𝑚1 )

𝑠2
𝜔20
)

1 + 𝑠
𝜔0
+ (1+𝑘𝐵𝑚1

+ 1−𝑘𝐶
𝑚2

) 𝑠2
𝜔20
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𝑘𝐶(1−𝑘𝐶)
𝑚2

) 𝑠3
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) 𝑠4
𝜔40
+ (𝑘𝐵𝑘𝐶(1−𝑘𝐶)𝑚1𝑚2

) 𝑠5
𝜔50
(2.21)

The transformer or T­coil inductive peaking is advantageous if the drain parasitic capacitance is
small compared to the total load capacitance, also it uses a smaller area. The transfer function is given
by:

𝐴𝑣(𝑠) = −𝑔𝑚𝑅
1 + ( 1

𝑚1
+ 𝑘𝑚
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2𝑚)
𝑚1𝑚2

) 𝑠4
𝜔40

(2.22)

With both methods, there are more variables to play with in order to design either for bandwidth
or flat response. If it is done correctly, the T­coil can reach even faster settling times than the shunt
peaking circuit.

2.8.3. Receiver CTLE
The receiver’s Continuous time linear equalizer (CTLE) has a frequency response that compensates
for the channels response. If designed properly, it will result in a relatively flat frequency response,
thereby restoring the signal in the original form. There are many different forms; active boosting the
amplitude, or passive attenuating lower frequencies. An active design can improve SNR, but might
result in nonlinear behavior, which is problematic for PAM4. A common implementation is using a
RC­degenerated differential pair, where the frequency response inverts the low­pass channel. The
capacitor often can be adjusted for different channels.

Figure 2.24: CTLE [19].

2.8.4. Receiver DFE
Decision feedback equalizer (DFE) uses an infinite impulse response (IIR) structure where the sum of
all past decisions are adjusted by the DFE coefficients and used to minimize the errors at the target
symbol levels. Due to the IIR structure, the DFE can correct a large amount of ISI with relatively short
tap lengths for channel characteristics. Furthermore, the decisions are free of noise, so the DFE can
compensate the channel ISI without amplifying noise levels. An example structure is shown below.
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Figure 2.25: DFE [20].

2.8.5. FEC
The last technique is Forward Error Correction (FEC) [21]. This is not so much a channel equalization
technique but is essential in serial links where the data rate exceeds 25Gb/s. The problem with high­
speed serial links is the limited swing leading to a low SNR and thus a higher chance of a bit error. For
PAM4 this is even worse, since the 9.5 dB loss in SNR complemented with non­linear eye levels often
results in a large BER. FEC can reduce the BER in the code domain, by adding extra redundancy bits
to reduce the chance of an error. Therefore, by implementing forward error correction, the BER can be
improved at the cost of effective bitrate.

2.9. Link Simulation
The channel imperfection limits the signal bandwidth and BER due to reflections. In order to get insight
into the channel response, a S­parameter simulation was run using an example file from ADS. The
signal path goes from die to package to PCB to a connector followed by a Coax Cable and then to the
receiver. Each element in this chain has its own S­parameter block defining its Reflection/Transmission
characteristics in the frequency domain. An example of the complete system in ADS is shown in
Figure 2.26. Here, the S­parameters of a complete wireline system from the TX package, PCB traces,
connectors, transmission line and receiving connector are evaluated.

Figure 2.26: ADS model of a wireline system.

The virtual model of the coaxial line is varied from 0 to 10 meters to see the influence of the skin
effect on the bandwidth of the system. The result is shown in Figure 2.27. Due to the skin effect, the
transfer parameters S21 and S12 will become steeper the longer the cable. This means at the design
frequency of about 26GHz each meter longer cable will result in about 9 dB loss. It is thus key to keep
the cable as short as possible.

Figure 2.27: ADS simulation of Wireline varied from 0 to 1 meter.
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Simulation of the complete wireline can be done using I/O Buffer Information Specification ­ Al­
gorithmic Modeling Interface (IBIS­AMI) models that are available as example in ADS. The IBIS­AMI
models define the channel response of the Transmitter and Receiver chips, so they can be simulated
and the eye diagram plotted like in Figure 2.28. The complete system including variable Coax cable
can be simulated, for example at 10 cm Figure 2.28a and at 50 cm Figure 2.28b. At 50 cm the eye
diagram is almost completely closed. One useful feature in IBIS­AMI simulations is the ability to alter
the equalization on both transmitter and receiver side. This could improve the eye opening significantly
when chosen correctly. For example, when using 5.5 dB CTLE the performance over the cable length
already improves at 50 cm. Note that although the eye opening has increased from almost none to a
few mV, however the total swing decreased from 200mV to 150mV due to the de­emphasis.

(a) No de­emphasis 10 cm Coax (b) No de­emphasis 50 cm Coax (c) 5.5dB de­emphasis 50 cm Coax

Figure 2.28: IBIS­AMI simulation eye diagrams of example wireline system.

2.10. Requirements
The requirements are defined in this section. The cable loss has been analysed in section 2.7, since
the loss is comparable to a long­range CEI channel the requirements are mostly based on this PAM4
standard [14].

The requirements are summarized in table 2.2. The minimum and maximum values are based on
the PAM4 standard [14]. The Goal listed is the value which this wireline transmitter design aims to
reach.

Characteristic Symbol Min. Goal Max. Unit
Feed Forward Equalisation Taps 𝐹𝐹𝐸𝑡𝑎𝑝𝑠 2 3 ­ ­
Data Rate 𝑅𝑏 36 51.2 58 Gb/s
Baud Rate 𝐵𝐴𝑈𝐷 18 25.6 29 Gsym/s
Bit Error Rate(pre­FEC) 𝐵𝐸𝑅 ­ ­ 1e­6 ­
Signal­to­Noise­and­Distortion­Ratio (SNDR) 𝑆𝑁𝐷𝑅 31 32.5 ­ dB
Maximum Output Differential Voltage 𝑉𝑃𝑃𝑑𝑀𝐴𝑋 ­ 800 1200 mVppd
Relative Level Mismatch 𝑅𝐿𝑀 0.95 ­ ­ %
Uncorrelated Bounded High Probability Jitter 𝑇𝑈𝐵𝐻𝑃𝐽 ­ ­ .05 UIpp
Uncorrelated Unbounded Gaussian Jitter 𝑇𝑈𝑈𝐺𝐽 ­ ­ .01 UIrms
Power 𝑃𝑡𝑜𝑡 ­ 300 500 mW
Insertion Loss 𝐼𝐿 ­ 15@14𝐺𝐻𝑧 30@14𝐺𝐻𝑧 dB
Operating Temperature 𝑇 4 ­ 300 Kelvin

Table 2.2: Wireline transmitter requirements.

2.11. Conclusion
This chapter set out to analyze the background knowledge and definitions for wireline communica­
tion and set the requirements for this Cryo­CMOS design. Multiple data formats have been considered
including NRZ, duobinary and PAM4. Analysing the actual coaxial wire channel measurements at cryo­
genic temperatures lead to a small improvement of a few dB compared to room temperature. However
the loss is still significant as could be seen in link simulations at high data rates, meaning designing a
PAM4 capable transmitter would be most viable. Based on this, the design requirements for the PAM4
wireline transmitter have been set.





3
Transmitter Architecture

This chapter means to compare different PAM4 transmitter architectures and define the architecture
for this design. Section 3.1 compares recent architectures on their performance. Section 3.2 compares
FFE implementations. Section 3.3 then defines this design system architecture.

3.1. State­of­the­art Comparison
In this section some of the most recent PAM4 transmitter designs are being compared. Although the
purpose of all transmitters is the same, the results vary a lot between the transmitters. The main
difference is the choice in architecture. The architecture differentiates between the design in FFE
implementations and output driver choices.
The digital architecture introduced in [13] employs a simple multiplexing structure without using any
latches, thereby keeping the power consumption extremely low, see Figure 3.1. However, no FFE is
implemented in the design and since the last bit is held for only 2 quarter­rate cycles, there is only the
possibility to expand to a 2­tap FFE. Also, the swing is limited to only 0.63Vppd, which might not be
good enough for a high­loss channel. Moreover, this makes the design very sensitive to errors in the
quarter rate clock, so it might be good to add a correction algorithm to make sure the duty cycles are
25%.

Figure 3.1: Block diagram of transmitter [13].

The architecture introduced in [22] differentiates itself with a coarse and fine level 4­tap FFE. The

27
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coarse and fine FFE is implemented by adjusting the output impedance of each SST driver cell in­
dividually with reference generators. Another thing to note is that in this design also latches in the
4:1 MUX are mitigated by adopting an automatic phase alignment technique, improving power effi­
ciency and robustness. The Source Series Terminated driver (SST) drivers are well­known to be more
power­efficient than their Current Mode Logic driver (CML) counterparts due to their lower termination
power. However, to achieve precise control of the FFE tap weights, the SST drivers require several
driver segments connected in parallel. This requirement results in high dynamic power consumption
due to higher clock and data distribution requirements associated with the increased number of SST
segments.

Figure 3.2: Block diagram of transmitter [22].

[23] was one of the first 112Gb/s papers and set the standard for PAM4. The architecture imple­
ments a 3­tap FFE by having 3 slices at the output, both implementing a direct 4:1 MUX and output
driver. Before each slice, the data for both MSB and LSB paths are multiplexed to 4 UI and retimed
before going into the output slices.

Figure 3.3: Block diagram of transmitter [23].
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[24] implements a fractional 2­tap FFE, meaning the delay time of the FFE is not 1 UI, but can be
adjusted by a factor 𝛼. This way, there is another variable to adjust the equalization, thereby improving
the compensation without amplifying noise. The tap delay is adjusted in the clock path utilizing a
course­fine capacitor array­based delay cell.

Figure 3.4: Block diagram of transmitter [24].

[25] does an excellent job in both implementing a 3­tap FFE, while keeping the power consumption
very low. The architecture uses only a few latches for delay compensation. Another difference in this
design is the tailless CML driver, compared to the traditional differential­pair current­mode driver, the
maximum voltage stress across the output transistors is remarkably reduced, allowing a higher supply
voltage to be used without requiring thick oxide or cascode devices.

Figure 3.5: Block diagram of transmitter [25].

At last, [17] uses a completely different architecture approach, see Figure 3.6, implementing an 8b
SST DAC makes it flexible to implement any equalization technique digitally. In this case, an 8­tap
digital FIR is implemented, which could be well utilized in compensating more complex channels. The
performance of the SST DAC elements is also reasonable, only due to the higher number of digital
multiplexing circuitry required for driving all separate DAC elements. The total efficiency is 2.6 pJ/bit.

Figure 3.6: Block diagram of transmitter [17].
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The result of the comparison is shown in Table 3.1. It can be seen [13] does an excellent job at
achieving a high energy efficiency including PLL, however, it does not include a FFE. Therefore [24]
would be a more viable option being both energy efficient and having sufficient swing and bandwidth
for the cable loss.

Paper [13] [22] [2] [24] [25] [17]
Technology [nm] 45 40 10 65 14 14
Data Rate [Gb/s] 80 112 112 112 128 112
FFE None 4­tap 3­tap 2­tap(fractional) 3­tap 8­tap FIR DAC
Output driver CML SST CML CML CML(tailless) SST
Supply [V] 1 1/1.2 1/1.5 1.2 0.95/1.2 0.95
Max. Output Vpp,d [V] 0.63 1 0.75 1.2 1 ­
RMS jitter [fs] 205 208 154 ­ ­ ­
Power [mW] 44.1* 436* 232 243 166* ­
RLM [%] 99 97.7 98.5 99 ­
Efficiency [pJ/bit] 0.55* 3.89* 2.07 2.17 1.3* 2.6
Area [mm2] 0.1 0.56 0.0302 0.694 0.048 0.095

Table 3.1: Comparison PAM4 transmitters *including PLL power.

3.2. FFE Architectures
In general, a wireline transmitter consists of a serializer mostly consisting of retimers and Multiplexers,
a Feed Forward Equalisation (FFE) implementation to compensate the channel, and lastly, a driver
able to provide enough swing so it can be received at the other side of the line. The main architectural
difference in transmitter design is the implementation of the Feed Forward Equalisation (FFE). The first
option to implement the FFE is by means of a delaying copies with adjustable level 𝛼 of the output
signal after serializing, as shown in Figure 3.7a [22], [23], [25]. The difficulty in this application is that
the delayed copy needs to work at the desired output data rate. This makes the structure not only hard
to design but also merely flexible in the number of taps and accuracy of the 𝛼 value. Therefore a better
option would be to implement the FFE in the digital domain, as shown in Fig. 3.7b [17]. This DAC­based
implementation does pre­emphasis before serializing in the digital domain thereby allowing for a wide
variety of possibilities. The DAC can be separately designed to provide enough resolution to deliver
the right compensation for the channel. In terms of power consumption, one could say a DAC­based
implementation requires more power since there is more digital logic required. However, most digital
logic is happening at a low frequency, and finally, both implementations need to drive the same load,
which consumes most of the power. The DAC implementation is, therefore, the preferred option.

MUX

𝛼(1)
Channel

RX𝑍−1

𝑍−1

𝑍−1

𝛼(0)

𝛼(−1)

(a) Delay based

MUX DAC
Channel

RX

𝛼(1) ⋅ 𝑍−1

𝛼(0) ⋅ 𝑍−1

𝛼(−1) ⋅ 𝑍−1

(b) DAC based

Figure 3.7: 2­tap FFE implementations in transmitter architecture.

3.3. Transmitter Architecture
The complete System overview is shown in Figure 3.8. At the bottom right, the clock generation cir­
cuit will generate the necessary clock frequencies and phases employing dividers from an external
12.8GHz input. On the left, the incoming low­speed 400Mbps data is digitally generated by a synthe­
sized SRAM. The digital clock can be selected from one of the available phases. This incoming data
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will then be retimed and serialized 16× to 6.4Gb/s data signals utilizing DFFs and a 16:1 Multiplexer.
Next, this 6.4Gb/s data­stream is retimed and non­overlapping 25% duty­cycle data pulses are gen­
erated by making use of the clock phases Φ1−4. Then, a CML­based 4:1 Multiplexer will serialize this
data into a single 25.6Gb/s differential stream. This will then be amplified by a CML based DAC driver
to generate the output signal. The first 4 bits from the bottom are binary encoded where for each driver
the amount of 𝐼𝐿𝑆𝐵 cells is doubled, the top 2 bits are unary encoded and therefore require 6 cells each
consisting of 8𝑥𝐼𝐿𝑆𝐵 current sources.

3.4. Conclusion

In conclusion, different state­of­the­art wireline transmitters have been compared on their performance
and the architecture of the transmitter has been decided. Based on an analysis of the different FFE
architectures, a DAC­based option seems most viable for this application. To keep the power con­
sumption, low the best option is to combine the low power digital Multiplexer of [13] with a flexible DAC
FFE architecture like in [17]. This leads to the system implementation shown in Figure 3.8 to be the
architecture for this design.
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Figure 3.8: 6bit DAC­based wireline transmitter system overview.
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Clock generation

The goal of the clock generation circuit is to generate all the required quadrature clock phases at the
right frequencies, for the multiplexing structures to work. The 4 overlapping quadrature 6.4GHz clock
phases need to be carefully designed since jitter or clock skew will directly influence the output eye
diagram. The other phases required for the low­speed Multiplexer have more slack, but should still be
checked on functionality. Section 4.1 introduces the clock generation architecture. Section 4.2 goes
into detail about the divide­by­2 circuit design. Section 4.4 shows the layout of the clock generation
circuitry. Section 4.5 will discuss the simulation results.

4.1. Architecture
The clock generation architecture should be able to deliver the necessary overlapping quadrature clock
phases for the multiplexing and retiming structures used in the system. The multiplexing structure has
been specifically designed to work with all 50 % duty cycle clock phases, to keep the divider design
simple and symmetrical to the multiplexing structure. The reason for this choice is that each divider
will inherently have some delay, meaning the lower frequency clock phases 𝐶𝐾3 will always be lagging
behind higher frequency clock phases like 𝐶𝐾1. For the latchless 16:1 Multiplexer design in Chapter
5, this is an advantage since it would fail and select the wrong data if the rising edge of a fast clock
like 𝐶𝐾1 would be leading the falling edge of a 𝐶𝐾3, meaning data that is multiplexed would not be
available anymore. The clock generation architecture is shown in Figure 4.1. A 12.8GHz external
differential reference clock will come in from the left, where it will be terminated and buffered to drive
the first divider. The first divider is a CML latch­based divide­by­two implementation converting the
differential 12.8GHz incoming clock to 4x 6.4GHz IQ phases. The next dividers are normal latch­
based back­to­back circuits dividing down 16× to generate all 45𝑜 quadrature clock phases at 3.2GHz,
1.6GHz, 800MHz and 400MHz. What is not shown in this figure is that all clocks 𝐶𝐾0,1,2,3 are also
complementary, since every ÷2 has a complementary IQ output the 𝐶𝐾0,1,2,3 can also be used in the
multiplexing structure. Lastly, two­phase selectors have been designed to be able to select both the
6.4GHz Φ1−4 phases for the high­speed retimer and the 400MHz 𝐶𝐾3<0−7> for the digital SRAM.
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Figure 4.1: Clock generation architecture.
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4.2. Dividers

In this design, only divide­by­2 circuits are used whose main purpose is to half the frequency and
generate the quadrature phases necessary for the multiplexing structure. Most frequency dividers
employ one or more latches, the design choices depend on parameters such as the maximum speed,
power consumption, and the amount of clocked transistors [26]. This design employs two different
divider structures. These structures have been used earlier in a test buffer of a PLL and proven to work
at cryogenic temperatures [27], [28].

The first divide­by­2 has to run at a high frequency and divide the 12.8GHz into the 4 6.4GHz
clock phases Φ1 − Φ4. The chosen topology here is a CML static latch, although it consumes high
power, it can reliably operate at high frequencies. The CML latch is shown in Figure 4.2a, the two main
advantages of this circuit are: (1) a moderate voltage swing is used equal to 𝐼𝑆𝑆 ⋅ 𝑅𝐷, allowing fast
transitions, and (2) only NMOS devices are used in the data and clock paths minimizing input load
capacitance. In the divide­by­2 structure shown in Figure 4.2b, two CML latches are connected in a
master­slave configuration to generate the required 50% quadrature clock phases Φ1 −Φ4.
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Figure 4.2: Static CML divide­by­2 structure.

The other divide­by­2 structure in this design is used for all other divisions from 6.4GHz down
to 400MHz. The chosen latch is a dynamic ”Clocked CMOS” (C2MOS) latch, which can operate at
reasonably high speeds while having a lower power consumption than the CML topology offering an
attractive solution for all dividers in this design. The C2MOS latch is shown in Figure 4.3a, the first
branch will latch the input 𝐷 on the 𝑄 node when 𝐶𝐾 is high, the second branch inverter will generate
the complementary 𝑄. The complete C2MOS divide­by­2 structure is shown in 4.3b, where 4 latches
are used to generate the quadrature phases in a complementary master­slave structure. A disadvan­
tage of this structure is the meta­stability at startup, due to the input and output nodes of the C2MOS
latches being undefined. Therefore, an asynchronous reset transistor has been added to make sure
all quadrature phases can be reset at startup.
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Figure 4.3: Dynamic C2MOS divide­by­2 structure.

4.3. Input Buffer
The input buffer circuit is shown in figure 4.4. The termination resistors will match the incoming clock
signal to 𝑅𝑇 = 50Ω. Coupling capacitors will block DC signals and pass the high­frequency clock into
the back­to­back inverters. The back­to­back inverters will generate a full rail­to­rail complementary
clock signal. This rail­to­rail signal is then amplified by two inverters to drive the input of the first clock
divider.

𝑅𝑇 = 50Ω

𝑅𝑇 = 50Ω

𝐶𝑇 = 55𝑓𝐹

𝐶𝑇 = 55𝑓𝐹

Figure 4.4: Input buffer circuit.

4.4. Layout
The layout of the clock generator is shown in Figure 4.5. The external 12.8GHz differential clock input
will come in from the pads on top. Then this will be terminated on­chip, using 50Ω unsilicided poly
resistors. The input buffer will then convert the input signal to a rail­to­rail clock signal. The CML
divide­by­2 circuit is directly below and will divide the input clock into 4 quadrature phases Φ1 − Φ4.
These 4 phases then go directly down to the phase selector, so the path to the Multiplexers is as short as
possible. The Phase Selector make use of the same Multiplexers as will be later discussed in Chapter
5 to select a phase. Φ2 and Φ4 are used as input for the C2MOS dividers on the right to generate all
other required clock phases. Another selector on the bottom can select one phase for the SRAM. After
each divider and in between long lines, large buffers have been added to drive lines and connected
circuitry.
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Figure 4.5: Clock generation architecture.

4.5. Results
A simulation of the post­layout RC extraction is run with an ideal external clock signal, the resulting
phase outputs are shown in Figure 4.6. Note that only the positive phases are shown; there is also a
complementary version. This means that in total there are 34 quadrature phases being generated to
be used in this system. WLTX 16phaseselector_TB schematic 13:06:02  Mon Sep 27 2021
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Any phase noise on the 4 6.4GHz phases Φ1 − Φ4 will directly influence the output eye diagram.
Simulating the phase noise spectrum of this big circuit was not possible due to server limitations, so an
approximation of the peak­to­peak random jitter was simulated. A 25 ns transient simulation was run
with transient noise from 10 kHz to 100GHz. The simulated eye diagram of the Φ1 output is shown in
Figure 4.7, measuring the peak­to­peak jitter at the middle crossing gives a total of 𝐽𝑝𝑝 ≈ 300𝑓𝑠.
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Figure 4.7: Extracted simulation CML divider output Φ1, to measure peak­to­peak random jitter.

A breakdown of the power consumption of the clock generator is shown in table 4.1. It can be seen
that most power is consumed by the high­frequency CML divider, which was expected. Another thing to
notice is that in total the clock consumes more power than all other systems in the chip together, mainly
due to oversizing the input buffer and CML divider for jitter performance and adding many buffers to
drive the long lines.

Part Current @1.1V
Input buffer 5.35 mA

CML Divider Φ1 −Φ4 15.43mA
C2MOS Divider 𝐶𝐾0 3.347 mA

C2MOS Dividers 𝐶𝐾1, 2, 3 4.245 mA
Clock buffers 𝐶𝐾0, 1, 2, 3 2.436 mA
SRAM selector 𝐶𝐾3𝑆𝑅𝐴𝑀 19.52 uA

Phase selector 736.5 nA
Total 29.41 mA

Table 4.1: Power consumption Clock.

4.6. Conclusion
The clock generation was meant to generate all quadrature clock phases for the structure with sufficient
clock jitter, skew, and bandwidth performance. Those goals were achieved. The architecture was
mainly based on divide­by­2 circuits generating quadrature clock outputs. A CML divider was chosen
for the important high­speed clock phases to minimize jitter, that would be visible on the output eye.
The other dividers made use of a C2MOS latch division structure having a lower power consumption,
but still able to deliver the quadrature performance. The layout has been kept simple and symmetric
to minimize clock skew. Results show the peak­to­peak jitter requirements can be reached, RMS jitter
simulations could not be run.





5
Low speed 16:1 Retimer and Multiplexer
This section will discuss the design of the almost latch­less 16­to­1 Multiplexer used in the Wireline
transmitter.
First, the latch­less Multiplexer architecture is introduced in Section 5.1. The 2­to­1 Multiplexer used in
this architecture is shortly evaluated in Section 5.2. The layout approach to minimize the size and clock
skew is shown in Section 5.3. Following up, the issues of this design are addressed in Section 5.4 and
the extracted simulation results are shown in Section 5.5.

5.1. Architecture
As shown in section 3.3, the 16:1 Multiplexer is responsible for serializing the low­speed 400Mbps data
signals from the SRAM memory to high­speed 6.4Gb/s output signals. The complete system employs
10 separate DAC elements for the 4­bit binary, 2­bit unary(2+4) DAC. For each DAC element, there is a
separate serializing slice, each multiplexing 25.6Gb/s

400Mbps = 64×, this means in total there are 10×64 = 640
input bits. The low­speed multiplexing structure is responsible for serializing these 640 bits 6.4Gb/s

400Mbps =
16×, meaning a total of 64016 = 40 16­to­1 serializers are needed. A conventional implementation of a 16­
to­1 Multiplexer combining 2­to­1 Multiplexers, would require 15 2­to­1 Multiplexers each, so 40𝑥15 =
600 in total. A common way to synchronize the data before each 2­to­1 Multiplexer is done using 2
latches or DFFs, as shown in Figure 5.1a. Using this structure would require at least 600 × 2 = 1200
latches, which would be very power consuming. Another problem with this architecture is the possible
glitches that could appear when 𝐿1, 𝐿2 and 𝑆1 transition on the same clock input, but there is a delay
mismatch resulting in the data not being ready before selected by 𝑆1. This could happen due to clock
jitter, clock skew, or even a delay difference between rise and fall times. Figure 5.1b illustrates such a
simultaneous transition in red, due to 𝐿2 leading and 𝐿1 lagging, a large glitch appears at the output of
the Multiplexer 𝑆1. Even if the timing would be extremely accurate, a glitch, although smaller, could still
appear.

𝑆1

𝐿1

𝐿2
𝐶𝐾

𝐶𝐾
𝐶𝐾

𝐷𝑖𝑛1

𝐷𝑖𝑛2
𝑂𝑈𝑇

(a) Circuit

𝐶𝐾

𝐴

𝐵

𝑂𝑈𝑇
(b) Timing Diagram

Figure 5.1: Basic 2­latch structure.

A conventional solution shown in Figure 5.2a would be to keep the first two latches 𝐿1 and 𝐿2 syn­
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40 5. Low speed 16:1 Retimer and Multiplexer

chronizing the data to block any glitches from the preceding multiplexing stage. Then adding an extra
latch 𝐿3 to avoid any input change when the clock is selected 𝐴. Another purpose of 𝐿3 is to make sure
there are no simultaneous transitions or “glitches”. Figure 5.2b shows the same transition in red, only
now due to point B being delayed half a clock cycle no simultaneous transition appears, and the glitch
is suppressed. Unfortunately, adding this extra latch would increase the power consumption, since
now in total 600x3=1800 latches are needed.
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(a) Circuit

𝐶𝐾

𝐴
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𝑂𝑈𝑇
(b) Timing Diagram

Figure 5.2: Conventional 3­latch structure.

When the input signals Din1 and Din2 are known and well­controlled, 𝐿1 and 𝐿2 can be omitted.
This is assumed that 𝐷𝑖𝑛1 and 𝐷𝑖𝑛2 change on one edge of the clock and settle before the next edge.
For example, if the previous Multiplexer in the structure uses the same clock. Now, this trick cannot be
done directly after the SRAM since there the data is undefined. However, removing 𝐿1 and 𝐿2 after the
first multiplexing stage where this signal is defined would be beneficial for power. See Figure 5.3, only
𝐿3 is still necessary to prevent glitches.
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𝐿3 𝐶𝐾𝐵
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𝐵
(b) Timing Diagram

Figure 5.3: 1­latch structure [13].

Now if there are quadrature clock phases available, these phases can create the necessary delay
between each Multiplexer by the proper choice of clock edges, 𝐿3 can effectively be replaced. This has
already been used in [29] to establish a longer hold time of the Multiplexer input, and in [13] to remove
latches completely, see Figure 5.4.

Figure 5.4: IQ clock timing scheme [13].
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The example structure in Figure 5.4 shows how 𝐷𝑒𝑣𝑒𝑛 and 𝐷𝑜𝑑𝑑 will never transition at the same time
due to the 90 degrees phase shift between 𝐶𝐾2,𝐼 and 𝐶𝐾2,𝑄. This does require the clock 𝐶𝐾2,𝑄 to always
lag with an exact phase delay of 90 degrees or half a 𝐶𝐾1 clock cycle. Then at each transition, there is
half a 𝐶𝐾1 clock cycle available, so 𝐷𝑒𝑣𝑒𝑛 and 𝐷𝑜𝑑𝑑 will have sufficient time to settle before 𝑆1 selects
𝐷𝑜𝑢𝑡. This architecture can be extended continuing the odd and even structure, ensuring there are
enough clock phases available. The first Multiplexers 𝑆4 − 𝑆7 make use of clock phases 𝐶𝐾3,𝐼𝐼,𝐼𝑄,𝑄𝐼,𝑄𝑄,
each lagging with a phase delay of 90 degrees or half a 𝐶𝐾2 clock cycle. Implementing this extended
structure will save a total of 1200 latches compared to the conventional solution. Only 10×5×8 = 400
latches are still necessary for retiming the SRAM data at the input to the clock phases. An extra row
of retimers is added to be sure the data from the SRAM is retimed with the same clock. The complete
16­to­1 Multiplexer is shown in Figure 5.6.
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Figure 5.5: 16­to­1 Multiplexer timing diagram, the top row shows the output of the 16­to­1 Multiplexers when D<0>, D<4>,
D<10>, D<15> transition from 0 to 1, the lower rows illustrate the in­between transitions on the clock phases from nodes
Q<10>,C<2>,B<2>,A<0> to OUT. The nodes are shown in Figure 5.6

Figure 5.5 shows a simulation of the transitions D<0>, D<4>, D<10>, D<15> from 0 to 1, while the
rest of the inputs stay 0. In order to understand the structure, let us follow signal D<10>, from left to
right in Figure 5.6. This signal will come from the SRAM and thus needs to be retimed with the first
DFF, which makes sure it is synchronized with CK3<0>. Then the data is retimed again to the negative
edge of CK3<2> and then retimed again by the positive edge CK3<2> creating Q<10>. Hence Q<10>
lags behind Q<2> for half a clock cycle.

After being retimed, the first Multiplexer 𝑆5 will be selecting C<2> to become Q<10> on the positive
edge of CK3<2>. Then the secondMultiplexer 𝑆6 will be selecting B<2> to becomeC<2> on the positive
edge of CK2<2>, followed by 𝑆4 making A<0> equal to B<2> on the positive edge of CK1<0>. Lastly
Multiplexer 𝑆8 will select A<0> on the positive edge of CK0, resulting in 𝑂𝑈𝑇 to transition from 0 → 1.
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Figure 5.6: 16­to­1 Multiplexer architecture.

5.2. CMOS 2­to­1 Multiplexer
There are two common logic implementations of a 2­to­1 Multiplexer. The first implementation makes
use of pass gates and is shown in Figure 5.7. When 𝑆𝐸𝐿 = 1, the top NMOS and PMOS transistor
will turn on and allow the signal of 𝐴 to be passed to the inverter at the output, while the bottom two
transistors are turned off and block incoming signal 𝐵. When 𝑆𝐸𝐿 = 0, the bottom PMOS and NMOS
transistor will turn on and pass signal 𝐵, while the top two transistors are turned off to stop 𝐴. This
implementation is popular in complex logic circuits as it does not require high power and saves area.
For high­speed Cryo­CMOS purposes, the pass gates will form an issue. At cryogenic temperatures,
the threshold voltage 𝑉𝑇 increases, also the subthreshold slope increases. Thismeans that when having
a limited swing, it could occur the Gate­Source voltage 𝑉𝐺𝑆 on the NMOS pass gate of 𝐴 is not large



5.2. CMOS 2­to­1 Multiplexer 43

enough 𝑉𝐺𝑆 > 𝑉𝑇 to make the pass gate conduct. The subthreshold slope will mean the pass gate is
not fully open and hence the increased resistance will limit the speed of the system.
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Figure 5.7: Pass­gate 2­to­1 Multiplexer circuit.

The second option to implement a 2­to­1 Multiplexer is a complementary CMOS circuit, as shown
in Figure 5.8. It consists of two branches and an inverter. The middle 4 PMOS and NMOS transistors
select either branch to be connected to the inverter. For example, if 𝐴 = 1 and 𝑆𝐸𝐿 = 0 then the right
bottom two NMOS transistors will conduct and pull the input of the inverter down, thus the output will
be 𝑂𝑈𝑇 = 1. The biggest advantage of this implementation is the output has a rail­to­rail swing, thus
not very susceptible to the cryogenic threshold problem. Since both the regular and inverted clocks are
already available, power consumption is also relatively low.
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Figure 5.8: CMOS 2­to­1 Multiplexer circuit.

Sizing the CMOS logic was done by taking three factors into account. (1) the power consumption
of each Multiplexer should be kept as low as possible; (2) the delay of the Multiplexer should be within
boundaries so it does not cause a bit error at the high frequency even when driving the load; (3) the
ratio between pmos and nmos should be optimized such so the load resistance is equal for both and
rise and fall times are similar.

The ratio between nmos and pmos can be calculated by equalizing the current equations for both n
and p channel devices, both are approximately equal if PMOS is sized twice as large. After simulating
the rise and fall times, the bottom transistors were optimized to be 𝑊

𝐿 𝑁𝑀𝑂𝑆
= 200nm

40nm and the top tran­

sistors 𝑊
𝐿 𝑃𝑀𝑂𝑆

= 410nm
40nm . These values are for both the complementary stage and the inverter stage,
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since the former one is stacked, the fan­out factor for the latter inverter is approximately 2 which is
acceptable.

5.3. Layout
To keep the area of the complete chip as small as possible and prevent long clock lines or too much
skew between the different Multiplexers, the complete 16­to­1 Multiplexer has been cramped into a
small but long structure of 4um by 90 um. This was done by making arrays of 8 DFF retimers and
putting them side by side. Similarly, the Multiplexers have been moved side to side thereby minimizing
the delay between each and aligning them directly on top of the DFF array.
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Figure 5.9: Layout sketch 16­to­1 Multiplexer and retimers.
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Figure 5.10: Virtuoso Layout 16­to­1 Multiplexer and retimers.

5.4. Issues
The latch­less Multiplexer structure could fail in a few scenarios, due to signals or clock delays leading
or lagging for longer than the available selection time of a Multiplexer. It is assumed that the selectors
will retime the incoming data signal by the clock edges and thereby resetting the error 𝜎 at each stage.
However, Monte Carlo simulations are needed to prove this. If this is known, a few requirements
can be set for each stage, looking at the blue arrows in Figure 5.6. The total data delay should be
smaller than the duration of the incoming data signal minus the duration of the output signal 𝑇𝑆1,2,4,8𝐷𝑄 <

1
400𝑀𝑏𝑝𝑠 −

1
6.4𝐺𝑏/𝑠 = 2.5𝑛𝑠 − 165𝑝𝑠 = 2.34𝑛𝑠. This is to make sure the incoming data information is still

available when selected and not delayed too much so a new data signal is selected. This requirement
will continue for the rest of the structure so 𝑇𝑆1𝐷𝑄 < 1.25𝑛𝑠, 𝑇

𝑆1,2
𝐷𝑄 < 1.875𝑛𝑠, 𝑇𝑆1,2,4𝐷𝑄 < 2.1875𝑛𝑠. Another

requirement is the maximum allowed error 𝜎𝑇𝐶𝑄𝑆8 on the output, based on the bit error requirements
and the available setup time of the following retimer stage this should be determined.

Clock skew could also cause a big issue in this structure since everything is phase­related. If a
clock phase comes in too late at one of the Multiplexers in Figure 5.6 this will cause the wrong data to
be sent to the next stage. Therefore to validate the functionality of the system, the clock skew needs
to be added to the sigma of the 𝑇𝐶𝑄 and 𝑇𝐷𝑄 delays. Clock skew can only be simulated after extraction
of the layout since it is dependent on the length of traces and the characteristics of the transistors.
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5.5. Results

The first simulations were Monte Carlo runs of the complete 16­to­1 Multiplexer to find the delay times
and errors 𝜎 of the blue arrows in Figure 5.6. The measured delay results of the Monte Carlo runs are
shown in Table 5.1. Note that these simulations are just an estimation since only 100 Monte Carlo runs
have been executed while more are needed to accurately predict the 𝜎𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ, due to mismatch in
devices. It can be concluded from the results that the total 𝑇𝐷𝑄 delays have more than sufficient margin,
so no bit error will occur due to an incoming signal coming in late. Moreover, it can be seen that the
different stages will reset the error at each multiplexing stage since the clock delay error from only the
last stage is 𝜎𝑆8𝐷𝑄 = 2𝑝𝑠, while the clock delay from the first to the last stage is larger 𝜎𝑆1,2,4,8𝐷𝑄 = 12.2 𝑝𝑠.
Hence, the timing error of the last multiplexing stage is likely only related to itself and unrelated to the
total delay error of the system.

Delay path 𝑇𝑡𝑜𝑡 𝜎
𝑇𝑆1𝐷𝑄 29ps 2 ps
𝑇𝑆1,2𝐷𝑄 79ps 6 ps
𝑇𝑆1,2,4𝐷𝑄 124ps 9.4 ps
𝑇𝑆1,2,4,8𝐷𝑄 172ps 12.9 ps
𝑇𝑆1,2,4,8𝐶𝑄 174ps 12.2 ps
𝑇𝑆8𝐷𝑄 24ps 2 ps

Table 5.1: Monte Carlo time delay crossing simulation results.

The second simulation that has been done was a fully extracted layout simulation of all 16­to­1
Multiplexers and retimers. This way the effect of clock skew can be best analyzed since the long
clock lines are taken into account. Each Multiplexer was given the same input data stream, so each
Multiplexer would have the same output. Therefore, any clock skew will appear as a delay between
each Multiplexer output. The result of all outputs is plotted as an eye diagram in Figure 5.11.
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Page 1 of 1Figure 5.11: Extracted simulation 16­to­1 Multiplexer, clock skew crossings.

From Figure 5.11, it can be concluded that the total peak­to­peak clock skew in the system account­
ing for both rising and falling edges is about 6 ps. Looking only at rising edges the exact clock skew
delay between the first and last output is just 3 ps. Combining both the jitter from the mismatch of
the devices, the clock skew, and the random clock jitter of the 3.2GHz clock, the total jitter can be
approximated as follows:

𝜎𝑡𝑜𝑡 = √𝜎2𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ + 𝜎2𝑠𝑘𝑒𝑤 + 𝜎2𝑟𝑎𝑛𝑑𝑜𝑚 = 6.3𝑝𝑠 (5.1)

To determine if the combined jitter and clock skew is a problem, the crest factor needs to be calcu­
lated. This can be done using the following equation:

𝑃 (∣ Jitter ∣≥ 𝑁𝜎
2 ) = 𝐷𝑇𝐷 × erfc(

𝑁
√8
) (5.2)

Where P is the chance of a bit error, data­transition Density (DTD) (= 0.5 for data signal), 𝜎 the RMS
jitter, and lastly N is the crest factor.

For the required BER of 10−6 the crest factor will be 9.5. This means that the total peak­to­peak
jitter will be:

𝐽𝑝𝑒𝑎𝑘−𝑝𝑒𝑎𝑘 = 𝑁𝜎 = 9.5 ⋅ 6.3 = 60𝑝𝑠 (5.3)

Since at a data speed of 6.4Gb/s there is 156 ps available to sample the data, the setup time of the
next high­speed retimer should be below 95ps.
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Power In total all the 10x low­speedmultiplexing slices including retimers consume an average power
of 2.85mA at 1.1­V nominal supply.

5.6. Conclusion
A power­efficient low­speed 16­to­1 Multiplexer structure has been designed to convert the 400Mb/s
input signals into a 6.4Gb/s stream. A C2MOS 2­to­1 Multiplexer is chosen for its full swing capabilities
and likely will work well at cryogenic temperatures. A layout strategy was introduced to minimize the
area and clock skew, which turned out to be sufficient for preventing any issues as could be seen in
the simulation results.





6
High­speed retimer and Direct 4:1

Multiplexer

For high­speed operations above 5Gb/s, the latch­less strategy will be difficult in CMOS logic. There­
fore, the data must be retimed using a high­speed retimer and 25% duty cycle pulses need to be
generated for a 4:1 CML Multiplexer to finally create the 25.6Gb/s data stream.

This chapter is structured as follows, Section 6.1 introduces the architecture of the Direct 4:1 Mul­
tiplexer, pulse generator, and retimer. The retimer DFF circuit is chosen in Section 6.2. The pulse
generator circuit is analysed in Section 6.3 and the 4:1 Multiplexer in Section 6.4. The clock tree layout
approach is discussed in Section 6.5. The resulting pulses and MUX output are shown in Section 6.6.

6.1. Architecture

The incoming 6.4Gb/s data from the previous Multiplexer needs to be converted to a 25.6Gb/s signal,
making use of 4x 50% duty cycle 12.8GHz clock phases. A Direct 4:1 Multiplexer will convert 4 incoming
data streams into a single 25.6Gb/s output. However, before this can be done, the data needs to be
retimed, made complementary, and adapted to 25% duty cycle pulses. The structure to do this is
shown in Figure 6.1, where the High­speed retimer, pulse generator, and 4:1 Multiplexer are drawn for
the second input A<1>. The first DFF in this structure will retime all 6.4Gb/s incoming data streams to
the second clock phase Φ2. Then a complementary copy should be made and retimed. Then the data
should be reduced to a 25% duty cycle pulse at each phase. This will generate interleaving pulses for
the 4:1 Multiplexer to generate one high speed 25.6Gb/s output.

49
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Figure 6.1: Architecture High­speed retimer, pulse generator and 4:1 Multiplexer.
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Figure 6.2: Timing diagram of high­speed retimer, showing the transitions from A<1> to D<1>.

6.2. DFF
A commonly used Dynamic Flip­Flop (DFF) implementation is a transmission gate based master­slave
DFF, shown in Figure 6.3. In basic operation, when the clock is high, the incoming signal 𝐷 latches on
the master, setting up point 𝑄𝑀 = 𝐷. Then when the clock is low, the slave will latch point 𝑄𝑀 making
the output equal to 𝑄 = 𝐷 on the next positive edge. The setup time of this structure is very limited
by the performance of the transmission gates, and as was already discussed in the previous section,
these pass gates do not perform well at cryogenic temperatures. Therefore, other options should be
considered.
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Figure 6.3: Transmission gate based DFF.

Another well­known way to implement a DFF is utilizing the True Single­Phase Clocking (TSPC)
topology, shown in Figure 6.4. Using a technique with ”split” outputs [30], the amount of transistors
in the clock path is reduced to only 2. Degraded voltage levels at points X and Y, will slow down the
transition speed, therefore the clock switch transistors are implemented complementary[31]. This way,
the setup time is predicted to be around 20 ps, which is well below the available 95 ps.
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Figure 6.4: TSPC DFF [31].

6.3. Pulse generator
The pulse generator will drive the switches of the 4:1 Multiplexer with a rail­to­rail swing. Therefore
it should be able to drive the capacitive load of both the long line and the switching transistor of the
4:1 Multiplexer. It should switch fast enough so the 25% duty cycle can be generated with sufficient
steep edges. The basic goal of the pulse generator is a simple 3­input AND operation, 𝐷<𝑜𝑢𝑡> =
Φ𝐴&Φ𝐵&𝐶<𝑖𝑛>. Combining two incoming 50% phases to one 25% pulse only if the input 𝐶<𝑖𝑛> = 1.
To implement this some designs use custom circuits [2][25]. However, these circuits are really hard to
tweak to make sure the delay paths betweenΦ𝐴 andΦ𝐵 are equal. A much simpler approach would be
to use logic 2­AND ports and configure them such so the delay of Φ𝐴&Φ𝐵 andΦ𝐵&𝐶<𝑖𝑛> are equal, like
what has been done in [32]. The pulse generation circuit is shown in Figure 6.5. It has been designed
with minimum size LVT transistor­based AND ports for optimal speed followed by a buffer to provide
enough power to drive the load line and the Direct 4:1 Multiplexer.
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Figure 6.5: Pulse generator circuit.

6.4. Direct 4:1 Multiplexer
Making a high­speed Multiplexer at 25.6Gb/s calls for a CML implementation. There are several rea­
sons for this choice. The most important is CML Multiplexers can reach much higher speeds than
conventional logic Multiplexers in 40­nm technology due to the fact a current steered implementation
can switch faster than a voltage swing circuit. A second advantage here is that the output of the CML
Multiplexer can be directly used as input of the CML output driver since it converts the rail­to­rail input
inherently to the required differential common­mode signal. The last reason is that only a single NMOS
transistor is needed to switch the current, thereby minimizing the parasitic capacitance and thus having
a higher bandwidth than any other stacked implementation. Figure 6.6 shows the implemented Direct
4:1 Multiplexer circuit.

Vdd

𝐷 < 0 >

𝑍
𝑍

𝑊𝑀
𝐿𝑀

= 1𝑢⋅𝑁
40𝑛

𝐷 < 0 >

𝐷 < 1 >

𝐷 < 1 >
M M M M

𝐷 < 2 >

𝐷 < 2 >

𝐷 < 3 >

𝐷 < 3 >

𝑅 = 1.6𝑘Ω/𝑁

Figure 6.6: Direct 4:1 Multiplexer circuit.

The sizing of the circuit is done with bandwidth and sufficient swing in mind. The required swing
should be large enough to completely switch the next output driving DAC, as the NMOS transistors of
the differential pair must operate only in saturation to guarantee high­speed operation. To satisfy this
requirement, the differential voltage swing must exceed the Δ𝑉𝑖𝑛,𝑚𝑎𝑥 of the next DAC driver [33].

𝑅𝐷𝐼𝑆𝑆 ⩾ √
2𝐼𝑡𝑎𝑖𝑙𝐷𝐴𝐶
𝜇𝑛𝐶𝑜𝑥

𝑊
𝐿 𝐷𝐴𝐶

(6.1)

However, the driver DAC bits will differ in size, meaning the input capacitance for the LSB is about 8×
smaller than the MSB bit. To keep a constant delay, the resistance of the Direct 4:1 Multiplexer should
be scaled with the load capacitance of the following DAC bit. To keep the bandwidth sufficient, the
following equation must hold.

𝐵𝑊 = 1
2𝜋𝑅𝑀𝐶𝑀

≤ 0.7 ⋅ Bitrate = 0.7 ⋅ 25.6GHz (6.2)

Since the input capacitance for the LSB driver bit plus the line is approximately 5𝑓𝐹 and increases
each unary bit up to 𝐶𝑀 = 𝑁 ⋅ 𝐶𝑀𝐿𝑆𝐵 = 8 ⋅ 5𝑓𝐹 = 40𝑓𝐹. This means the resistance should be scaled
accordingly to keep a constant delay Τ = 1

𝐵𝑊 , the resistance should be 𝑅𝑀 = 𝑅𝑀𝐿𝑆𝐵/𝑁 = 1.6𝑘Ω/𝑁.
However, as discussed before the output swing should stay constant for each DAC bit to guarantee
complete switching, meaning for a lower 𝑅𝑀 the current should be increased to compensate. Using
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all the same NMOS switching transistors and the required swing being over 400mV, this leads to the
width of the current switches being scaled to 𝑊𝑀

𝐿𝑀
= 1𝜇𝑚⋅𝑁

40𝑛𝑚 .

6.5. Layout
The layout of the High­speed retimer and Direct 4­to­1 Multiplexer is shown in Figure 6.7. The data
pulses 𝐷0−3, 𝐷0−3 comes in from the right where it was serialized to a speed of 6.4Gb/s and then
moves to the left into the high­speed retimers. The retimers work with the 4 clock phases which are
distributed to all the high­speed retimers by a higher metal clock tree. The clock tree starts from the left
top and gets buffered in the middle, it then splits into branches of 2 and 3 until it reaches the Multiplexers
indicated with green arrows. The retimed data then flows from the right to the left through a lower metal
line underneath the clock tree into the Direct 4­to­1 Multiplexer, indicated with pink arrows. In the 4­to­1
Multiplexer, these separate pulses get multiplexed into a single high­speed 25.6Gb/s signal ready to
go into the DAC on the left.

Φ1−4

𝐷0−3

𝐷0−3
4:1
MUX

Retimer+
pulse gen

Figure 6.7: Layout High­speed retimer and Direct 4­to­1 Multiplexer.

6.6. Results
The layout has been extracted and a functional time­domain simulation was run with one retiming, pulse
generation and 4:1 multiplexing slice. The result is shown in Figure 6.8, where the top shows all the 25
% duty cycle pulses generated and the bottom illustrates the differential output of the Multiplexer.
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Page 1 of 1Figure 6.8: Extracted simulation of high­speed retimer pulse output and Direct 4:1 Multiplexer differential output.

Power The average power consumption breakdown is shown in table 6.1. The total power consump­
tion of the 4:1 Multiplexer, retimer and pulse generator for all 10 slices is 16.3mA at 1.1V nominal.

Part Current @1.1V
Retimers and pulse generation 5.119 mA

Direct 4:1 Multiplexer 11.19 mA
Total 16.3 mA

Table 6.1: Power consumption retimers, pulse generators, and 4:1 Multiplexers.

6.7. Conclusion
This chapter showed the design of the high­speed retimer, pulse generator, and Direct 4:1 Multiplexer.
It is critical for the system to retime the incoming data correctly so no bit errors appear at the output,
a TSPC DFF was designed to do this at the required 6.4Gb/s data rate. Then a pulse generator was
designed to prepare the data for the ”Direct” 4:1 Multiplexer to generate a reliable 25.6Gb/s output for
the DAC. The results show a successful generation of the pulses and output signal.
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DAC

The Digital­to­Analog Converter (DAC) has to be designed to drive the wireline with sufficient swing,
linearity, and bandwidth.

This chapter is ordered as follows: Section 7.1 will introduce the two main driver architectures and
justify the choice for CML. Section 7.2 will go through the design of the DAC in detail based on the
swing, linearity, and bandwidth requirements. Section 7.3 shows the design of the biasing circuitry for
the LSB element. Section 7.4 addresses the design of the output termination and peaking inductor.
The layout of the DAC is shown in Section 7.5. The resulting eye diagram is discussed in Section 7.6.

7.1. Architecture
The DAC will be the final stage of the wireline transmitter, and therefore, the driver of the load. This
means for a given voltage swing, the driver needs to deliver the voltage/current to achieve the required
swing over the output resistor. There are two categories of output drivers, (1) the Current Mode Logic
driver (CML) driver steering current to generate logic levels and (2) voltage­mode drivers or Source
Series Terminated driver (SST) directly putting voltage on a matched termination load. There are also
hybrid drivers combining both current and voltage.

7.1.1. CML driver
The Current Mode Logic driver (CML) driver generates a voltage swing over the load resistor by driving
a current through the line. An example implementation of a CML driver is shown in Figure 7.1. In this
case, the structure is simplified to a 2­bit DAC to generate the 4 levels required for PAM4. Each bit
consists of a switching pair, and a tail source, together these are connected to one termination resistor.
The tail source generates the current for the required level swing on the load and termination resistor,
while the switching pair turns on either of the branches to steer the current in a positive or negative
direction. In this way, a differential swing can be generated on the load resistors.

𝑉𝐷𝐷

MSB LSB

𝑉𝑡𝑎𝑖𝑙

𝑅𝐿

𝑅𝑇 𝑉𝐷𝐷

𝑉𝐶𝑀
𝑉𝑚𝑎𝑥

3𝐼0𝑅𝐿
2

𝑉𝑂𝑈𝑇

+
­

𝑉𝐷𝑆
+
­

𝐼02𝐼0

Figure 7.1: Single­ended 2­bit CML driver [13].

Figure 7.1 shows only one side of the driver to illustrate the single­ended swing over the load resistor
𝑅𝐿. On the driver side also a termination resistor is chosen equal to the load 𝑅𝑇 = 𝑅𝐿 = 50Ω. The
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common­mode voltage level at the output node will be equal to 𝑉𝐶𝑀 = 𝑉𝐷𝐷 − 3𝐼0𝑅𝑇/2, and the single­
ended swing 𝑉𝑚𝑎𝑥 = 3𝐼0(𝑅𝑇||𝑅𝐿) = 3𝐼0𝑅𝐿/2. With this, the minimum required supply voltage can be
calculated.

𝑉𝐷𝐷min =
3𝐼𝑅𝐿
4 + 𝑉max + 𝑉𝐷𝑆 + 𝑉𝑡𝑎𝑖𝑙 (7.1)

Here, 𝑉𝐷𝑆 is the minimum allowable drain­source voltage for the switching transistor, which will be
approximately 𝑉𝐷𝑆 = 0.1𝑉. 𝑉𝑡𝑎𝑖𝑙 is the minimum allowable voltage for the current source and approxi­
mately 𝑉𝑡𝑎𝑖𝑙 = 0.3𝑉. For a peak­peak swing of 800 mV, 𝑉𝑚𝑎𝑥 = 0.4𝑉 and the total power consumption
for the driver can be calculated as follows:

𝑃𝑑𝑟𝑖𝑣𝑒𝑟 = (𝑉𝐷𝐷𝑚𝑖𝑛 ⋅ 3𝐼 = 1.5𝑉max + 𝑉𝐷𝑆 + 𝑉𝑡𝑎𝑖𝑙) ⋅
2𝑉max

𝑅𝐿
𝑃𝑑𝑟𝑖𝑣𝑒𝑟 = (𝑉𝐷𝐷𝑚𝑖𝑛 ⋅ 3𝐼 = 1.5 ⋅ 0.4 + 0.3 + 0.1) ⋅

2 ⋅ 0.4
50 = 16𝑚𝑊

(7.2)

This structure has a few disadvantages. Firstly, the current is always flowing through the tail source,
meaning the power consumption is high. Secondly, the tail source limits the maximum achievable swing
due to the required 𝑉𝐷𝑆 on the tail source. The main advantage of a CML DAC is the high speed it
can achieve. Due to the use of only NMOS transistors and relatively small required input swing, the
parasitic input capacitance of the DAC is small. This allows for a large bandwidth compared to other
driver techniques and hence can achieve very high speeds.

7.1.2. SST driver
A Source Series Terminated driver (SST) driver can generate a voltage level on the load by switching
the supply voltage ’on’ or ’off’ of the chosen series resistors. An examples structure of a 2­bit DAC
implementation is shown in Figure 7.2. The SST DAC consists of two inverters and two resistors. The
MSB resistor is scaled to 𝑅𝑀𝑆𝐵 = 1.5𝑅𝐿, and LSB resistor to 𝑅𝐿𝑆𝐵 = 3𝑅𝐿. This will yield the maximum
single­ended swing of 𝑉𝑚𝑎𝑥 = 𝑉𝐷𝐷/2, retaining the correct termination of 𝑅𝐿𝑆𝐵||𝑅𝑀𝑆𝐵 = 𝑅𝐿.

𝑅𝐿
3𝑅𝐿

1.5𝑅𝐿

𝑉𝐷𝐷/2

0

𝑉𝐷𝐷

𝑉𝐷𝐷 𝑉𝑚𝑎𝑥

2𝑊𝑃𝐿𝑃

2𝑊𝑁𝐿𝑁

𝑊𝑃
𝐿𝑃

𝑊𝑁
𝐿𝑁

𝑉𝑂𝑈𝑇

LSB

MSB

Figure 7.2: 2­bit SST driver [13].

The output voltage swing of the SST driver is determined by the supply voltage. Assuming the same
voltage swing 𝑉𝑚𝑎𝑥 = 0.4𝑉 the required supply voltage will need to be 𝑉𝐷𝐷 = 0.8𝑉. Since the switches
either turn on or off, the power consumption is different for MSB and LSB levels. However, for PAM4
these will happen with equal probability. The power consumption can be approximated as follows [13]:

𝑃driver =
13𝑉2max

9𝑅𝐿
= 13 ⋅ 0.42

9𝑅𝐿
= 4.6mW (7.3)

This power consumption is less than half compared to the similar swing CML type driver. However,
looking only at the power consumption of the last stage is not very representative. The biggest issue
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of this structure is that the on­resistance of the transistors is part of the termination resistance. This
means the 𝑟𝑜 of the output transistors for both PMOS and NMOS need to be sized to reach a total
output resistance of 𝑅𝐿. To be exact 𝑟𝑜𝑃 +𝑅𝐿𝑆𝐵 = 𝑟𝑜𝑁 +𝑅𝐿𝑆𝐵 = 3𝑅𝐿, e.g. choosing 𝑅𝐿𝑆𝐵 = 100Ω, would
require 𝑟𝑜𝑃 = 𝑟𝑜𝑁 = 50, which requires transistor sizes of many 𝜇𝑚. This means the inverters present a
large input capacitance requiring much more powerful pre­drivers than for a CML. Also a larger output
capacitance limits the bandwidth and therefore rapidly degrades the eye diagram at high data rates.
Another problem arises with PVT variations of the transistors directly influencing the output impedance
and thus directly degrading the performance. This could be a serious issue cooling down to cryogenic
temperatures.
Lastly, the current pulled by the driver from 𝑉𝐷𝐷 will depend on the output voltage and could fluctuate
at the data rate, so a bond wire of a few hundred pHs will already cause significant ringing.

7.2. 6b DAC
The issues, limited bandwidth, and complexity of an SST DAC were the main reasons to decide to
design a CML driver. The CML DAC is often called the current­steering DAC and has a similar design
procedure. The design is ordered in the steps taken to achieve the system requirements in terms of
RLM, mismatch, swing, and bandwidth.

7.2.1. Number of bits
For normal current­steering DACs, linearity is important to accurately generate a sinusoidal waveform
without spurious tones. For a PAM4 system, the Ratio of Level Mismatch (RLM) determines the perfor­
mance since any deviation in the levels will degrade the horizontal eye­opening. In 2.6, the definition of
the RLM was stated as the difference between the smallest eye height divided by the full swing. Since
for an ideal PAM4 signal, the eye height is a third of the total swing 𝐴, introducing an error Δ into the
equation leads to a RLM of

𝑅𝐿𝑀 =
3 ⋅min (Δ + 𝐴

3 )
𝐴 > 0.95 (7.4)

Since the requirement of the RLM was at least 95% the maximum error should be

Δ < 0.05𝐴
3 = 𝐴

60 . (7.5)

Then assuming the error Δ = 1
2𝐿𝑆𝐵 of the DAC, the minimum number of bits can be calculated by

𝑛 = log2
𝐴
𝐿𝑆𝐵 = log2

1
30 = 4.9. (7.6)

The required number of bits is 4.9. However, since there are also other errors other than nonlin­
earity that could degrade the performance like jitter, it is better to take a margin. In this design, a 6­bit
DAC is chosen.

7.2.2. Current­source Resistance
The largest contributor to the nonlinearity is the finite output resistance of the DAC current sources. A
current­steering DAC with non­ideal current sources is shown in Figure 7.3. Depending on the output
code, the resistance at the output varies from 𝑅𝐿||𝑟𝑂 with only one switch turned on to 𝑅𝐿||(𝑟𝑜/𝑁) with
all switches turned on. The output voltage over the load resistance will thus vary from 𝐼0(𝑅𝐿||𝑟𝑂) at
the lowest to 𝑁 ⋅ 𝐼0(𝑅𝐿||(𝑟𝑜/𝑁)) at the highest code. The output characteristic will show a compression
as the amplitude codeword increases, leading to a maximum INL of 𝐼0𝑅2𝐿𝑁2/(4𝑟𝑂). Normalized to the
output voltage, this maximum is approximately equal to 𝐼0𝑅𝐿𝑁/(4𝑟𝑂). Since the required RLM is 95%,
the INL should be lower than 5%. So with a 𝑅𝐿 = 50Ω and 𝑁 = 26 = 64, the required LSB current
source resistance should be at least 𝑟𝑂 = 16𝑘Ω.
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𝑉𝐷𝐷

𝑉𝑂𝑈𝑇

𝐼0 𝑟𝑂𝐼0 𝑟𝑂𝐼0 𝑟𝑂

𝑅𝐿

Figure 7.3: Finite current­source resistance.

An output resistance of 𝑟𝑜 = 16𝑘Ω is hard to reach with a single tail transistor, so it is better to use
a cascode structure. The cascode tail current source implementation is shown in Figure 7.4. M2 will
boost 𝑟𝑜1 by its intrinsic gain and results in a total resistance of

𝑅𝑜𝑢𝑡 = 𝑟𝑂1𝑟𝑂2𝑔𝑚2

= 𝐿1
𝜆0𝐼𝐷

𝐿2
𝜆0𝐼𝐷

√2𝜇𝑛𝐶𝑜𝑥𝑊2𝐼𝐷𝐿2
(7.7)

The drain current through the transistor can be rewritten to fit this equation:

𝐼𝐷 =
1
2𝜇𝑛𝐶𝑜𝑥

𝑊
𝐿 𝑉

2
𝐺𝑇 →

𝜇𝑛𝐶𝑜𝑥𝑊2
𝐿2𝐼𝐷

= 2
𝑉2𝐺𝑇,2

(7.8)

Since the total output resistance should be larger than 𝑅𝑂𝑈𝑇 = 16𝑘Ω, 𝑉𝐺𝑇 ≈ 0.2𝑉, 𝜆0 ≈ 0.1𝜇𝑚/𝑉 the
required transistor length can be approximated.

𝑅𝑜𝑢𝑡 =
2𝐿1𝐿2
𝜆20𝐼𝐷𝑉𝐺𝑇,2

> 16𝑘Ω → 𝐿1𝐿2 > 0.004𝜇𝑚2 (7.9)

The parasitic capacitance of M2 should be kept as low as possible since this directly degrades the
output bandwidth [34]. Therefore M2 is chosen minimum size 𝐿2 = 40𝑛𝑚 and the length of the lower
transistor M1 can be 𝐿1 = 400𝑛𝑚 to be on the safe side for output resistance.

𝐿1 = 400𝑛𝑚, 𝐿2 = 40𝑛𝑚 → 𝐿1𝐿2 = 0.016𝜇𝑚2 (7.10)

𝑉𝑅𝐸𝐹1 𝑀1 𝑟𝑂1

𝑉𝑅𝐸𝐹2 𝑀2 𝑟𝑂2

𝑉𝑂𝑈𝑇

Figure 7.4: Cascode Tail current source.

7.2.3. Swing
SNR should be reached with a maximum FFE of 7 dB for compensating the channel and assuming
0.95 RLM. In the requirements the Signal­to­Noise Ratio should be at least 𝑆𝑁𝑅min = 32.5𝑑𝐵. To find
the required swing, first the noise power should be approximated.
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𝑃𝑛 = 2 ⋅ 4𝑘𝑇 (𝛾𝑔𝑚 +
1
𝑅𝐷
)𝑅2𝐷 ≈ 8𝑘𝑇 (1 ⋅ 0.02 +

1
50)50

2

= 3.3 ⋅ 10−18 𝑉
2

𝐻𝑧 ≈ −144.8
𝑑𝐵𝑚
𝐻𝑧

(7.11)

The signal power can now be approximated subtracting the noise floor from the minimum SNR
requirement 𝑆𝑁𝑅min = 32.5 𝑑𝐵. Additionally the inherent losses in swing due to FFE channel compen­
sation 𝐿𝐹𝐹𝐸 = 7𝑑𝐵, plus the effective reduction of eye height due to non­linearity 𝐿𝑅𝐿𝑀 = 0.95 = 0.4 𝑑𝐵
have to be taken into account. Now, the signal power will be:

𝑃sig = 𝑃𝑛 + 𝑆𝑁𝑅min + 𝐿𝐹𝐹𝐸 + 𝐿𝑅𝐿𝑀 + 10 log10 𝐵

= −144.8𝑑𝐵𝑚𝐻𝑧 + 32.5𝑑𝐵 + 7𝑑𝐵 + 0.4𝑑𝐵 + 104𝑑𝐵 = −0.9𝑑𝐵𝑚
(7.12)

𝑉swing diff
= √10−0.09−3 ⋅ 8 ⋅ 100Ω = 0.806𝑉𝑝𝑝 (7.13)

For a 6 bit current­steering DAC, this means the LSB current 𝐼𝐿𝑆𝐵 will be:

𝐼𝐿𝑆𝐵 =
𝑉𝐿𝑆𝐵
𝑅𝐿

=
𝑉𝑠𝑤𝑖𝑛𝑔𝑑𝑖𝑓𝑓/26

50Ω = 0.25𝑚𝐴 (7.14)

7.2.4. Mismatch
INL Designing the sizes of the DAC transistors begins with the unit cell, the tail current­source transis­
tor must be sized and biased to guarantee a maximum static INL lower than 0.5 LSB. The INL specifi­
cation mainly depends on random mismatches and code­dependent output resistance. The maximum
INL can be defined as

𝐼𝑁𝐿𝑀𝐴𝑋 =
1
2√2

𝑛 − 1 𝜎𝑖Δ𝐼 , (7.15)

where 𝜎𝑖 is a random error in the LSB current Δ𝐼 and 𝑛 is the DAC’s number of bits. A cascoded
current source will have a threshold mismath equal to

𝜎Δ𝑉𝑇 =
𝐴𝑉𝑇
√𝑊𝐿

, (7.16)

where 𝐴𝑉𝑇 is a process­dependent parameter, which is about 3𝑚𝑉𝜇𝑚(NMOS) for 40­nm process.
It is known that two relatively large identical current sources will have a current mismatch equal to

the product of the threshold mismatch 𝜎Δ𝑉𝑇 and the trans­conductance:

𝜎𝑖 = 𝜎Δ𝑉𝑇𝑔𝑚 = 𝐴𝑉𝑇
√𝑊𝐿

√2𝜇0𝐶𝑜𝑥
𝑊
𝐿 𝐼𝐷 =

𝐴𝑉𝑇
𝐿 √2𝜇0𝐶𝑜𝑥𝐼𝐷 (7.17)

Substituting equation 7.17 into 7.15 will give a size requirement for the current source.

𝐼𝑁𝐿𝑀𝐴𝑋 =
1
2
𝐴𝑉𝑇
𝐿 √2𝜇0𝐶𝑜𝑥𝐼𝑀

(2𝑛 − 1) (7.18)

where 𝐼𝑀 is the total required current to reach full swing. Rewriting this equation to extract the length
𝐿 results in a minimum length of:

𝐿 = 1
2𝐴𝑉𝑇√

2𝜇0𝐶𝑜𝑥
𝐼𝑀

2𝑛𝑡𝑜𝑡 − 1
𝐼𝑁𝐿𝑀𝐴𝑋

𝐿 = 1
23𝑚𝑉𝜇𝑚

√2 ⋅ 220𝜇𝐴/𝑉
2

16𝑚𝐴
26 − 1
0.5 = 31nm

(7.19)
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31nm is smaller than the minimum 40­nm length available. Thus, for this 6­bit design, the individual
mismatch of the current sources will not be a problem. The requirement from the current­source resis­
tance dominates the choice for a longer length tail transistor. The transistors shown in Figure 7.4 are
chosen 𝐿2 = 40𝑛𝑚, 𝐿1 = 400𝑛𝑚. A Monte Carlo simulation has been run to check if the LSB current
source would indeed be sufficient in size to stay below the calculatedmismatch. The resulting histogram
for the current source is shown in Figure 7.5. The Mean LSB current is 0.25mA with a standard devi­
ation of 𝜎𝑖 = 17𝜇𝑚. These results can be filled into equation 7.15, 𝐼𝑁𝐿𝑀𝐴𝑋 =

1
2√2

6 − 1 17𝜇𝐴
0.25𝑚𝐴 = 0.27,

this is well below the required 0.5 LSB. Window 54 19:07:16  Thu Oct 7 2021
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Page 1 of 1Figure 7.5: Monte Carlo simulation of a single post­layout extracted LSB current source, the histogram shows the LSB current
distribution of a 1000 samples.

DNL For a complete unary coded Current­steering DAC, the DNL errors are similar to the above
calculated INL, since any major transitions are prevented. However, a complete unary implementation
would require 26−1 = 63 separately switchable current sources, which for high­data rates cost a lot of
digital power. Therefore a mix of both binary current sources for the small and unary current sources
for the major transitions is considered. Hereby the number of unary bits should be minimized as long
as the DNL performance is within 0.5 LSB. The maximum DNL error will occur at the transition from
the binary section to the next unary section, as indicated in Figure 7.6. As stated in [35] the variance
can be estimated as follows:

𝜎2one DNL =
2𝐴2𝑉𝑇22𝑁binary

(𝑊𝐿)unary (𝑉𝐺𝑆 − 𝑉𝑇)
2 +

2𝐴2𝑉𝑇 (2𝑁binary − 1)
2

(𝑊𝐿)all binary (𝑉𝐺𝑆 − 𝑉𝑇)
2 (7.20)

For this application, the gate area of the binary section is similar to the gate area of one unary
section. The DNL caused by the major transition is then approximately:

𝜎one DNL ≈ 2𝑁binary +0.5
𝜎Iunary
𝐼unary

≈ 2𝐴𝑉𝑇2𝑁binary
√(𝑊𝐿)unary (𝑉𝐺𝑆 − 𝑉𝑇)

(7.21)

Filling the current source size and process­dependent parameters into this equation and trying dif­
ferent versions of a 6­bit DAC gives the following DNL results

𝜎one 𝐷𝑁𝐿 = 2 ⋅
3𝑚𝑉𝜇𝑚 ⋅ 2𝑁𝑏

√400𝑛 ⋅ 30𝜇 ⋅ (110𝑚)
𝜎1𝐷𝑁𝐿 (𝑁𝑏 = 6) = 1.0𝐿𝑆𝐵
𝜎1𝐷𝑁𝐿 (𝑁𝑏 = 5) = 0.5𝐿𝑆𝐵
𝜎1𝐷𝑁𝐿 (𝑁𝑏 = 4) = 0.25𝐿𝑆𝐵

(7.22)
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It is preferred to have a DNL smaller than 𝜎1𝐷𝑁𝐿 < 0.5𝐿𝑆𝐵, which is the case for a 𝑁𝑏 = 4 bit binary
and 𝑁𝑢 = 2 bit unary DAC.

1𝐼𝐿𝑆𝐵2𝐼𝐿𝑆𝐵4𝐼𝐿𝑆𝐵8𝐼𝐿𝑆𝐵8𝐼𝐿𝑆𝐵8𝐼𝐿𝑆𝐵8𝐼𝐿𝑆𝐵8𝐼𝐿𝑆𝐵8𝐼𝐿𝑆𝐵8𝐼𝐿𝑆𝐵

𝑉𝐷𝐷

𝐼𝑂𝑈𝑇

𝑁𝐶𝑂𝐷𝐸

MAX error

Figure 7.6: Ideal 4b binary, 2b unary current­steering DAC, maximum DNL transition [36].

7.3. Bias
The biasing circuit is designed to provide the reference voltages for all cascode current sources of the
DAC. The length of the transistors M1 and M2 was already determined by the linearity requirements
𝐿𝑀1 = 400nm, 𝐿𝑀2 = 40nm. The width of the transistors should be sized such that with a limited
overdrive voltage they are still able to provide the 𝐼𝐿𝑆𝐵 = 0.25mA current. To be able to still reach
the 800 mVpp swing at the output node, the total available drain­source voltage for the cascode is
𝑉𝑡𝑎𝑖𝑙 = 𝑉𝐷𝐷 − 𝑉𝐷𝑆𝑠𝑤𝑖𝑡𝑐ℎ − 𝑉𝑠𝑤𝑖𝑛𝑔 = 1.1 − 0.1 − 0.4 = 0.3 𝑉. Both devices need to be in saturation to drive
the current so the W/L of both transistors M1 and M2 have a saturation voltage of 𝑉𝐷𝑠𝑎𝑡 ≈ 150mV,
leading to 𝑊𝑀1 = 30𝜇m,𝑊𝑀2 = 200nm. Two PMOS current mirror branches will mirror the reference
current, which is approximately 5x smaller than the LSB current, so 𝐼𝑟𝑒𝑓 = 𝐼𝐿𝑆𝐵/5 = 50𝜇A. The
reference voltages 𝑉𝑟𝑒𝑓1 and 𝑉𝑟𝑒𝑓2 are then generated by NMOS transistors in the diode configuration
and sized equal to the cascode tail source. Figure 7.7 shows the complete circuit.

𝑉𝑅𝐸𝐹1 M1 𝑊
𝐿 =

30𝜇𝑚
400𝑛𝑚

M2 𝑊
𝐿 =

4𝜇𝑚
40𝑛𝑚

30𝜇𝑚
400𝑛𝑚

30𝜇𝑚
400𝑛𝑚

9.6𝜇𝑚
40𝑛𝑚

20𝜇𝑚
40𝑛𝑚

750𝑛𝑚
40𝑛𝑚

𝑉𝑅𝐸𝐹2
𝐼𝐿𝑆𝐵 = 0.25𝑚𝐴

𝐼𝑟𝑒𝑓 = 50𝜇𝐴

𝑉𝐿𝑆𝐵

1.6𝜇𝑚
40𝑛𝑚

𝑉𝐷𝐷𝑉𝑒𝑥𝑡

M3 M4

Figure 7.7: Biasing circuit for LSB current source.

The reference current 𝐼𝑟𝑒𝑓 can be selected to be generated by an external reference voltage or using
an onboard 6 bit current DAC. The reason for using a variable source is that at cryogenic temperatures,
the threshold of the tail devices could increase. This means that the swing is limited if not compensated
for by a higher reference current. The reference current DAC has a range from approximately 10𝜇𝐴 to
100𝜇𝐴.

7.4. Termination
The termination of the output driver is not an ideal 50Ω termination. Multiple parasitics will limit the
output bandwidth. First, the current DAC driver has a parasitic capacitance, mainly due to the large
switching and tail transistors. Secondly, the pad has a parasitic capacitance due to its large size and
incorporation of ESD protection. Lastly, the bond wires that bring the signal from the chip to the board
introduce a series inductance of approximately 𝐿𝑏𝑜𝑛𝑑 = 100𝑝𝐻.
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Figure 7.8: Termination circuit.

The termination circuit is shown in Figure 7.8. Due to the ”switching” of the two branches the effective
capacitance observable from the output node becomes the 𝐶𝑔𝑠 of the switching transistors M3/M4 [34].
The total capacitance seen at the output can be calculated by adding up the total 𝐶𝑔𝑠 for all DAC bits
and the post­Layout RC extracted pad capacitance.

𝐶𝑔𝑠(𝐿𝑆𝐵) = 15.6fF
𝐶𝑃𝐴𝐷 = 198fF
𝐶tot = 63 ⋅ 𝐶𝑔𝑠(𝐿𝑆𝐵) + 𝐶PAD = 1.18𝑝𝐹

(7.23)

The total capacitance will limit the bandwidth. To improve the bandwidth of the system, the inductive
peaking technique is employed by adding an inductor 𝐿𝑝𝑒𝑎𝑘 in series with the termination transistors
with a center tap to 𝑉𝐷𝐷. As discussed in section 2.8.2 for a series peaking inductor, the size can be
calculated with the following equation.

𝐿 = 𝑚𝑅2𝐶 = 0.33 ⋅ 502 ⋅ 1.18pF = 975nH, (7.24)

where 𝑚 = 0.33 is chosen to get a Maximally flat envelope delay which is ideal for this optimally
square wave application. The complete extracted output termination has then been simulated to see the
bandwidth improvement for the complete system. The result is shown in Figure 7.9, the 3 dB bandwidth
at half of the output impedance is increased by more than 6GHz after adding the peaking inductor.
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7.5. Layout

The layout design of the DAC has been made with symmetry and mismatch in mind. The DAC consists
of 10 elements with each 8×𝐼𝐿𝑆𝐵 current sources. For the unary bits all 8×𝐼𝐿𝑆𝐵 sources are connected,
while for the binary the unused sources are replaced with dummies. Moreover, two extra elements of
8×𝐼𝐿𝑆𝐵 dummy sources are located on the top and bottom of the DAC to improve mismatch. Each LSB
current cell/source is designed symmetrically, where the switching transistors(M3, M4) and signal lines
are located in the middle and the larger size current sources(M1, M2) are split into two and located on
the top and below the switches. In this way, the horizontal size is minimized to prevent long lines or large
capacitance. The effective current source size will stay the same as splitting the current source and
attaching it in parallel will effectively have the same 𝑊 ⋅ 𝐿. The biasing circuit is located on the bottom
with the transistors aligned in the same direction, to minimize any mismatch from the POLY gates
being oriented in a different direction. Figure 7.10 shows the complete DAC structure with termination.
The incoming multiplexed 25.6Gb/s data signals come in from the right and are amplified by the DAC
drivers to drive the termination. The termination lines are designed as a clock tree to minimize any time
skew between the outputs. The termination resistors 𝑅𝑇 and peaking inductor 𝐿𝑝𝑒𝑎𝑘 are located on one
side of the line and connected to 𝑉𝐷𝐷 with a large amount of decoupling capacitors on the bottom. The
output lines then go directly to the pads on the left which are placed in a GSGSG form, so these can
be probed with a high­speed probe station.
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Figure 7.10: DAC and Termination layout.

7.6. Results
All the system blocks of the termination, DAC, and retimer structures have been designed in layout and
extracted. Then a complete simulation was run with random input data for 10 ns to plot an eye diagram
shown in Figure 7.11. In this simulation, there is no FFE or other digital pre­distortion used, the PAM4
signal is purely generated by randomly changing the even and odd bits to make the 4 differential levels.Window 30 16:51:55  Mon Sep 20 2021
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Page 1 of 1Figure 7.11: Extracted simulation DAC and Termination output, eye diagram.

The total maximum swing is 471.4𝑚𝑉+468.2𝑚𝑉 = 939.5𝑚𝑉𝑝𝑝, but this is assuming an ideal 50Ω
load. So it is good that there is some margin over the required 800mVpp, as in reality, the load might
be different resulting in a smaller swing at the output.

TheRLM can be calculated using equation 2.6 and concluding from the eye diagram 𝑉0 = −468.2𝑚𝑉, 𝑉1 =
167.3𝑚𝑉, 𝑉2 = −167.5𝑚𝑉, 𝑉3 = 471.4𝑚𝑉:
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𝑅𝐿𝑀 = 3 ⋅ 𝑚𝑖𝑛(𝑉3 − 𝑉2, 𝑉2 − 𝑉1, 𝑉1 − 𝑉0)
𝑉3 − 𝑉0

= 96%

This is sufficiently over the RLM requirement of 95% and could be still improved by adjusting the
settings of the 6­bit DAC.

However, in the time domain measuring the vertical eye opening is not representative for determin­
ing jitter. This jitter consists of the random jitter of the clock, the introduced phase noise and mismatch
of the pulse generators, the clock skew between the phases, the clock skew of the clock tree, and
lastly, any additional jitter from the DAC and termination circuitry. To determine what this would ap­
proximately be, a maximum swing clock signal of 25.6GHz was generated at the output of the DAC.
The resulting eye diagram is shown in Figure 7.12, the total measured peak­to­peak jitter is about
𝐽𝑝𝑝 = 400 fs ≈ 0.01UIpp. This is meeting the specification of Uncorrelated Bounded High Probability
Jitter 𝑇𝑈𝐵𝐻𝑃𝐽 = 0.05UIpp. Window 8 16:14:54  Mon Sep 27 2021
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Page 1 of 1Figure 7.12: Extracted simulation of clock signal DAC output, to measure total peak­to­peak jitter.

Power The total power consumption breakdown of the DAC is shown in Table 7.1.

Part Current @1.1V
Bias 655.7 uA

Termination 28.88mA
Total 29.54mA

Table 7.1: Power consumption DAC.

7.7. Conclusion
The goal of this chapter was to design a DAC capable of reaching the swing, linearity, and bandwidth
requirements. First, a CML driver has been chosen for the high speed and relatively simple design.
Then the current steering DAC and its biasing were designed based on fundamental calculations of
linearity, swing, and mismatch. A series peaking inductor was chosen to boost the bandwidth of the
output termination and the layout of the complete DAC was simulated to prove its eye diagram could
reach the requirements.





8
Conclusion

This thesis set out to analyze the requirements of a cryogenic wireline transmission system and provide
a high­speed transmitter design solution in 40­nm technology. The design of A DAC­based Cryo­CMOS
51.2Gb/s PAM4 Wireline Transmitter has been presented and simulation results show that this design
is suitable to meet the requirements.
The thesis outcomes are summarized in Section 8.1, suggestions for future research are given in Sec­
tion 8.2.

8.1. Thesis Outcome
The chapters within this thesis worked towards the goal of analyzing the requirements of a cryogenic
wireline transmission system and come up with a high­speed transmitter design. Multiple challenges
were addressed such as the limitations of the 40­nm technology, the limited channel bandwidth, and
the influence of a cryogenic environment. All these challenges have been coped with to finally present
a design. In this section, the outcomes of each chapter are discussed.
In chapter 2, some wireline communication data formats have been analyzed. The channel has been
measured and different equalization techniques have been introduced to compensate for the low pass
behavior. From these definitions, the requirements for the design have been set.
Chapter 3 compared multiple state­of­the­art architectures based on their performance. The most strik­
ing difference in architecture was the FFE implementation, themost flexible DAC approach was chosen.
This 4b unary 2b binary DAC implementation requires the following elements: an SRAMmemory block,
10 serializer slices containing a low speed 16:1, and a high speed 4:1 Multiplexer plus the DAC drivers.
The serializers all make use of quadrature clock phases which are generated by the clock generation ar­
chitecture from chapter 4. The clock generation makes use of a CML divide­by­2 for the high­frequency
phases and a dynamic C2MOS divide­by­2 for the generation of all other quadrature phases.
The low­speed retimers and Multiplexers were introduced in chapter 5. The retimers were necessary
to retime the unknown data coming in from the SRAMmemory block. Then a latchless 16:1 Multiplexer
design was proposed to serialize the data making use of the phase delay from the available quadrature
clocks.
Next in chapter 6 a direct 4:1 multiplexing structure was introduced. This required the data to be retimed
and made complementary at a high speed using multiple TSPC DFFs. A pulse generator is required
to generate the non­overlapping pulses from the quadrature clock, so the direct 4:1 Multiplexer can
serialize the data into a single stream for the DAC drivers.
The designed CML DAC in chapter 7 is in essence a high­speed current steering DAC. The linearity
requirements of the RLM mainly define the sizing of the DAC current source elements. To make sure
the current sources have a sufficiently large resistance not to cause any distortion on the output eye
these should also be biased correctly. The increased mismatch at cryogenic temperatures led to the
choice of a 4b binary 2b unary DAC, although requiring more serializer slices and thus higher power
consumption. Finally, the termination has been designed with a single tap peaking inductor to be able
to reach the bandwidth requirement and simulations show a sufficient eye diagram.
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Finally the results from the simulations have been summarized in the requirements table 8.1. To
show which specifications have been met. The empty places will have to be determined by measure­
ment.

Characteristic Symbol Min. Goal Max. Simulated Unit
Feed Forward Equalisation Taps 𝐹𝐹𝐸𝑡𝑎𝑝𝑠 2 3 ­ ­ ­
Data Rate 𝑅𝑏 36 51.2 58 51.2 Gb/s
Baud Rate 𝐵𝐴𝑈𝐷 18 25.6 29 25.6 Gsym/s
Bit Error Rate(pre­FEC) 𝐵𝐸𝑅 ­ ­ 1e­6 <1e­6 ­
Signal­to­Noise­and­Distortion­Ratio (SNDR) 𝑆𝑁𝐷𝑅 31 ­ ­ >31 dB
Maximum Output Differential Voltage 𝑉𝑃𝑃𝑑𝑀𝐴𝑋 ­ 800 1200 939.5 mVppd
Relative Level Mismatch 𝑅𝐿𝑀 0.95 ­ ­ 0.96 %
Uncorrelated Bounded High Probability Jitter 𝑇𝑈𝐵𝐻𝑃𝐽 ­ ­ .05 .01 UIpp
Uncorrelated Unbounded Gaussian Jitter 𝑇𝑈𝑈𝐺𝐽 ­ ­ .01 ­ UIrms
Power 𝑃𝑡𝑜𝑡 ­ 300 500 85.9* mW
Insertion Loss 𝐼𝐿 ­ 15@14𝐺𝐻𝑧 30@14𝐺𝐻𝑧 ­ dB
Operating Temperature 𝑇 4 ­ 300 ­ Kelvin

* Without SRAM and PLL power

Table 8.1: Wireline transmitter requirements and results.

8.2. Future work
This thesis presented many aspects and components of wireline transmitter design, from setting up
requirements to breaking down circuit level design. This work leads to some suggestions for future
research which are listed in this section.

Algorithms like FEC and FFE and their implementation is still open to be programmed into the digital
SRAM memory. Simulation of a wireline link is shortly evaluated in Section 2.9. However, this was
limited to predictions of the behavior of a standard available IBIS­AMI transmitter model and algorithm.
To accurately predict the optimal amount of FFE taps and pre­emphasis values, a far more accurate
link measurement should be done including all interconnects, such as PCB traces and connectors.
Then an IBIS­AMI model of the designed output driver should be extracted, so an actual link analysis
simulation can be done. After this, the optimal channel compensation can be predicted. If the BER is
insufficient, FEC techniques could be added. The optimal algorithms can then be programmed into the
SRAM memory of the designed chip to be tested on their performance.

Measurements are still necessary to prove the working of the design. Simulations have been done
to predict random jitter and deterministic jitter. However, random jitter simulations were done using
ideal transistor models which is not representative of the actual frequency noise that might occur. The
effect of clock skew could also not have been predicted since simulating the complete extracted layout
was too labor­intensive for the server, so only parts have been simulated. Moreover, the output eye
diagram is not completely representative. The post­layout extracted RC have been simulated including
pad, but effects from the package or the inductance from the bond wire are still unknown. When the chip
is fabricated, measurements should be done using a high­speed (real­time or sampling) oscilloscope
with a real­time bandwidth of at least the Nyquist frequency of 25.6 GHz. The SRAM memory should
be programmed with a PRBS sequence, possibly including pre­emphasis algorithms. Then the results
should be analyzed to determine if the requirements can be met. The measurements should include:

• Output swing

• SNDR

• Horizontal eye opening

• Vertical eye opening

• BER curves
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• Deterministic jitter

• Random jitter

• RLM

• Power

• Temperature

Output Termination could be improved in future designs by making the termination resistors ad­
justable. Due to design time limitations, only two 50Ω unsilicided poly resistors have been used as
termination. However, the accuracy of this resistor could be far off, definitely due to the large operating
temperature range. This could degrade the SNDR performance, both due to the output power not being
delivered efficiently, decreasing total swing, and reflections not being terminated, increasing distortion.
Making the termination resistors adjustable, they could be optimized during measurements to match
the 100Ω differential load, thereby maximizing the transmitter performance.





Acronyms
BER Bit Error Rate. 5, 11–13, 20, 24, 46, 68

CDR Clock and Data Recovery. 1, 10, 11

CML Current Mode Logic driver. 28, 31, 49, 52, 55–57, 65, 67

CTLE Continuous time linear equalizer. 23

DAC Digital­to­Analog Converter. 3, 20, 29, 55, 65, 67

DFE Decision feedback equalizer. 23

DFF Dynamic Flip­Flop. 31, 39, 49–51, 67

DMUX Demultiplexer. 1

DTD data­transition Density. 46

FEC Forward Error Correction. 5, 13, 24, 68

FFE Feed Forward Equalisation. 20, 27–31, 59, 64, 67, 68

IBIS­AMI I/O Buffer Information Specification ­ Algorithmic Modeling Interface. 25, 68

IIR infinite impulse response. 23

ISI Inter­symbol Interference. 5, 7, 23

LSB Least Significant Bit. 28, 59

MFED maximally flat envelope delay response. 21

MSB Most Significant Bit. 28

MUX Multiplexer. 1–3, 21, 28, 30, 31, 33, 35, 39–47, 49–54, 67

NRZ non­return­to­zero. 5, 7, 10, 11, 13, 14, 25

PAM4 4­level pulse­amplitude­modulation. 1, 2, 5, 7, 10–14, 22, 24, 25, 27, 28, 56, 57, 64

PDF probability density function. 9, 11–13

PLL Phase­Locked Loop. 1

PSD Power Spectral Density. 5–7

RLM Ratio of Level Mismatch. 5, 14, 15, 57, 64, 67, 69

RX Receiver. 1

SNDR Signal­to­Noise­and­Distortion­Ratio. 25, 68, 69

SNR Signal­to­Noise Ratio. 10, 20, 58, 59
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SST Source Series Terminated driver. 28, 29, 55–57

TSPC True Single­Phase Clocking. 51, 67

TX Transmitter. 1, 2, 20

UI Unit Interval. 8, 10, 13, 20
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