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Transport measurements in inverted InAs=GaSb quantum wells reveal a giant spin-orbit splitting of the
energy bands close to the hybridization gap. The splitting results from the interplay of electron-hole mixing
and spin-orbit coupling, and can exceed the hybridization gap. We experimentally investigate the band
splitting as a function of top gate voltage for both electronlike and holelike states. Unlike conventional,
noninverted two-dimensional electron gases, the Fermi energy in InAs=GaSb can cross a single spin-
resolved band, resulting in full spin-orbit polarization. In the fully polarized regime we observe exotic
transport phenomena such as quantum Hall plateaus evolving in e2=h steps and a nontrivial Berry phase.
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The InAs=GaSb double quantum well (QW) shows a
peculiar band alignment, with the InAs conduction band
and the GaSb valence band residing very close in energy.
Shifting the bands by tuning the QW thickness or applying
a perpendicular electric field yields a rich electronic phase
diagram [1–4]. When the InAs conduction band resides
higher than the GaSb valence band, the band structure of a
trivial insulator is obtained. By lowering the InAs con-
duction band below the GaSb valence band, a small
hybridization gap opens at finite k vectors [1]. Beyond
topological-insulator behavior, expected to emerge in the
hybridization gap [2,5–9], the impact of the inverted band
structure on transport remains largely unexplored.
Here, we investigate experimentally and numerically

how the combination of spin-orbit coupling (SOC) and
electron-hole mixing results in a giant band splitting in
InAs=GaSb heterostructures close to the hybridization gap.
The two resulting subbands, with opposite spin-orbit
eigenvalue and different carrier densities, contribute to
transport in parallel, and can be detected via magnetotran-
sport measurements. These results are of potential value to
semiconductor spintronics, where two-dimensional elec-
tron gases (2DEGs) with sizable spin-orbit splittings at low
density are desirable [10].
To quantify SOC directly from experimental data, with-

out relying on any particular model, we use the spin-orbit
polarization ðn1 − n2Þ=ðn1 þ n2Þ, with n1;2 the carrier
densities of the split spin-orbit subbands [11]. In Rashba
systems, the larger the SOC parameter α, the larger the
density difference of the subbands at the Fermi energy, with

α typically increasing with density [12]. However, the
spin-orbit polarization is usually smaller than 15%, even for
2DEGs with large SOC such as InAs, InSb, or HgTe
[13–18], while values up to 40% are reached in GaAs or
HgTe hole gases [19–22]. In contrast, we find that the
hybridized band structure of InAs=GaSb results in two
striking peculiarities: first, the spin-orbit polarization
increases approaching the charge neutrality point (CNP);
second, the spin-orbit polarization reaches 100%.
Experiments were performed on a 12.5 nm InAs, 5 nm

GaSb structure patterned in a 100 × 50 μm2 Hall bar
geometry oriented along the [110] crystallographic direc-
tion and covered with a global top gate. Magnetotransport
measurements used conventional low-frequency lock-in
techniques at a temperature of 50 mK. Additional infor-
mation on the wafer structure, sample fabrication, and
measurement techniques are provided in the Supplemental
Material [23].
To realistically model our device, we first determine the

band alignment as a function of top gate voltage VTG, using
a parallel plate capacitor model [3] discussed in the
Supplemental Material [23]. The model predicts the density
dependence for electrons (n) and holes (p) shown in
Fig. 1(a). For VTG > −0.2 V, only electrons are present
in the system, with the kink in n at VTG ¼ −0.2 V
coinciding with the onset of hole accumulation. Once
the hole layer is populated, it partially screens the electrons
from being further depleted via the top gate. The hybridi-
zation gap is expected at the CNP, when n ¼ p. The
calculated electrostatic potential is then used for a VTG
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dependent band structure simulation using standard k · p
theory [23]. In particular, we are interested in the band
structure of our system close to the CNP.
The band structure for VTG ¼ −0.4 V is presented in

Fig. 1(b). The band coloring represents the calculated wave
function character (blue for electronlike and pink for
holelike states, also recognizable from the band curvature)
while solid and dotted lines distinguish the spin-orbit
species. In this configuration, electron and hole bands
are inverted and hybridized, with a small gap at finite k
vectors. Results for different gate voltages, shown in the
Supplemental Material [23], are qualitatively similar but
with a varying band overlap. Remarkably, SOC vertically
splits the hybridized bands by a sizable amount, resulting in
a spin dependent hybridization gap. In this unique band
structure, the Fermi energy can cross a single branch of the
spin-split bands, as indicated by the energy levels II and III
in Fig. 1(b). In these situations the system contains both
electron- and holelike carriers, and the carriers of the same
kind are fully spin-orbit polarized. This effect is prominent
close to the bands crossing and negligible far from the
hybridization gap [see I and IV in Fig. 1(b)], as expected for
individual InAs and GaSb QWs. While the gap size and the
bands overlap depend on VTG, the giant splitting at the CNP
is a generic feature of the model. Qualitatively similar results
were also obtained in previous calculations [2,37–39]. The
simulation is consistent with our experiments, where we
measure no clear gapped region at the CNP, but a giant spin-
orbit splitting of electron- and holelike states.
Fermi contours for energy levels II and III are shown in

Fig. 1(c), together with the calculated spin texture of
electronlike states. The model indicates Rashba-like spin
orientation with spins nearly perpendicular to the momentum

direction, with small deviations due to the absence of axial
symmetry. This situation is reminiscent of Dirac materials
such as graphene or three-dimensional topological insula-
tors, and signatures of Berry phase effects can be expected.
Holelike states are instead highly anisotropic.
Magnetotransport measurements, shown in Fig. 2,

confirm the sample has an inverted band structure, and
is tunable from a pure electron regime to a mixed electron-
hole regime. Typical for high mobility structures [3,40], the
longitudinal resistivity ρxx exhibits a series of peaks and
dips as a function of VTG, as shown in Fig. 2(a). The
resistance peaks at VTG ¼ −0.60 V and VTG ¼ −0.35 V
are interpreted with the Fermi energy crossing the CNP and
the valence band top, respectively [3], as discussed in
reference to Fig. 3(c). In Ref. [40] a resistance dip in the
hole-dominated region, similar to what we observe at
VTG ¼ −0.75 V, was identified as a van Hove singularity
at the bottom of the hybridization gap.
Figure 2(b) shows the transverse resistivity ρxy as a

function of perpendicular field B⊥ for different values of
VTG. For VTG > −0.4 V, ρxy has a positive slope, indicative
of exclusively electronlike transport. For VTG ≤ −0.75 V,
the ρxy slope reverses at finite B⊥, a hallmark of the
simultaneous presence of electrons and holes in the system.
This behavior persists down to VTG ¼ −1.2 V, indicating
that a pure hole state is not reached in the gate range of
operation, consistent with the calculation of Fig. 1(a).
The ambipolar behavior discussed above in terms of

ρxy also becomes apparent in ρxx in large perpendicular
magnetic fields, where Shubnikov–de Haas (SdH)

CNP

Splitting

(a)

(c)

(b)

FIG. 1. (a) Expected electron and hole densities dependence on
VTG. (b) Numerical band structure calculation for VTG ¼ −0.4 V.
The color indicates the wave function main character, solid and
dotted lines distinguish two spin-orbit split subbands. (c) Fermi
contours and spin texture of electronlike states for the Fermi
energies II and III indicated in (b). The axis divisions are
0.2 nm−1, with the black dot indicating the origin. Fermi pockets
at large k vector are ignored, but discussed further in the
Supplemental Material [23].

CNP

CNP

(a) (b)

(c)

FIG. 2. (a) Longitudinal resistivity ρxx as a function of top gate
voltage for B⊥ ¼ 0, with the position of the charge neutrality
point indicated. (b) Transverse resistivity ρxy as a function of B⊥
for different values of VTG, as also indicated by the markers in (a)
and (c). (c) ρxx as a function of VTG and B⊥, with positive
(negative) numbering indicating electronlike (holelike) LLs. Pink
dots denote holelike filling factors and are used to extract the hole
density shown in Fig. 3(c).
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oscillations and quantum Hall states develop in the entire
gate range [Fig. 2(c)]. For VTG ≥ −0.2 V, we observe
regular electronlike Landau levels (LLs) with Zeeman
splitting at high field, as indicated by the numbering in
Fig. 2(c), obtained from ρxy. The large resistance increase
as a function of B⊥ for VTG ≈ −0.6 V is consistent with an
identical number of electron and hole LLs at the
CNP [41,42].
For VTG ≤ −0.5 V, electronlike and holelike LLs coexist,

as also evident from the nonmonotonic ρxy [see Fig. 2(b)].
In this regime, signatures of electron-hole hybridization
are visible as avoided crossings between LLs, as previously
observed via cyclotron resonances [43,44]. Based on the
analysis presented in Fig. 3(c), we assign to the holelike LLs
the filling factors indicated with negative numbering.
Approaching the CNP from the electron regime, a peculiar
closing and reopening of spin-split levels takes place, as
marked with primed numbers. This is associated with the
spin-orbit splitting becoming larger than the LL separation.
An additional evolution of the LLs takes places for
VTG ≈ −0.4 V, as indicated with double-primed numbering.

As discussed in the following, this is associated with the
depopulation of one split subband. Filling factors assigned
to primed and double-primed LLs are confirmed by ρxy
measurements.
We now address the electronlike states close to the

hybridization gap. Low-field SdH oscillations are a power-
ful tool to study properties at the Fermi surface such as
electron density and effective mass [45,46]. In systems
where two subbands contribute to transport in parallel, as
2DEGs with strong SOC, the SdH oscillations manifest a
beating pattern given by the superposition of two sets of
oscillations with different 1=B⊥ periodicity [13–18,47].
The power spectrum of ρxxð1=B⊥Þ then allows one to
extract the density components ni from the peak frequen-
cies fi as ni ¼ efi=h [12]. The SdH analysis gives the
densities of the individual subbands, and the Hall slope
gives the net free charge of the system nHall. For two spin-
split electronlike subbands we expect nHall ¼ n1 þ n2.
Figure 3(a) shows a zoom-in of Fig. 2(c) for the electron

regime with the vertical axis scaled as 1=B⊥ to make the
SdH oscillations periodic. A beating, visible as a π phase
slip, is indicated with arrows. Figure 3(b) shows the power
spectrum of the data in Fig. 3(a) for five gate voltage values.
The frequency axis f has been multiplied by e=h to directly
show the subband densities. At positive VTG, the power
spectrum reveals a single oscillation frequency. Decreasing
VTG, the peak moves to lower electron densities and
gradually splits into two components. The amplitude of
the low-density peak decreases with respect to its high-
density counterpart (n1) until it disappears in the back-
ground for VTG < −0.25 V. The quench of the n2 peak at
finite density is compatible with a k ≠ 0 minimum in the
dispersion relation of the high energy split band, as just
above energy II in Fig. 1(a).
Additional insight into the data is gained by comparing

the peaks position with the Hall density. The same analysis
as in Fig. 3(b) is shown in the color plot of Fig. 3(c) as a
function of VTG. The solid blue line indicates the density
nHall, extracted from ρxy. The dashed line tracks the position
of the n1 peak in the power spectrum while the dotted line
shows the quantity nHall − n1. For VTG > 0, a single peak
is visible in the spectrum with fe=h ¼ nHall=2. This is
consistent with two spin degenerate bands with n1 ¼ n2, as
in scenario I in Fig. 1(a). Once the splitting develops, as
highlighted in Fig. 3(c), nHall − n1 matches the position of
the measured n2 peak. The analysis is extended down to
VTG ¼ −0.46 V, where ρxy does not show indication of
hole transport yet. The density difference between the
two subbands gradually increases until nHall ¼ n1 at
VTG ≈ −0.4 V; i.e., all mobile charge resides in a single
band with n1 ¼ 1.4 × 1015 m−2. This is compatible with
situation II in Fig. 1(a).
Below the CNP, the electronlike n1 peak coexists with a

holelike state, highlighted with a dot-dashed line in Fig. 3(c).
We confirmed that its position matches the periodicity of

CNP

Splitting

(a)

(c)

(b)

FIG. 3. (a) Longitudinal resistivity ρxx as in Fig. 2(c) for VTG ≥
−0.5 V as a function of 1=B⊥. The arrows indicate a beating in
the SdH oscillations, visible as a π phase shift. (b) Normalized
power spectrum of ρxxð1=B⊥Þ for various gate voltages (data
offset for clarity). The frequency axis has been multiplied by e=h
to directly show the subband densities. (c) Color map of the
power spectrum as in (b) as a function of VTG. The amplitude of
the power spectrum has been normalized, column by column, to
the n1 peak. The solid blue line indicates the density obtained
from the Hall slope, the dashed line marks the n1 peak, and the
dotted line gives the difference between the two. Dots indicate
the hole density obtained from holelike LLs in Fig. 2(c), with the
dash-dotted line being a guide to the eye.
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the holelike LLs [cf. dots in Figs. 2(c) and 3(c)]. The hole
signature in the spectrum can be interpreted as either two
degenerate subbands p1 ¼ p2 or one spin-orbit polarized
subband p1. Extracting the total density from the Hall slope
is less accurate in this regime due to the nonlinearity of
ρxyðBÞ, preventing further analysis. Nevertheless, assuming
a single subband p1, as predicted by our model for situation
III in Fig. 1(b), the top gate capacitance in the hole regime
(−∂p1=∂VTG) matches that in the electron regime
(∂nHall=∂VTG), as expected from the electrostatic model
of Fig. 1(a). Furthermore, the absence of Zeeman splitting in
the holelike LL up to high field supports the interpretation
that holes are also fully spin-orbit polarized. Assuming a
single holelike band, the filling factors indicated in Fig. 3(c)
with negative numbering are calculated for the holelike LLs,
consistent with an identical filling factor for electron- and
holelike LLs (1 and −1, respectively) being populated at the
CNP [41,42]. From these observation we conclude that a
single and fully spin-orbit polarized hole band p1 is
occupied below the CNP, consistent with scenario III in
Fig. 1(b).
The intersection between p1 and n1 at VTG ≈ −0.6 V

determines the CNP, consistent with Fig. 2(b). The crossing
of the Fermi energy with the top of the valence band is
inferred to be at VTG ¼ −0.35 V. This matches the peak in
ρxx, as seen in Fig. 2(a), and the kink in nHall visible in
Fig. 3(c) marking a change in gate capacitance as a
screening layer is populated.
After demonstrating the large splitting at the CNP, we

investigate how the large spin-orbit polarization affects
transport phenomena. The zero field polarization of elec-
tronlike states, quantified as ðn1 − n2Þ=ðn1 þ n2Þ, saturates
at 100% for VTG ¼ −0.4 V [Fig. 4(a)]. Despite expecting
holelike states in this regime, hole conduction is not
experimentally detected, by either a slope reversal in ρxy
[Fig. 2(b)] or additional LLs in ρxx [Fig. 2(c)]. This
behavior is presumably due to the low mobility of holes
in GaSb which, for densities lower than 5 × 1014 m−2, may
localize. As only electronlike states contribute to transport,
this situation effectively realizes a helical 2DEG. Such a
system is reminiscent of the surface of three-dimensional
topological insulators, where the Fermi energy crosses a
single spin-resolved band, and might have potential interest
for studying topological states of matter.
The full spin-orbit polarization for VTG ≈ −0.4 V is

further confirmed by the quantum Hall plateaus of ρ−1xy ,
shown in Fig. 4(b). At high electron density (orange line,
VTG ¼ 0.25 V) the plateaus evolve in steps of 2e2=h, as
expected for a conventional 2DEG. For B⊥ > 3 T, Zeeman
splitting lifts spin degeneracy, resulting in e2=h plateaus. In
the fully polarized regime (red line, VTG ¼ −0.4 V), the
plateaus exquisitely evolve as integer multiples of e2=h
from the first visible steps at B⊥ ≈ 400 mT. This is further
evidence of the helical nature of electronlike states,
extending also to small magnetic fields. The oscillations

in the low-density plateaus [also visible in Fig. 2(b)] are
attributed to disorder, resulting in a broadening of LLs and
an eventual mixing between ρxx and ρxy [48]. We note that
the overshoots in ρ−1xy or an eventual presence of holelike
states do not compromise the analysis. In fact, the density
of the system for VTG ¼ −0.4 V is confirmed within 5% by
three independent checks: (i) the slope of ρxy, constant up
to B⊥ ¼ 5 T; (ii) the periodicity of the low-field SdH
oscillation; (iii) the magnetic field position Bν of the νe2=h
plateaus in ρ−1xy , satisfying n1 ¼ νeBν=h.
The unique Fermi level crossing present in our

system, together with strong SOC, can result in a nontrivial
Berry phase acquired by electrons on a closed cyclotron
orbit, such as in Fig. 1(c). To check this eventuality, we
measured the phase offset φ of the SdH oscillations for
1=B → 0, similar to earlier work on graphene [49,50] and
3D topological insulators [51,52]. While conventional
2DEGs have φ ¼ 0, materials with a symmetric Dirac
cone exhibit φ ¼ 1=2. In a complex band structure, as in
the present case, the Berry phase is not expected to be
quantized but to vary depending on the details of the
dispersion relation [53]. The inset of Fig. 4(b) shows the
1=Bν positions of the ν filling factors for various top
gate voltages (markers) together with linear fits (lines)
extrapolating to 1=B → 0. The result of the extrapolation is
shown in Fig. 4(c). For VTG ≥ −0.2 V, all the curves
consistently give φ ≈ 0, as expected for normal fermions.
For VTG ¼ −0.4 V, the extrapolation leads a phase shift
φ ¼ −0.33� 0.05, consistent with a nonzero Berry phase.

(a)

(b)

(c)

FIG. 4. (a) Spin-orbit polarization of electronlike states as a
function of VTG, with markers defined as in (b). (b) Inverse
transverse resistivity ρ−1xy for different top gate voltages VTG.
Inset: Inverse magnetic field positions of the filling factors ν for
different VTG values. Solid lines are linear fits to the data.
(c) Phase offset γ of the data in the inset of (b) extrapolated for
1=B → 0.
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In conclusion, we studied the band structure of inverted
InAs=GaSb QWs via magnetotransport measurements.
Consistent with simulations, electronlike and holelike
states are fully spin-orbit polarized in proximity of the
CNP. We identify a regime where a single electronlike band
with helical spin texture contributes to transport. The 100%
spin-orbit polarization of the system is confirmed by
quantum Hall plateaus evolving in e2=h steps and a
nontrivial Berry phase.
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