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Introduction

1.1. All-optical study of physiology in living animals
Since Luigi Galvani in the late XVIII century explored the possibility to stimulate
the sciatic nerve of a frog with electricity, scientists have been motivated to inves-
tigate the organization and signaling of the brain. Later, during the XX century,
modern electrophysiology became the standard technique to study brain activity.
Electrophysiology permits an experimenter to read the activity of a single neuron
or of hundreds neurons within a complex circuit by recording the electrical signal
generated by the ions flux across cells membranes. The electrical signal is directly
measured via metal or glass electrodes put in close contact with the circuit of in-
terest. This working principle makes electrophysiology an invasive approach while
ensuring a measurement with good signal to noise ratio that is independent from
any signal transduction [1].

With the advent of optogenetics in the late 1990s, interrogation of neural circuits
became possible with light. Optogenetics relies on genetically encoded proteins that
can act as actuators to transduce an optical signal into a physiological perturbation
of a living cell in vitro or in a living animal. The physiological change can then be
measured via genetically-encoded reporters that translate the presence of signaling
molecules into an optical signal [2]. The genetic component permits to investigate
specific cell types, while the optical component offers exquisite spatial resolution
and the possibility to simultaneously activate multiple light-sensitive molecules at
different wavelengths [3].

In neuroscience, optogenetic actuators are typically light-gated ion channels
that, upon light irradiation, cause the depolarization or hyperpolarization of the
plasma membrane of the neuron compared to the resting potential. In the first
case, the transmembrane protein becomes permeable to cations and may induce
a sub-threshold or supra-threshold action potential. An example in this category

Parts of this chapter are based on the work: Holographic two-photon activation for synthetic optoge-
netics. Nature Protocols 14, 864-900, (2019)
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of actuators is the microbial opsin Channelrhodopsin-2 (ChR2) [4]. On the other
hand, the neuron can be hyperpolarized by transmembrane anion pumps, such as
the family of Halorhodopsins, activated by another color of light. In this case, the
induced physiological consequence is neuronal silencing, namely the inhibition of
action potential. [5].

The advancement in the development of actuators and reporters, together with
the ability to shine and record the light from the neurons expressing such tools, has
allowed researchers to perform “all-optical physiology” experiments. Here, both
manipulation and monitoring of neural activity are realized through light, making
the investigation of the brain physiology in living animals less invasive than via the
use of electrodes.

1.1.1. Overview on fluorescent reporters of neuronal function
To monitor the physiological response consequent to the stimulation of a cell, a
wide variety of fluorescent sensors have been developed. In general, genetically-
encoded reporters of neural activity can be classified in three main categories: ge-
netically encoded calcium indicators (GECISs), genetically-encoded voltage indicators
(GEVIs) and genetically-encoded neurotransmitters indicators (GENIs) [6].

GECIs

The first category of reporters relies on sensing the concentration of free calcium
(Ca?*). When an action potential is generated, voltage-gated calcium channels
open up and cause an increase in calcium concentration within the cytoplasm from
50-100 nM up to 10 uM [7]. Hence, cytosolic Ca?* concentration is a good proxy
for neuronal activity because it reports the local Ca?* inflow in shafts and dendritic
spines triggered by synaptic activity [8] .

In the late nineties genetically encoded calcium indicator (GECI)s were based on
FRET (Foster resonance energy transfer), they exploited the energy transfer be-
tween the cyan fluorescent protein (CFP) and the yellow fluorescent protein (YFP)
mediated by the Ca?* dependent conformational changes of the complex calmod-
ulin (CaM) - M13 peptide. Cytoplasmic Ca?* binds to CaM that wraps around the
M13 peptide and causes the increase of FRET efficiency between CFP and YFP [9].

Later single-fluorophore GECIs were developed to permit Ca?* imaging via con-
ventional fluorescence microscopy. Among GECIs, the single-wavelength family
of GCaMPs was widely developed. GCaMPs have three protein domains: calmod-
ulin (CaM), a circularly permuted green fluorescent protein (cpGFP) and a peptide
commonly M13 interacting with the calcium-binding protein. Upon Ca?* binding to
CaM, this protein interacts with the peptide domain, leading to a conformational
change. This change modulates the chromophore inside the cpGFP barrel to pro-
mote a highly-fluorescent state [10]. The major limitation of this category of GECIs
is their slow kinetics to track action potentials that propagate with timescales of
milliseconds. In fact, GCaMPs fluorescence rise-times, at 50% of the total signal
detected, is on the order of 100 ms. Improvement on the kinetic properties were
achieved with the advent of the GCaMP6 [11] and GCaMP7 [12] families of sensors.
Their fast variants have a rise time of 50 ms, however they suffer of decreased sen-
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sitivity compared to their slow counterparts since sensitivity and speed are inversely
proportional properties [13]. However, among the GCaMPs progeny the GCaMP6
family is one of the most used reporters for functional imaging in vivo thanks to
brightness and limited photobleaching [14, 15].

The interrogation of complex neural networks among different neuronal ensem-
bles required the extension of the available single-fluorophore GECI. To fill this
gap red-shifted GECIs were engineered. They exhibit reduced phototoxicity, lower
background signal and advantages linked to intrinsic properties of red-shifted wave-
lengths such as reduced absorption and scattering through tissue [8].

Overall the main constraint of single-wavelength GECI is their limited kinetic
response which is inadequate to resolve fast dynamics of individual neurons with
spike rates in the interval 10-100 Hz. In the last years progress was made with
the advent of the multicolor XCaMPs [10] family which has still a response 3-4 time
slower than endogenous calcium spikes. More recently other promising tools as the
jGCaMP8 family was engineered, it offers a faster kinetic response and decay time
than the green variants of the XCaMP family [13].

GEVIs

Differently, GEVIs reveal via fluorescence emission changes in the membrane po-
tential of the the cell. Most GEVIs are either fluorescent proteins fused to voltage-
sensing domain or are modified versions of microbial rhodopsins that exhibit voltage-
sensitive fluorescence. Chemogenetic GEVIs are instead another category of GEVIs
combining chemical and genetic indicators together [16]. Altogether, GEVIs rep-
resent the most direct measurement of neural electrical activity. However, voltage
imaging is more challenging than calcium imaging through GCaMPs since it requires
kilohertz (kHz) imaging rate due to the sub-millisecond time scale of the changes
in membrane potential during an action potential. Moreover, GEVIs are typically
localized on the plasma membrane, requiring bright and stable indicators [17]. No-
tably, GEVIs, differently than GECIs, enable the read out of sub-threshold activity
[18].

GENIs

GENIs directly sense neurotransmitters and report their presence via a fluorescent
signal. Neurotransmitters are the chemical messengers released by the pre-synaptic
neuron via vesicle exocytosis. Neurotransmitters, reaching a concentrations in the
micromolar range within the synaptic cleft [19], bind specific receptors located at
the plasma membrane where they trigger in post-synaptic neurons either second
messenger signaling cascades or ion flux. GENIs usually use either periplasmic-
binding proteins (PBPs) or G-protein-coupled receptors (GPCRs) as the domain to
bind the neurotransmitter [20]. Upon ligand binding, both PBP and GPCR domains
undergo conformational changes that modulate the emission of the fluorescent pro-
tein within the sensors. Among the PBP sensors, iGIuSnFR reported glutamate tran-
sients in different living animals such as zebrafish, C. elegans and mouse. However,
the decay time of this sensor (92 ms) hindered to resolve local glutamate release
upon electrical stimulation faster than 10 Hz. For such a reason improved versions
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of the sensor were engineered namely SF-iGluSnFRs with the ability to report glu-
tamate release during single action potential stimulated at high frequency (100 Hz)
[6]. To date, PBP-based glutamate and GABA sensors and GPCR-based sensors for
dopamine, serotonin, acetylcholine and norepinephrine are available [6].

1.1.2. Overview on optogenetic actuators

Since the advent of optogenetics, a plethora of actuators to optically manipulate
neural activity has been developed. These actuators can be classified in three
broad categories: purely genetic, chemical and synthetic tools.

Pure genetics tools

Genetic tools refer to intrinsically light-gated ion channels that become selectively
permeable to specific ions upon irradiation. This property allows to mimic the en-
dogenous electrical activity in the neurons of interest. These genetically-encoded
tools make use of endogenous chromophores synthesized by other biological sys-
tem such as microbes or animal. Among these, the light-gated channel ChR-2, a
trans-membrane protein from the algae Chlamydomonas reinhardtii, is an exam-
ple of light-activated ion channel. When the opsin absorbs blue light, the retinal
cofactor undergoes photoisomerization, inducing changes in the trans-membrane
protein to pass an ionic current [21]. Hence, these opsin-based proteins have been
introduced into neurons to mimic an action potential firing.

Chemical tools

Chemical tools rely on photosensitive reagents that react with endogenous recep-
tors and channels. This approach allows to control any neuron expressing the
receptor of interest. The use of photosensitive reagents that do not require an ex-
ogenous protein component is sometimes called photopharmacology. Examples of
such reagents are caged neurotransmitters and designer photoswitches that inter-
act with endogenous proteins. These are typically diffusible compounds introduced
to cell by bath application or injected into the cell. Some of the most widely used
photopharmacology tools are caged neurotransmitters. These tools have a pho-
tosensitive molecule that is removed upon light illumination, allowing the uncaged
ligand to bind a receptor. A crucial property for successful caged compounds is
the non-blocking behavior towards their target receptor. One of the most widely
used caged compounds is the two-photon (2P) sensitive caged glutamate MNI-
glutamate. It allows the user to release the neurotransmitter focally, e.g. to mimic
synaptic release. This probe was extensively employed to study synaptic plasticity
in various brain areas [22, 23].

Synthetic tools

This hybrid approach combines the advantages of photochemical control with the
specificity of genetics and they enable to control neural activity in specific cells and
at specific receptors. A synthetic photosensitive ligand is attached onto a genet-
ically engineered protein to allow activation or inhibition of that particular protein
with light. An example is the combination of functionalized azobenzenes with a
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genetically-modified receptor designed to bind the photoswitch. For instance, the
receptor ion gated channel can be modified with a single cysteine substitution on
its extracellular side, near the binding site for the ligand. The ligand is bound to
the chemical photoswitch, an azobenzene designed to be complementary to the
engineered receptor. With a cysteine reactive group, namely a maleimide, it irre-
versibly tethers to the cysteine residue on the receptor. This approach combines
the specificity given by genetic modifications with the unique precision to control
with light the function of targeted neurons at the molecular level [24].

1.1.3. Milestones of all-optical study of physiology

The optogenetics toolkit, with both actuators and reporters, is a powerful addition
to the spectrum of techniques available in neuroscience to investigate neurophys-
iology and unravel how neural circuit structure is related to circuit function. A
plethora of actuators and reporters are available to respectively trigger and read
out action potentials in living animals. The approach used in these experiments is
to selectively photostimulate cell bodies expressing genetically encoded photosen-
sitive channels (e.g., channelrhodopsins [14]) and record the consequent neural
activity with fluorescent sensors [25]. All-optical physiology experiments have also
required progress in optical engineering to be able to stimulate and record neural
signals within the same instrument. A brief overview of the milestones archived
over the last decade follows.

In 2007, Nikolenko and colleagues [26] reported the first example of all-optical
interrogation of neural circuits by uncaging MNI-glutamate in mouse brain slices
while recording the activation of dendritic spines and cortical neurons via calcium
imaging. In those experiments, both the uncaging and the calcium imaging were
performed with two-photon excitation. Later in 2014, Szabo et al. [27], activated
with blue light ChR-2 expressed in cerebellar interneurons of a living mouse and con-
currently recorded neural activity via fluorescence imaging of genetically-encoded
GCaMP5-G expressed in the same cellular population. The activation of the opto-
genetics actuator and the delivery of the imaging light was here realized through a
fiberscope attached to the mouse skull. This configuration allowed to manipulate
and monitor the neural activity while the animal was freely behaving.

At same time two different research groups [28, 29] worked towards a similar
experiment where both activation and imaging were performed with two-photon
light. Packer et al. [29] activated in spiral fashion a red-shifted opsin while record-
ing the activity via a GECI expressed in the same neuronal population of a head fixed
mouse living mouse. Rickgauer and colleagues [28] accomplished the same exper-
iment adopting a scanning approach to stimulate the neurons of interest. While
both approaches exploited the axial confinement and deepest penetration depth
intrinsic to two-photon excitation, the animals were not free to move.

In the following years different research groups contributed to the field of all-
optical interrogation of either two dimensional (2D) or three dimensional (3D) neural
circuits [30, 31], [32-34]. Dal Maschio and colleagues [33] integrated into a two-
photon scanning microscope a module for parallel stimulation in 3D. This instru-
ment allows to identify behavior-related neural circuits in awake zebrafish larvae.
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The stimulation was targeted to single somata with a diameter of ~6 um and axial
resolution of ~9 um over a volume of ~160 x 80 x 32 um. A similar instrument
was proposed by McRaven et al. [35] to achieve comparable lateral and axial reso-
lution. In this case the goal was to discover cellular-level motifs in living zebrafish
embryos. To date, optogenetics has allowed remote control of neural activity in
living and awake animals at different scales from single cell signaling, including
complex networks of neurons till the investigation of animals behaviours [3]. The
ability of investigating physiology at different scales permitted to use optogenetics
to answer both fundamental questions about the brain working principle and both
specific questions related to diseases in animal models [36].

1.2. Optical methods for cellular stimulation

Shaping the stimulation light is necessary to precisely target actuators, particularly
in densely labeled samples where one wishes to excite only a subset of expressing
cells. Initially wide field one-photon excitation (1PE) was used to activate ion chan-
nels and pumps both in vitro [37] and in vivo [38]. However, 1PE is inadequate
for optogenetic stimulation with single-cell resolution in thick living tissue given the
poor axial resolution in thick, highly scattering tissues and limited penetration depth
of visible wavelengths. For such reasons two-photon excitation (2PE) is preferred
due to its intrinsic axial confinement and increased penetration depth of longer
wavelengths that are less sensitive to scattering and absorption by endogenous
molecules. To this end, ultrashort pulses near infrared (NIR), such as those emitted
by mode-locked Ti:Sapphire lasers, usually used for two-photon microscopy, are
employed.

Light patterning has been realized with different approaches that can be distin-
guished in two broad categories: sequential and parallel.

Sequential illumination relies on galvanometric mirrors, resonant scanners or
acousto-optical deflectors to scan the beam across the stimulation target. Differ-
ently from glutamate uncaging, the photoactivation of actuators such as ChR-2
requires increasing the illumination area to a surface encompassing the soma of
the neuron of interest because single diffraction limited 2P spots will not produce
a depolarization that exceeds the action potential threshold [39]. To increase the
efficiency of sequential approaches, the surface of the target cell is covered by the
spiral scanning of a low numerical aperture (NA) beam as described in [40]. Here,
Rickaguer and colleagues induced AP in cultured hippocampal neurons expressing
ChR-2 with 30 ms temporal resolution. However, the time resolution of this ap-
proach is dependent on the number of stimulated cells and the nhumber of scanned
locations within each cell.

Parallel approaches overcome this limitation by simultaneously redirecting the
stimulation light to multiple targets. Here the temporal resolution is independent
from the number of stimulated cells [14]. These methods rely either on intensity or
phase modulation of the light. In the first case, digital micromirror devices (DMDs)
are used to selectively block the off-target light. So these devices are not com-
patible with 2PE given their low damage threshold and power efficiency [41]. As a
consequence this strategy is inefficient in terms of power management. Differently,
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computer generated holograms (CGHs) displayed onto spatial light modulator (sLM)
allow to modulate the phase of the stimulation light at the back aperture of the ob-
jective. The objective performs then a Fourier transform, transforming the phase
hologram into a focused pattern of light matching the targets in the sample. CGHs
can target both diffraction-limited regions of interest (ROIs) or extended areas cov-
ering the neuronal soma or subcellular regions. Overall the temporal resolution of
computer generated holography (cGH) optogenetics is limited by the actuator ki-
netics and the (SLM) refresh rate. This approach combined with 2P illumination,
has proven effective for the activation of neurons expressing opsin both in brain
slice [42] and in living animals [32, 33, 43]. A more sophisticated method to re-
alize parallel stimulation is generalized phase contrast (GPC). This interferometric
method uses an SLM addressed with a binary phase mask corresponding to the
desired target intensity. The light reflected off the phase modulator passes then
a lens, a phase contrast filter placed in the Fourier plane of the lens and finally
a second lens that focuses the target intensity. The phase contrast filter applies
a phase retardation between the on-axis component of the the light, representing
the reference wave, and the higher-order spatial frequency components, containing
the information about the phase of the target object. In this way the components
interfere to produce at the focal plane of the second lens the desired target intensity
[39].

Another strategy adopted to shape the stimulation light is represented by hy-
brid methods. Both SLM and scanning devices are used, the stimulation light is
multiplexed via CGH and then it is scanned through galvo mirrors. As reported in
[29, 34] hybrid approaches can successfully generate AP in living animals. To date,
hybrid approaches were used to stimulate simultaneously more ROIs compared to
purely parallel methods. Yang and colleagues [34] reported the concurrent stim-
ulation of 80 neurons over 150 um depth in the mouse visual cortex. Instead the
highest number of cells simultaneously activated via purely parallel approaches is
50 [32].

1.2.1. Advantages and limitations of two-photon computer gen-
erated holography

In the work presented in this thesis, ultrashort pulses of NIR light were shaped
with CGH. As noted above, this technique outperforms other patterning schemes
such as intensity modulation through DMDs. Importantly, 1PE via DMDs cannot
truly be confined in three dimensions and exhibits poor axial resolution, resulting in
unwanted illumination of tissue outside the ROI. Owing to the nonlinear physics of
multiphoton absorption, it is possible to achieve confined excitation in the geomet-
rical focus where the light intensity is the highest. Two-photon computer generated
holography (2P-CGH) provides a high level of flexibility, allowing the simultaneous
excitation of multifocal point clouds, e.g. targeted to sub-cellular regions or to mul-
tiple somata. In 2P-CGH, the number of excited ROIs does not affect temporal
resolution, which depends only on the stimulation time, the refresh rate of the SLM
and the kinetics of the optogenetic tool.

Lasers typically used for 2PE are characterized by four parameters: wavelength,
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pulse peak power (P,cqx), repetition rate (f..,), pulse duration (z) and average
power (P,,,). These parameters play an important role in the light-tissue interaction
and in the non-linear process underlying the stimulation. The excitation wavelength
for both fixed-wavelength or tunable (eg. Ti:Sapphire) lasers needs to match the
absorption spectra of the optogenetic actuator while minimizing any activation of
the reporter to avoid any cross-talk between stimulation and imaging. The wave-
lengths used for 2P optogenetics activation lay typically in the interval 700-1100
nm which falls in the “optical window for tissue” (600-1200 nm) where the endoge-
nous absorbers such as melanin, hemoglobin and most importantly water show
relatively low absorption. The main consequence is a reduced linear absorption
of water which is responsible of heating effects on the sample [44]. The average
power over time is determined by the following equation:

Py = peak * frep T (1.1)

The available laser power could limit the number of ROIs that can be excited si-
multaneously, since CGH splits the average laser power among several focal spots,
and the probability of 2PE (112PF) drops quadratically with the average power [41]:

M2PE o Fiy (1.2)
frep T .

Increasing the average power will increase the number of targets simultaneously ac-
tivated while causing thermal heat and consequently thermal damage of the tissue
[45, 46]. A reduced laser repetition rate could potentially mitigate the heating effect
for two reasons. A lower repetition rate implies a longer time between consecu-
tive pulses and this extra time might be beneficial for tissue to recover from thermal
stress. Moreover, when lower repetition rates are associated with higher peak pow-
ers and lower average powers a more efficient stimulation of the actuator can be
realized reducing the thermal damage caused by high average powers. However,
decreasing the repetition rate comes at the expenses of non-linear damage which
is proportional to the peak power. Non-linear damage arises from the non-linear
interaction between the stimulation light and the tissue at the geometrical focus.
This effect can lead to multi-photon ionization, cell ablation, optical breakdown and
even plasma formation [47]. Non-linear absorption may also cause photochemical
damage [44], such as DNA damage or formation of reactive oxygen species (ROS).
Another parameter to consider in the design of a 2PE-CGH stimulation experiment
is the intensity or power density namely the average power delivered per unit of
area. The intensity of the stimulation is usually lower for extended CGH stimulation
compared to sequential illumination because in the first case the irradiation light is
distributed over a larger area. However, the simultaneous stimulation of multiple
foci usually requires higher average powers compared to sequential approaches.
These figures make parallel approaches more exposed to thermal damage than
scanning methods where the average power is typically lower and the heat dissi-
pation is more efficient due to the small excitation spot [46]. However, scanning
approaches are more prone to induce nonlinear photodamage since the peak power
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will be concentrated on a smaller area [41, 48]. In conclusion, the experimenter
needs to carefully choose the laser parameters in order to minimize both linear and
non-linear damage while preserving the efficiency of 2PE of the actuator of interest.

Another drawback of CGH targeting extended areas is the degradation of the ax-
ial confinement of the hologram as the lateral extent of the target pattern increases.
This issue can be solved by combining CGH with temporal focusing. Temporal fo-
cusing (TF) is a light shaping technique capable of restoring the axial resolution
of an holographic projection targeting an extended area. In fact, CGHs projected
through a high-NA objective have their lateral extent scaling linearly with the axial
extent [14]. TF relies on a diffraction grating conjugated to the sample plane to
separate the femtosecond laser pulse into its spectral components. In the time do-
main, each spectral component has a longer duration until the focus where all the
components constructively interfere at the focus and so the resulting beam tran-
siently restores a shorter duration. The probability of excitation at the focal plane
is enhanced inversely with the pulse duration t:
HZPE e Ig”

a?f (1.3)

T- frep

where I,,, is the average intensity, o2” is the cross-section of the excited molecule
and f..p is the laser repetition rate. By exploiting the inverse proportionality be-
tween 11%F and t, the 2PE response is further confined to a thin region around the
focal plane, and the axial resolution is decoupled from the lateral resolution. As
previously described [42, 49], TF can confine an arbitrary 2D target pattern up to
500 um in diameter to cellular resolution along the z axis. Temporally focused 3D
2P-CGH has been achieved in several implementations. One design [50] uses a sec-
ond SLM after the diffraction grating to control the axial displacement of temporally
focused holographic patterns. Alternatively, Pégard et al. [51] developed a method
called 3D scanless holographic optogenetics with TF (3D-SHOT). The stimulation
light is first shaped into custom TF patterns by a spherical lens and a blazed diffrac-
tion grating, and then is passed through a 4f system with the SLM in the Fourier
plane. The 3D-SHOT [51] enables 2PE stimulation of up to 50 neurons arbitrarily
distributed over a large volume (550 x 550 x 110 um3). Accanto et al. [52] pro-
posed an optical system to perform multiplexed temporally focused-light shaping
(MTF-light shaping) where the light shaping was realized through two-dimension
computer generated holography (2D-CGH) or GPC methods. This system permitted
to project 15 um diameter temporally focused spots over a volume of 300 x 300 x
500 um sampled with 50 distinct planes.

CGHs suffer also from speckles, namely variations of the light distribution within
the reconstructed hologram. Those inhomogeneities originate from the computa-
tion of the hologram which relies on iterative algorithms to modulate only the phase
while the output intensity is optimized by having a random phase parameter at the
focal point [14]. Speckle fluctuations are on the order of 20% when one-photon
stimulation is adopted, while they reach 50% in case of two-photon stimulation
[14]. To counteract this issue, generalized phase contrast method can be used to
generate speckle-free CGHs. This method combined with TF was successfully ap-
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plied to stimulate ChR2 expressed in cultured cells, cultured neurons and in mouse
acute cortical slices where as a consequence large photocurrents were measured
[53].

1.3. Motivation and outline of this thesis

1.3.1. Motivation

To date, the majority of the joint progress in opsin engineering and optical methods
worked to facilitate the activation of neuronal ensembles, which is often called “cir-
cuit optogenetics” [54]. Here, neural circuits at different brain location are optically
manipulated with single-cell spatial precision and millisecond temporal resolution.
However, a further transition is required to investigate sub-synapse domains at the
synapse level. [55]. For example, it would currently be difficult to perform an ex-
periment focusing stimulation light at single axonal boutons or dendrites in order
to mimic local neurotransmission that is not necessarily coupled to an action poten-
tial. As reported in [56] most of the optogenetic tools are localized throughout the
cell without specificity for sub-cellular compartments. Consequently, the optoge-
netic stimulation often does not provide specific information about the effect of the
stimulation on the sub-cellular physiology and signaling. In this picture sub-cellular
optical targeting and readout are needed to provide more specific information.

Sub-cellular optogenetics is an emerging field and several experiments have al-
ready tried methods to reduce the active area of photostimulation. For instance,
Stahlberg and colleagues [55] developed a mutants of channelrhodopsins, known
as step-function channelrhodopsins, that can be activated and deactivated with light
at different wavelengths. It was demonstrated that these actuators expressed in
hippocampal neurons can be efficiently activated by illuminating a central region
with a specific wavelength and simultaneously inactivated by co-illumination with
another wavelength. This co-illumination was imposed on the sample in a donut
shape overlapping the central region of activation, much like the excitation used
in stimulated emission depletion (STED) microscopy. This STED-inspired approach
allows to achieve micrometer activation areas, but the application of this strat-
egy to sub-micrometer and even nanometer activation areas is still limited. The
limitation arises from low photocurrents generated in the neuronal nanodomains
that would be hardly detectable with the existing calcium or voltage reporters with
spectral properties compatible with the optogenetic stimulation. Stahlberg and col-
leagues [55] propose two main solutions to this problem: either increasing the
expression level of the step function opsins into the neurons of interest to be able
to induce higher currents upon focal stimulation, or the improvement in the single
channel conductance. These solutions tackle the bioengineering aspect of the prob-
lem. Differently, this thesis intends to improve the available optical tools to focus
the stimulation light on sub-cellular ROIs. In this context, this work aims towards
the realization of synaptically-localized optogenetic manipulations in living zebrafish
brain to investigate synapse formation and growth in developing animals.

The design of the optical instrument to achieve this goal poses three main en-
gineering problems.
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One of the main technical requirements to perform such experiments is the con-
finement of the stimulation light within (sub)diffraction-limited areas located deep
into the zebrafish brain and surrounded by inhomogeneous tissue. The dimension
of the synaptic cleft is on the order of 20-30 nm [57] while the lateral size of the
pre-synaptic compartment is typically below 1 um and the post-synaptic receptors
are organized in sub-synaptic domains with diameters typically below 100 nm [58].
In this scenario, the stimulation light traveling through refractive index inhomoge-
neous tissue will be impaired by optical aberrations. These distortions will cause a
loss of confinement of the stimulation pattern and reduced peak intensities of the
ultrashort pulses of NIR light leading ultimately to inefficient excitation.

Sub-cellular regions within the neuron under investigation should be activated
within a short temporal window, especially if a STED-approach for activation and
inactivation is adopted. Hence, CGH is the natural choice over point-scanning meth-
ods since it allows to probe simultaneously the activity of multiple ROIs. Moreover,
in real-time manipulation the target structures change over time and the generation
of the stimulation pattern should match these dynamics. For instance axonal growth
in zebrafish larvae retinal ganglion cells occurs on the minutes time scale [59]. For
such a reason the calculation of different stimulation patterns during the experiment
needs to happen at the sub-minute time scale. However, traditional computational
algorithms such as Gerchberg-Saxton and Weighted Gerchberg-Saxton are able to
provide high quality holograms in terms of uniformity of intensity between the foci
and efficiency (percentage of the laser light redirected into the foci) with relatively
high computational time, ranging from seconds to several minutes. The computa-
tional cost depends on the number of pixels in the SLM, the number of iterations
chosen for the calculation and number of spots within the pattern.

Finally another aspect to consider when performing all-optical interrogation of
cellular and sub-cellular compartments in living animals is the potential harm of
the stimulation light on the animal in terms of thermal damage. Even slight heat-
ing can cause an alteration of the sample physiology such as instability of synaptic
responses [60] or modulation of the firing rate [61]. In the specific case of sin-
gle synapse manipulation in living and developing zebrafish embryos to probe the
synaptic growth over time requires long experiments and repeated irradiation of
multiple ROIs with long exposures (milliseconds to seconds) [46]. Hence, thermal
damage induced by prolonged NIR exposure needs to be investigated and quanti-
fied in order to draw the minimally invasive laser parameters.

1.3.2. Thesis outline

To pursue the scientific motivation of this thesis, three research problems were
defined, analyzed and discussed. More specifically the improvement in the speed
of the hologram calculation (Chapter 3) is an advantage to stimulate in real-time
structures changing dynamically on the minute time scale. The compensation of the
aberrations in the stimulation light (Chapter 4) allows for a more effective stimula-
tion in terms of delivered power and facilitates the confinement of the stimulation
within smaller area. Finally, stimulating lower repetition rate permits to achieve
higher peak energies while reducing the thermal load on the sample (Chapter 5).
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A detailed summary of the structure of this thesis follows.

Chapter 2: Instrument design: 3D optogenetics module combined with
light sheet microscopy

All-optical studies of physiology requires the integration of an optical microscope
with an optogenetic stimulation module within the same instrument. Here, I present
an imaging system where a light sheet microscope is integrated with a stimulation
module based on NIR light shaped with three-dimension computer generated holog-
raphy (3D-CGH). This chapter provides a review on different light sheet designs and
the integration of such microscope with the optogenetics module. I then focus on
the specific instrument developed during this thesis work by giving technical notes
on the optical design, implementation and operation of the system.

This chapter is based on the work: Optogenetics and Light Sheet Microscopy.
L.Maddalena*, P. Pozzi*, N.G. Ceffa, B. van der Hoeven, E.C. Carroll. In: Papa-
giakoumou E. (eds) All-optical methods to study neuronal function, To appear in
Neuromethods Vol. 191, Humana Press, New York, NY (2022)

Chapter 3: Fast Calculation of Computer Generated Holograms

Here a novel method to compute multi-spot 3D-CGH is described,and tested both
computationally and and experimentally in comparison with other existing algo-
rithms. The experimental test was performed on a custom stimulation module for
for in vivo multiphoton optogenetics. The algorithm here presented is a variation
of the Gerchberg-Saxton algorithm where the compressive sensing approach is ap-
plied to reduce the computational time. In fact, the algorithms: compressive sens-
ing Gerchberg-Saxton and compressive sensing Weighted Gerchberg-Saxton here
introduced allow to compute holograms with comparable spot brightness and uni-
formity as the Gerchberg-Saxton and Weighted Gerchberg-Saxton, while reducing
by at least one order of magnitude the computational cost.

This chapter is based on the work: Fast Calculation of computed generated holo-
grams for 3D Photostimulation through Compressive-Sensing Gerchberg—Saxton Al-
gorithm. P. Pozzi*, L. Maddalena*, N.G. Ceffa, O. Soloviev, G. Vdovin, E.C. Carroll,
M. Verhaegen. Methods and Protocols, 2(1), 2-15, (2019).

Chapter 4: Local aberration control to improve efficiency in multiphoton
holographic projections

This chapter describes the detrimental effect of optical aberrations on the light
propagating through thick tissue where the index of refraction is spatially inhomo-
geneous. This problem affects the NIR light shaped with CGH used for the opto-
genetic stimulation. More specifically aberrations non-linearly impair the efficiency
of the excitation. Hence, a sensorless adaptive optics approach is here proposed
to counteract aberrations in holograms projected through turbid media. The main
feature of this method is the capability to compensate local aberration within the
FOV, a characteristic that makes it particularly suitable for applications in living tis-
sue where the aberrations vary over a short distance. It is shown here that this

* These authors contributed equally to this work.
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method improves the intensity of the stimulation pattern at least two-fold on both
synthetic and biological samples.

This chapter is based on the work: Local aberration control to improve efficiency
in multiphoton holographic projections. L. Maddalena, H. Keizers, P. Pozzi, E.C.
Carroll. Optics Express, 30(16), 29128-29147, (2022)

Chapter 5: Flexible control of pulse intensity and repetition rate for multi-
photon photostimulation
Optogenetic stimulation typically uses pulsed near-infrared lasers to exploit their
high peak powers needed for nonlinear excitation of actuators. However, a care-
ful evaluation of the laser parameters such as repetition rate and average power
is needed in order to estimate the thermal damage. Hence, this chapter shows
the implementation of intra-cavity dumping within a mode-locked Ti:Sapphire laser
used in the optical module described in the previous chapters of the thesis. This
system enables to perform photostimulation experiments in both synthetic and liv-
ing samples where pulse energy, average power and repetition rate can all be
independently harnessed. Here, I characterize the performance of the system and
demonstrate that a lower laser repetition rate can reduce the thermal load on living
tissues.

This chapter is based on the work: Flexible control of pulse intensity and repeti-
tion rate for multiphoton photostimulation. L. Maddalena, M. Ouwehand, H. Safdar,
E.C. Carroll. Frontiers in Physics, 10(1005094), (2022)

Chapter 6: Conclusions and future outlook

This chapter provides a summary of the achievements accomplished in each of
the previous chapters. Further improvements of those achievements are discussed
together with a comparison to alternative approaches proposed by other research
groups. Finally, I give an outlook on the directions for this research.
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Instrument design: 3D
optogenetic module combined
with light sheet microscopy

Light sheet microscopy is a powerful method for imaging small translucent
samples in vivo, owing to its unique combination of fast imaging speeds, large
field of view and low phototoxicity. This chapter briefly reviews state-of-
the-art technology for variations of light sheet microscopy. We review recent
examples of optogenetics in combination with light sheet microscopy and dis-
cuss some current bottlenecks and horizons of light sheet in all-optical phys-
iology. We describe how three-dimensional optogenetics can be added to an
home-built light sheet microscope, including technical notes about choices in
microscope configuration to consider depending on the time and length scales
of interest.

This chapter is based on the work: Optogenetics and Light Sheet Microscopy. In: Papagiakoumou E.
(eds) All-optical methods to study neuronal function, To appear in Neuromethods Vol. 191, Humana
Press, New York, NY

21



22 2. 3D optogenetics module and light sheet microscope

2.1. Imaging translucent organisms

Larval fish, flies, and worms are popular model organisms in developmental bi-
ology [1] and, increasingly, in systems neuroscience [2—4]. Optical translucency
make these organisms well-suited to visualize physiological functions using high-
resolution fluorescence imaging with sub-cellular spatial resolution. Small size and
their ability to thrive when immersed in water make it possible even to image em-
bryonic development and behaviors in toto over hours or days [5].

Light sheet microscopy, also known as Selective Plane Illumination Microscopy
(SPIM), has emerged as the method of choice for imaging smaller organisms, offer-
ing a number of advantages over point-scanning microscopy in speed, accessible
volume, and phototoxicity. The light sheet revival over the last two decades is
tightly associated with important milestones in live tissue imaging, including the
iconic example of whole-brain imaging in larval zebrafish (Danio rerio). Launched
by early examples of calcium imaging of fictive activity [6], several research groups
worldwide now routinely record calcium activity from the nearly 10° neurons of the
young awake, behaving zebrafish. The resulting avalanche of data is beginning to
lead to new insights about the communication between different brain areas (see
[3, 7] for recent reviews).

A natural extension to such imaging studies is the integration of optical methods
for perturbation, such as optogenetics [8, 9], optopharmacology [10], and cell ab-
lation [11, 12]. The expanding toolkit of molecular probes offers many optogenetic
actuators to remotely activate or inactivate cellular processes. In the context of
controlling neural activity, this progress in engineering molecular probes, together
with the development of suitable optical methods [13], makes possible to photo-
stimulate action potentials in cells expressing photosensitive channels and read out
the affected neural activity using fluorescent reporters for calcium [14] or voltage
[15]. Many of these tools have been developed into transgenic animals strains
[16, 17]. Early demonstrations of optogenetic manipulations in combination with
light sheet microscopy include optogenetic control over a variety of physiological
phenomena, especially in larval zebrafish, from the beating of the heart [18] to
cellular control of reflexive behaviors [19].

In this chapter, we describe how optogenetics can be added to a home-built
microscope inspired by the open source project OpenSpim [20]. As an example,
we describe in detail a microscope configuration suitable for cellular or sub-cellular
optogenetics in larval zebrafish. The method involves adding two-photon photo-
stimulation shaped by computer generated holography (2P-CGH). The stimulation
module exploits the high numerical aperture (NA) detection objective of the light
sheet to simultaneously excite multifocal points targeted either to sub-cellular re-
gions or to multiple somata. The light sheet module provides flexibility to readout
neural activity in tiny organisms from small volumes to whole brain. Volumetric
imaging is achieved with an electrically tunable lens (ETL), allowing independent
control of imaging depth without moving the detection objective and consequently
the axial location of the stimulation foci.

We provide technical notes on optical alignment, alternative configurations for
different applications, and limitations and challenges of combining optogenetics
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with light sheet microscopy. Finally, we offer some perspectives on extending all-
optical physiology to higher spatial resolution in vivo.

2.1.1. Light sheet technologies

The functioning principle of light sheet microscopy is to illuminate the sample with
a thin sheet of light while collecting the fluorescent signal at an angle (usually or-
thogonal) relative to the illuminated plane. The illuminated plane is aligned with
the focal plane of the detection objective enabling an image to be collected by a
camera, as in a widefield microscope. Whereas laser scanning confocal microscopy
achieves optical sectioning through rejection of photons generated outside of the
excitation focus, light sheet microscopy avoids generating out of focus fluorescence.
This approach provides optical sectioning while minimizing photobleaching and pho-
toxicity.

Light sheet configurations

Light sheet microscopes can be implemented in a variety of configurations, distin-
guished by the the position and number of microscope objectives, the sheet-forming
illumination optics, and the detection optics. Readers are referred to several excel-
lent review articles focused on developmental biology and high-resolution applica-
tions [21, 22]. With respect to brain imaging, variations of light sheet microscopy
have been driven by two main challenges:

1. balancing optical sectioning with a large field of view (FOV)
2. maximizing imaging speed to resolve fast dynamics from fluorescent sensors.

Here, we briefly compare light sheet configurations used for whole-brain imaging
in zebrafish, as shown in Fig. 2.1.

Selective Plane Illumination

The basic SPIM design (Fig. 2.1(a)) uses two orthogonal microscope objectives for
illumination (I) and detection (D) of fluorescence. The illumination light is typically
shaped into a two-dimensional sheet with a cylindrical lens [23, 24]. To image
a volume, the sample is either translated with respect to the detection objective,
or the light sheet is scanned with a galvanometric mirror while also keeping the
illuminated plane conjugated to the camera with either a piezo objective or an
electrically tunable lens.

Later it was demonstrated that rapid scanning of a pencil beam (a long, thin
illumination profile in one dimension) could generate a "virtual” sheet, as seen by
the camera, with the major advantage of reducing light exposure to the sample
[25]. This approach is alternately called digitally scanned light sheet microscopy
(DSLM). In this case, volume acquisition requires a second scanning mirror.

For (relatively) small, translucent samples, where light can enter the sample
from any side, the SPIM design is convenient. Because two (or more) objective
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lenses are used this design decouples the axial( Az) and lateral (Ax, Ay) resolution
which scale as the inverse of the numerical aperture for excitation objective, Az ~
NA;! and the detection objective, Ax, Ay ~ NApL.

The constraints on axial resolution limit the usable FOV. The usable length of a
Gaussian light sheet is proportional to its thickness. For this reason, longer Gaus-
sian profiles have poor optical sectioning and increased phototoxicity by illuminating
a sample slice thicker than the detection depth of field. The most immediate im-
provement for obtaining longer 1-D uniform excitation profiles comes as a trade-off
with temporal resolution: tiling the excitation light sheet [26] allows, in principle,
to select only the central uniform region of the excitation profile, stitching together
multiple images over an arbitrary FOV. However, in all-optical physiology experi-
ments, the decreased temporal resolution may be unacceptable.

An alternative way to obtain uniform illumination over a larger FOV is to illumi-
nate the sample from two sides using an additional illumination objective opposite
of the first (Dual-sided Light Sheet). Depending how the sample is mounted in the
microscope, it may also be possible to illuminate from additional angles [27].

Multiview Illumination

In the case of multiple illumination sheets, each sheet needs only cover half of
the total FOV, so a lower NA sheet can be used to better preserve optical section-
ing. For instance, the IsoView [28] light sheet microscope employs two different
DSLM geometries to simultaneously illuminate the sample from two opposite sides,
collecting the view with two cameras (Fig. 2.1b). In this method, combining the
overlapping images from multiple angles, it is possible to achieve isotropic spatial
resolution [28]. This parallel excitation also represents a robust solution against
sample opacity. Moreover, employing two sets of galvanometric mirrors in each
illumination arm (one for scanning, one for correcting incidence angle on the sam-
ple) allows to employ on-line optimization algorithms [29] to partially correct for
low-order sample-induced aberrations. These improvements come at a cost both
in terms of hardware (number of parts and alignment difficulty) and software com-
plexity. Additionally, because every image is collected twice, the amount of data
collected necessitates high-end storage capabilities and lengthy analysis pipelines
in order to properly fuse the views into a final volume. An added benefit provided
by this geometry is the sample can be left stationary, while the scanning is per-
formed by the galvanometric mirrors (to move the excitation profile in 30) coupled
with piezo motors, that keep the detection objective focused on the illumination
plane.

Swept Plane (Single Objective)

A single-objective light sheet configuration, employing epi-fluorescence, can be ob-
tained in several ways [30, 31] by generating a tilted elongated focus (Fig. 2.1(c)).
The tilted sheet is swept laterally across the sample to image a volume. Swept plane
approaches are gaining ground in neuroimaging because they facilitate high volume
speeds, as reviewed recently by Hillman [32]. The single-objective geometry has
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the advantage of using the same sample preparation as confocal or two-photon (2P)
microscopy, and uniquely, can also be extended to samples of arbitrary size [33].
While the swept plane approach partially sacrifices resolution because every image
is formed collecting planes from regions far from the optimal focus, re-imaging the
tilted plane (and some post-processing) can recover diffraction-limited resolution.
Higher NA objectives with short working distances can also be used when applying
light-sheet microscopy to small samples (e.g. single cells) [34, 35].

Hybrid Light Sheet Microscopes

A clever approach to improve imaging speed is to increase out of focus contributions
in a principled way. Manipulating the detection point-spread function, for instance
by adding spherical aberration [36] or a cubic phase profile [37], extends the effec-
tive depth of field of the detection objective so that information can be harvested
from a thicker illuminated volume. Other approaches for simultaneous volume ac-
quisition borrow from light field microscopy. For instance, an exciting direction of
hybrid imaging called Selecive Volume Illumination (SVIM) [38] merges light-sheet
excitation with light field microscopy techniques to allow extremely fast (tens of Hz)
volumetric imaging. The trade-off for resolution is acceptable for somatic imaging
[39] and SVIM significantly improves contrast over light field microscopy with wide-
field illumination.
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Selective plane Multi-view

(c)

Swept plane Selective volume

Figure 2.1: Selection of light sheet microscope configurations used for whole-brain imaging
in larval zebrafish. (a) Fluorescence is collected along a sheet of light formed by side-ways illumi-
nation. (b) In variations of multi-view light sheet microscopy additional objectives illuminate or collect
fluorescence simultaneously allowing for either greater uniformity of illumination or multiplexing image
formation from different angles. (c) In variations of single-objective light sheet , a tilted sheet is swept
laterally across the sample while collecting a tilted epifluorescent image. (d) Selective volume illumina-
tion microscopy is a hybrid of light sheet illumination and extended-depth of field detection.

Engineering illumination improves resolution and photodamage

Light sheet microscopy is intrinsically efficient with photons. The local intensity
required for light sheet imaging is smaller than for confocal techniques [40], in-
cluding spinning disk confocal microscopy. In fact, with scanning light sheet, the
total energy deposited at each point of a three-dimensional (3D) sample is reduced
by a factor equal to the total number of sections obtained during the imaging [41].
This minimizes photodamage to the specimen and also has a positive effect on the
imaging speed. Moreover, detectors used in light sheet, as CCDs or sCMOS cam-
eras provide a better dynamical range rather than single-pixel detectors used in
point-scanning approaches (e.g., avalanche photodiodes or photomultiplier tubes).
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A poor dynamic range causes problems of detector saturation which translates to
trade-offs in smaller volume or slower acquisition time. Light sheet illumination is
less prone to excitation saturation compared to point-scanning techniques, so it is
not necessary to compromise imaging speed with long frame exposure times.

To further improve on minimizing illumination intensity and photodamage, en-
gineering the excitation beam to produce quasi non-diffracting beams; in particular
Bessel beams [42, 43], has strongly impacted the field. Bessel-like beams preserve
a small beam waist over a longer distance compared to beams with a Gaussian
amplitude profile (Table 4.1), translating to more uniform illumination over the FOV
of the detection objective.

Moreover, when propagating through inhomogeneous samples, Bessel-like beams
have reduced scattering and beam spreading due to their self-healing property,
namely the beam recovers the initial intensity profile after an obstacle. However,
Bessel beams have a major downside: a large portion of energy resides in side-
lobes, that can spread out for a tens of microns beyond the central peak. In fact,
they may generate fluorescence signal from out-of-focus planes, preventing the
theoretical gain in optical sectioning while increasing phototoxicity. For this reason,
researchers have introduced methods to reduce the contribution of the side lobes
to the image:

1. Prevention: Multiphoton excitation can prevent excitation of fluorescence in
the side lobes because of their lower instantaneous intensity [44] (as also
discussed in Chapter 10 by Ji) .

2. Displacement: Interference between multiple illumination rays can diminish
illumination intensity in the side lobes. For example, lattice light-sheet mi-
croscopy [45] employs a spatial light modulator as active optical element
to superimpose an array of Bessel beams that destructively interfere and
consequently reduce the impact of undesired side lobes. This solution has
been proven effective not only in increasing resolution when imaging cellular
samples, but also when studying larger animals (e.g. zebrafish embryos), if
combined with adaptive optics techniques to compensate for the aberrations
introduced by the morphology of larger organisms [46].

3. Rejection: Electronically, fluorescence generated by side lobes can be mit-
igated by only collecting signal confocal to the scanned beam [47]. This
approach only slightly increases system complexity since modern CCD and
CMOS cameras already allow to calibrate an internal rolling shutter modality,
where only a few lines of pixels are active at a time, following the central lobe
of the Bessel excitation.

2.1.2. Design choices

Prioritize scale, resolution, or speed

Optimal choice of the light sheet microscope configuration depends on the research
questions of interest, particularly with respect to the spatial and temporal resolution
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required. Small organisms tend to have smaller cells than mammalian tissues, so
resolution is of particular concern in both imaging and photostimulation. The choice
of light sheet approach is often a matter of choosing the best trade-off between
speed and resolution, given the dimensions and transparency of the sample.

In designing the system described below, we considered applications involving
the larval zebrafish. For this sample, the SPIM design is convenient. The larval ze-
brafish brain occupies a volume of approximately 500 x 800 x 300 um, and individual
neurons are typically 5-10 um in diameter. The whole brain is typically measured
in a single FOV of a 10x detection objective, with which cellular resolution is easily
achieved. However, we also wanted the flexibility to image sub-cellular resolution
in smaller brain regions, so we have used higher magnification to achieve sampling
of better than 0.2 um per pixel on the camera. This lateral resolution is achieved
with a high-NA water-dipping detection objective (practically limited to NA<1.1 by
commercial objectives). To achieve sub-cellular axial resolution over most of the
brain, we chose to apply the superior optical sectioning of a Bessel beam.

For example, considering illumination with a laser source with 2 = 488 nm,
and an excitation objective with NA = 0.29, a Bessel profile can be generated to
cover uniformly 160 um with a central peak width of ~ 0.6 um. To reach the same
FOV, a Gaussian beam would have more than double thickness (around 10 um, as
calculated following precisely the Rayleigh length formula): of course, this value
is chosen following a trade-off between length and the acceptable divergence that
can be tolerated at the edges of the FOV.

Type of photostimulation

The experimenter has many options to add photostimulation optics to a light sheet
microscope, including the variety of methods discussed in Chapters (see chapters 1,
3, 5, 7). Both scanning and parallel approaches to photostimulation can be applied
to small, translucent samples. In the first case resonant scanners or galvanometric
mirrors steer a focused beam across multiple region of interest (RoI)s whereas in
the latter case all the ROIs are illuminated simultaneously by using computer gen-
erated holograms (CGHSs) projected through spatial light modulators (SLMs). The
same excitation strategies applied in living animals requires increased optical sec-
tioning and penetration depth, both provided by 2P illumination. For example, Dal
Maschio et al. [48] integrate a 2P cGH module with a 2P scanning microscope, gen-
erating an instrument capable of identifying behavior-related neural circuits in living
zebrafish larvae. The stimulation is targeted to single soma with a diameter of ~6
um and axial resolution of ~9 um over a volume of ~ 160x80x32 um. Comparable
lateral and axial resolution for circuit optogenetics are achieved by McRaven and
colleagues [49], in their 2P-CGH setup coupled to a 2P scanning microscope with re-
mote focusing, to discover cellular level motifs in awake zebrafish embryos. On the
other hand De Medeiros, et al. [12] combine a scanning unit with a multiview light
sheet microscope. This is a flexible instrument to perform ablation of single cells in
zebrafish embryos and also localized optogenetic manipulations with concurrent in
totoimaging in Drosophila. Here, the effect of the optogenetic manipulation can be
monitored at the embryo scale with cellular resolution. Another example of SPIM
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integrated with 2P scanning stimulation is presented in [27], where whole-brain
imaging and brain-wide manipulations in larval zebrafish reveal causal interaction.
All these works demonstrated that in the small brain of the larval fish (~ 0.1 um?3),
it is possible to both record and stimulate with millisecond temporal resolution and
single cell precision over the full volume of the engaged neural circuit.

One photon or two?

As mentioned in other chapters, multiphoton excitation is the simultaneous ab-
sorption of n lower-energy photons to electronically excite a higher-energy single-
photon transition. For visible-absorbing optogenetic chromophores, near infrared
(NIR) wavelengths (700-1100 nm) are typical for 2P absorption. NIR has the added
advantage of high penetration depth in biological tissues [50]. Transparent tissue
might seem to obviate the need for multiphoton microscopy. On the contrary, there
are several arguments for the use of 2P excitation light sheet microscopy.

On the imaging side, scanned beam approaches also made 2P excitation fea-
sible because the spherical focus can generate the highest peak intensity for a given
power, extending light sheet microscopy to imaging in highly scattering samples[51],
[52]. Even for optically translucent samples like larval zebrafish, scattering is notice-
ably reduced. For brain imaging in larval zebrafish, 2P microscopy is often preferred
because it is more orthogonal to the visual system [2]. Imaging with visible light
impacts general brain activity, visual sensitivity, and even innate motor behaviors
due to non-visual opsins [53], though by carefully avoiding direct illumination of
the eyes, it is possible to deliver visual stimuli and even virtual reality [27].

For photostimulation with cellular, or sub-cellular, precision in 3D tissues, it is
crucial to exploit multiphoton absorption for optical sectioning. Since 2P absorption
is a non-linear process, its probability depends quadratically on the intensity of the
excitation light. The main consequence is an improved optical sectioning because
the stimulation is generated only in the vicinity of the geometrical focus where
the light intensity is the highest [54]. The resolution of the multiphoton excited
fluorescence is described as the full width half maximum (FWHM) of the three-
dimensional 3D-point spread function (PSF) of the fluorescence intensity h’ of the
excitation. The following equations describe the dependency of the 3D-PSF h! on
the 3D-PSF of the illumination intensity of two-photons excitation.

h?P (u,v) o |I(u,v)|? (2.1)

where u and v are respectively the axial and lateral coordinates of the optical sys-
tem.

It should be noted that all-optical experiments require careful control to avoid
heating effects induced by NIR stimulation [55]. Compared to experiments in ro-
dents or organotypic tissues, small translucent organisms like zebrafish larvae are
fragile and easily burned. Their small size, typically smaller than the beam waist
exiting the microscope objective, means that a significant fraction of the animal’s
skin is exposed to defocused light, even while a tight, diffraction-limited focus may
be achieved beneath the skin. When exposed to NIR light, even small amounts of
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dark skin pigment can lead to unintentional burning. Furthermore, ectotherms like
zebrafish and drosophila, lack the ability to maintain a constant internal body tem-
perature, and typically regulate temperature behaviourally (e.g., by heat seeking
or heat avoidance behaviour [3] ). Even a 1-2 K rise in temperature may have a
notable effect on the physiology under study. In 2P imaging, intensity is typically
kept around 0.1 - 0.5mW /um? [48]. In both 2-photon imaging and photostimula-
tion, a potential control experiment to evaluate the 1-photon NIR effect is to test
photostimulation with a lower peak power density, e.g., in mode-locked Ti:Sapphire
lasers, switching into continuous wave mode provides a means to obtain the same
average power with orders of magnitude lower energy density.

2.2. Materials

All-optical physiological experiments require an imaging system that combines a
fluorescence microscope with a light path for photostimulation. The microscope
serves dual purpose: first to acquire a baseline fluorescence image or movie to
identify the spatial location of ROIs and second to acquire a continuous readout of
the effect of photostimulation. Here we describe an example of a Bessel-beam light
sheet microscope and a 2P-CGH module.
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Figure 2.2: Example configuration of light-sheet microscope with optogenetics (a)The system
consists of a light-sheet imaging module (left, blue lines) and an optogenetics module (right, red lines)
that share a common light path through the high-NA detection objective (DO). In the imaging module,
a continuous-wave visible wavelength laser is shaped in a Bessel beam by an axicon (A) and scanned
onto the sample through galvo mirrors G1 and G2 and excitation objective (EO).Fluorescence collected
through the detection objective (DO), is transmitted through a low-pass dichroic mirror (DM) and imaged
onto a sCMOS camera by an electrically-tunable lens (ETL).The fluorescent signal is recorded with the
concfocal slit detection approach schematically shown in panel b. In the 2P-CGH module, a Ti:Sa pulsed
laser beam is magnified through a telescope (L1, L2), impinges on the SLM, placed in a plane where
the wavefront is flat. Lenses (L3, L4) relay the wavefront from the SLM to the pupil of the DO. In the
focal plane of lens L3 the inverse pinhole (IP) blocks the zero-order diffraction spot.(b) Left: Scheme
of confocal slit detection. An active window (yellow line) on the sCMOS camera is rolled synchronously
with the scanning of the Bessel beam illumination (cyan line). In this way we minimize the detection
of fluorescence excited by the side lobes of the Bessel beam (light cyan halo). Right: Bessel beam
projected into uniform fluorescent solution. The zoom in on the middle region of FOV shows the central
lobe of the Bessel beam as it appears with confocal slit detection
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2.2.1. Light sheet module

The microscope schematic shown in Fig. 3.1 is a digitally scanned light sheet im-
plemented by scanning a Bessel beam in a 2D plane. The combination of an axicon
with a plano-convex lens generates a beam shaped as a hollow cylinder. Since this
beam is collimated, any subsequent conjugate plane can be chosen as the entry
pupil of the microscope. The collimated ring is conjugated with two galvanomet-
ric mirrors (G1, G2, Thorlabs, ax1210-A) and the back aperture of the excitation
objective (EO; Nikon, 10X/NA 0.3 CFI Plan Fluorite).

Fluorescence is collected through the detection objective (DO; Olympus, 20X/NA
1.0 XLUMPLFLN), transmitted through a low-pass dichroic mirror and finally the im-
age is formed by a 300 mm tube lens (L5). The image is relayed to the sCMOS cam-
era (Andor, Zyla 4.2) by a 1:1 telescope (L6 and L7, focal 150 mm ). An electrically-
tunable lens (ETL; Optotune, EL-16-40-TC-VIS-20D) lens, positioned in the common
focus of the telescope, can scan the signal at different depths.Brigthfield images
are collected by transmission of a white LED (BFL; Thorlabs, LEDW25E), mounted
at the opposite side of the DO.

To effectively eliminate the out-of-focus emission excited by the side lobes of
the Bessel beam, the design implements confocal slit detection of the fluorescent
signal, as shown in inset Fig. 3.1(b). The slit is virtually created using an active
window of the sCMOS camera that is rolled synchronously with scanning of the
Bessel beam illumination. In this way we minimize the detection of fluorescence
excited by the side lobes. The cost is a slower imaging speed.

The ETL in the detection path allows independent control of photostimulation in
three dimensions and volumetric imaging, without moving either the objective lens
or the sample. The accessible volume is determined by the choice of the tube lens
L5. In fact, given the objective the focal of the tube lens is directly proportional
to the image magnification. For such a reason longer focal lengths give access to
a smaller volume, while they achieve better sampling of the fluorescence signal
at the camera pixel. The ETL in the configuration shown in Fig. 3.1(a) allows to
image a volume extending over 500um. The photostimulation can be performed on
a volume extending over 200 um in depth, with the SLM being the limiting factor
in the theoretical axial FOV.

2.2.2. 2P-CGH module

We implement computer generated holography for spatial patterning of the pho-
tostimulation light. As shown in Fig. 3.1(a) the ultra-short pulses of NIR light,
emitted by the Ti:Sa laser (Coherent, Mira-900F), pass a combination of half-wave
plate (HWP) and Glan-laser calcite polarizer (GLP, Thorlabs, GL5-B) to control the
average power. A mechanical shutter (S; Uniblitz, LS2S271) allows to block or
transmit the light. Then the beam, magnified through a telescope (L1 and L2, focal
25.4 mm and 150 mm), impinges on the SLM (Meadowlark optics, P1920-600-1300-
HDMI) placed in a plane where the wavefront is flat (where the Gaussian laser beam
is collimated). Subsequent lenses relay the wavefront from the SLM to the pupil
of the DO: here, the Fourier lens L3 (focal 250 mm) and lens L4 (focal 500 mm)
magnify the beam to fill the back aperture of the objective. In the focal plane of
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lens L3, an inverse pinhole (IP; custom tungsten deposition, diameter 1.3 mm, on
glass window deposition thickness 0.5 mm) blocks the zero-order diffraction spot.

The light paths of the light sheet microscope and the 2P-CGH module join at
a dichroic mirror (DM; Semrock, FF01-720/SP-25)), with a cutoff wavelength at
720 nm. This mirror reflects the NIR stimulation light to the sample and transmits
the fluorescent readout to the sCMOS. Two-photon excited (TPE) epi-fluorescence
can be recorded and this is useful to characterize the photostimulation beam as
described in Appendix 2.A.1

The choice of focal lengths of lenses L3 and L4 is important in the design of
the experiment. If the SLM image at the objective back aperture is smaller than
the aperture itself the NA of the objective is not fully exploited. This might be an
intentional choice. Otherwise if the SLM image is larger some stimulation light gets
lost. The best option is to choose a telescope magnification which matches the
dimension of the SLM image at the back aperture to the aperture itself. In this case
the lateral resolution is only limited by the objective NA.

The pixelated structure of the SLM chip introduces in the reconstructed hologram
a zero-order diffraction spot which appears as a bright spot in the center next to
the hologram. To separate the hologram from the zero-order illumination we can
either proceed algorithmically, or we can block the zero-order illumination physically.
Since the result given by the second method can strongly degrade the quality of
the image it is preferable to implement a combination of the two approaches to
preserve the image quality. The hologram can be displaced from the zero-order
algorithmically by introducing a constant defocus. Once CGH and zero-order lay
at different depths the zero-order beam is blocked by means of an inverse pinhole
without impairing the quality of the CGH.

In high-resolution applications, the spatial accuracy of photostimulation is paramount.
As reported in [56] the precision to address a CGH to a specific target depends on
the number of pixels in the SLM and grey scale values available. Several companies
produce SLM with over 1000 pixel in the shorter axis, which provide the spatial ac-
curacy required for sub-cellular manipulations and also a high number of degrees of
freedom if the SLM is used as an adaptive element to correct for high-order aberra-
tions. The accessible lateral and axial FOV for a CGH is inversely proportional to the
SLM pixel size. However, fairly large pixel size (in the order of 10 um ) is preferred
because, assuming a constant inter-pixel gap, the fill factor increases with the pixel
size. A larger pixel size reduces also the cross-talk between pixels. Cross-talk acts
as a low pass filter on the CGH and it is due to fringing field effect which cause
gradual voltage changes across the border of neighbouring pixels and by elastic
forces in the liquid crystal material [57]. In the setup in Fig. 3.1(a) we use a 1920
x 1152 pixels liquid crystal on silicon (LCos)-SLM with a pixel pitch of 9.2 um. This
device guarantees 95.7% fill factor and a CGH switching rate of 31 Hz.

2.2.3. Sample Preparation

In SPIM, samples are usually mounted in tubes made of fluorinated ethylene propy-
lene (Fer), a plastic with refractive index similar to water. The tube is filled with
a solution of water and low melting temperature agarose (~ 1.5-2 % ) for short
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term imaging (1-3 hours). For larval zebrafish these conditions ensure stability of
the sample while maintaining good physiological conditions given the time frame of
the experiment. However, as reported in [58] for longer experiments (over 1 day)
it is recommended to use lower agarose percentage (~ 0.1 %) or methylcellulose
solutions (~ 3 %) to ensure stability but also proper growth of the sample especially
between 24-72 hours post-fertilization.

2.3. Methods

2.3.1. Microscope alignment and calibration

The alignment of both light sheet microscope and 2P-CGH module is performed pro-
jecting respectively the Bessel beam and the zero-order diffraction beam into the
microscope chamber filled with a solution of water and fluoresceine. The alignment
needs to be checked daily and a step by step guide is reported in Appendix 2.A.1.
To obtain good fidelity between the stimulation target and the holographic illumina-
tion, it is critical that the light sheet module and 2P-CGH module share a common
coordinate system. This is accomplished by first calibrating the scan volume of the
light sheet such that we can image the sample scanned by the Bessel beam within
the volumetric FOV of the ETL (see Appendix 2.A.1). Then, a calibration between
the volume accessible to the 3D-CGH and the FOV of the ETL is performed (see
Appendix 2.A.1). Both volumetric scans are achieved by incrementing voltage on
the ETL. Once the 2P-CGH and light sheet volumes are calibrated with the ETL,
the two coordinate systems are then aligned through an affine transformation (see
Appendix 2.A.1). This calibration is carried out before each experiment and the
resulting affine transformation matrix is applied to the ROIs location selected on
the image to get the input coordinates for the holographic stimulation.

2.3.2. Microscope resolution characterization

The resolution of the light sheet microscope is determined by measuring the point
spread function (PSF) of the whole optical system known as the convolution be-
tween the PSF of the illumination and the PSF of the detection [59]. The PSF is the
diffraction pattern of a point source viewed by an optical system [60], hence the
PSF is measured on a three-dimensional image of a diffraction limited fluorescent
point-source. The diffraction pattern, also known as Airy pattern, shows a central
spot with surrounding diffraction rings. Bright rings are the maxima of the diffrac-
tion pattern and correspond to constructive interference of the light coming from
the point sources. Conversely, dark areas are the minima of the diffraction pattern
and originate from destructive interference. As stated by the Rayleigh criteria a
microscope can distinguish as separate features any pair of points with a mutual
distance equal to the separation between the central spot and the first diffraction
minima of the Airy pattern [61]. In this picture the diameter of the central spot of
the PSF, known as Airy disk, is a measure of the resolution capability of the optical
system. The Airy disk diameter is measured in 3D looking at the xy, yz and xz slices
of the PSF. Both lateral and axial resolution depends on the NA of the microscope
and the light wavelength, however the axial resolution is roughly three times higher



2.3. Methods 35

than the lateral resolution [60], this is due to the intrinsic elongated shape of the
PSF along the axial direction. In addition due to scattering at increased depths the
axial PSF deteriorates due to spherical aberrations ad interference of out-of-focus
light. Abbe’s theory provides the following equations to define the theoretical lateral
2.2 and axial2.3 resolution .

yl

Rev = 2N2 (2.2)
21

RZ = W (23)

PSF extraction from microspheres imaging

The experimental PSF for both blue and green excitation channels is measured by
imaging a solution of Tetraspeck microspheres (blue, green, orange and dark red
fluorescence spectrum, 500 um diameter) embended in 6 % agarose in Milli-Q and
mounted into a FEP tube. Since the size of the beads scales as the fluorescent
signal, here the beads diameter was chosen based on a reasonable brightness of
the sample allowing automatic beads detection without signal saturation. A z-stack
spanning over a volume of 70 um with a z step spacing of 1um, equal to the detec-
tion objective depth of field, is acquired with both blue and green excitation. A PSF
extractor algorithm implemented in Python [62] and described in Appendix 2.A.3
allows to detect automatically the beads on the acquired raw data and to calculate
the PSF for each bead. Finally the software yields the average PSF obtained from
all the detected PSFs in the stacks. Figure 2.3 and Fig. 2.4 below show the result-
ing average PSF for respectively blue and green excitation channels. In the blue
channel 38 beads were detected and averaged, whereas in green channel 35 beads
were used for the calculation. Lateral (xy view) and axial (xz and yz views) PSF
are measured along the dashed lines indicated in the images. The three plots show
the result of a Gaussian fit performed along the dashed lines. The full-width-at-
half-maximum (FWHM) from each Gaussian fit quantifies the size of the PSFs along
the three dimensions. From the PSF sizes obtained we can conclude that the light
sheet microscope has lateral resolution of 1 £0.2 um and 3.5 £0.5 ym in z.
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Figure 2.3: Detection PSF measured from microspheres in blue excitation channel. (a) xy
cross-sections of the extracted average PSF. (b) yz cross-sections of the extracted average PSF. (c)
xz cross-sections of the extracted average PSF. (d) Line profiles are measured along the dashed lines
plotted onto the sections quantify the PSF size along the three dimensions.

PSF extraction from CGH projections

The same approach described in the previous subsection is used to quantify the PSF
of the TPE fluorescence induced by holographic stimulation. A 7-point hologram
with points sparsely distributed over a volume of 58 um was projected into a FEP
tube containing fluoresceine diluted in water. A z-stack encompassing a volume
of 82 um with a z-step of 1um, equal to the detection objective depth of field,
is acquired with the blue laser. The same algorithm for PSF extraction [62] used
to characterize the light sheet microscope also served to detect CGH spots and
compute an average PSF. The extracted average PSF is shown in Fig. 2.5 below,
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Figure 2.4: Detection PSF measured from microspheres in green excitation channel. (a) xy
cross-sections of the extracted average PSF. (b) yz cross-sections of the extracted average PSF. (c)
xz cross-sections of the extracted average PSF. (d) Line profiles are measured along the dashed lines
plotted onto the sections quantify the PSF size along the three dimensions.

which corresponds to the convolution between the PSF of the holographic system
and the PSF of the detection system.
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Figure 2.5: Extracted PSF from CGH projected into liquid fluorescein.(a) xy cross-sections of
the extracted average PSF. (b) yz cross-sections of the extracted average PSF. (c) xz cross-sections
of the extracted average PSF. (d) Line profiles are measured along the dashed lines plotted onto the
sections quantify the PSF size along the three dimensions.

2.3.3. Workflow of light sheet optogenetics experiment

The general workflow for all-optical physiology experiment using the system de-
scribed above would be similar to other methods described in this volume. After
alignment of the system, it is typical to first acquire a baseline fluorescence image
or a 3Dmovie to characterize anatomical structure, and possibly baseline activity.
Then, the regions of interest (ROIs) to be stimulated are selected. The criteria to
choose the ROIs from the baseline image are set by the experimenter and fed into
an algorithm for targeting light, e.g., CGH calculation. Subsequently we program
a pulse sequence encoding for the CGH where the stimulation light is temporally
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gated by an external shutter. Afterwards the fluorescence signal is recorded over
time.

Imaging larval zebrafish

After microscope alignment, mount a zebrafish in FEP tubing. Use brightfield il-
lumination to orient and position the sample appropriately. Obtain a baseline flu-
orescence image. A high-resolution volume is recommended to help with brain
registration later in image analysis. Based on anatomical or functional criteria, se-
lect ROIs for photostimulation. Generate the hologram(s) and set gating sequence
or method to trigger the photostimulation sequence of interest.

Analysis of large-scale Ca?* data set

Figure 2.6 shows the analysis of a representative data set measuring spontaneous
neural activity in a 5 days past fertilization (dpf) zebrafish larvae expressing nuclear
localized GCaMP6s in neurons, as acquired by volumetric calcium imaging on the
described Bessel beam light sheet microscope. Fluorescence was captured in 20
volume sections of the forebrain, spaced 8 um apart, with an acquisition rate of 0.67
Hz. Motion correction and the extraction of activity traces from individual neurons
was implemented with the open-source calcium image analysis package CalmAn
[63]. Motion artifacts were corrected through piece-wise rigid registration. Active
neurons were then detected in the motion-corrected data through constrained non-
negative matrix factorization (CNMF). To initialize CNMF, the images were filtered
with a Gaussian kernel and the Pearson correlation with neighboring pixels and
peak-to-noise ratio were calculated for each pixel (Fig. 2.6(a)). Local maxima in
the point-wise product of the peak-to-noise ratio image and correlation image were
used as initialization positions. With CNMF, the contours of found neurons (Fig.
2.6(b)) and activity traces (Fig. 2.6(c)) were then extracted. In total, 2077 active
neurons were detected in the imaged brain volume (Fig. 2.6(d),(e))
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Figure 2.6: Analysis of light-sheet calcium imaging data from the larval zebrafish forebrain
with constrained non-negative matrix factorization (CNMF). (a) Images were obtained from
the forebrain of a larval zebrafish (5 dpf) expressing nuclear localized GCaMPés. A total of 20 volume
sections were imaged with Bessel beam light-sheet microscopy at an acquisition rate of 0.67 Hz. To
detect neurons, CNMF was initialized by filtering the motion corrected time-series data with a Gaussian
kernel and calculating the peak-to-noise ratio and Pearson correlation with 4 nearest neighboring pixels.
Local maxima in the point-wise product of the peak-to-noise ratio image and correlation image were
then used as initialization positions. (b) Contours of neurons extracted with CNMF in a single section.
(c) The fluorescence (AF /F) signals of 10 randomly selected neurons. (d) Maximum intensity projection
of the measured volume (e) Activity map of 2077 fluorescence traces from neurons found in all sections
clustered by correlation coefficient.
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2.3.4. Choice of CGH algorithm

The 2P-CGH module shown in Fig. 3.1(a) is based on Fourier holography and re-
quires an appropriate algorithm to calculate the desired phase hologram. The aim
of CGH algorithms is to retrieve the phase mask, namely the phase of the hologram
field U, to address the SLM by knowing the field U, of the target at the image
plane, where these fields are one the Fourier transform of the other. To generate
a hologram of ROIs distributed in 3D, we compute a 3D hologram corresponding
to a field U, defined at different depths z as schematically described in Fig. 2.7(a).
Optically the Fourier transform of the field U, is realised through the objective lens
when the SLM is conjugated to the objective back aperture through a telescope (L3
and L4 in Fig. 3.1(a)).

The choice of the algorithm to calculate CGHs depends on several considera-
tions. Ideally, the algorithm provides high diffraction efficiency, uniformity over the
volume of interest, and accuracy between the target and the reconstructed holo-
gram. The algorithm should also be fast given the real-time nature of optogenetic
experiments. The shape and dimensions of the target photostimulation pattern also
influence the choice of CGH algorithm. When the target object has a complex and
extended lateral shape (> 1 um) image-based algorithms are employed. They en-
able the generation of extremely complex illumination patterns in very short times
however they are limited to illumination light focused on a limited number of two-
dimensional planes [64]. Conversely, point-cloud algorithms allow one to target
diffraction-limited spots arbitrarily distributed in the three-dimensional FOV of the
optical system.

Many variations of these algorithms have been developed. Here we classify
them in two categories (see Appendix 2.A.2): classic algorithms, and more recent
algorithms developed specifically for optogenetics applications. Random superpo-
sition (RS) and Gerchberg-Saxton (Gs) [65, 66] are the most known algorithms.
The first offers high speed but poor quality of the CGH in terms of uniformity and
efficiency, whereas the second provides improved quality with an increased com-
putational time. Recently new algorithms have been developed that are optimized
for speed, such as a compressive sensing version of the Gerchberg-Saxton algo-
rithm [67]. Here the compressive sensing method allows to reduce the compu-
tational time by a factor of 10 without impairing the quality of the CGH achieved
with the standard implementation of Gerchberg-Saxton. Another advanced algo-
rithm recently available is computer-generated holography by non-convex optimiza-
tion [64]. Arbitrary 3D holograms are generated through non-convex optimization
of custom cost functions. Another advanced algorithm recently developed, called
DeepCGH [68], is based on unsupervised convolutional neural networks. Holograms
computed via DeepCGH showed improved computational times and high efficiency
suitable for neurostimulation experiments.

As an example, in the high-NA configuration hereby described we implement
Weighted Gerchberg-Saxton (wGs) algorithm to generate stimulation ROIs with a
lateral dimension between ~ 6 - 10 um, on the order of the size of small neurons in
the larval zebrafish brain. The principle of this approach is schematically described
in Fig. 2.7 (b), while Fig.2.7 (d) shows a 3D view of an extended CGH projected into
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a thick Rhodamine slide. On the other hand, when targeting sub-cellular regions,
the Compressive Sensing Weighted Gerchberg-Saxton algorithm is faster, but the
lateral extension of the CGH depends on the numerical aperture of the detection
objective. In the case that NA = 1.0 the lateral extension of the spots is on the
order of ~ 1 um. Similarly to the previous case, Fig.2.7 (c) illustrates the principle
of point-cloud CGH and panel 2.7 (e) shows a 3D view of the point-cloud CGH.
The Compressive sensing weighted Gerchberg-Saxton (cs-was) algorithm provides
comparable results in terms of spot brightness and uniformity as the point-clouds
generated by the GS and WGS approaches, while reducing drastically the compu-
tational time [67].

(a) SLM Fourier lens Focal volume
] | | I ‘ ‘:g
(b) Imaged based CGH (c) Point cloud CGH

G5 T &2
Focal :I
volume

77

(d)

Figure 2.7: CGH approach (a) Optical transformation needed to project a 3D CGH. U, represents the
spatial Fourier transform of the desired pattern U,,; defined at different depths. f is the focal length of
the lens (middle element).(b) Scheme of algorithms for extended CGH. Phase masks producing different
features at focal planes I, II, III are combined by superposition principle at the SLM. Each of the three
phase masks is calculated based on the corresponding image at the focal plane.(c) Scheme of algorithms
for point-cloud CGH. Phase masks producing different features at focal planes I, II, III are combined by
superposition principle at the SLM. Each of the three phase masks is calculated based on the coordinates
xyz of the spots at the focal plane.(d) 3D view of image based CGH of a grid 160 x 160 x 100 um (e)
3D view of point-cloud CGH of the same grid.
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2.3.5. Effect of aberrations on CGH

All algorithms previously described compute CGHs based on the assumption that
the sample has uniform index of refraction. This assumption is rarely true in neu-
roscience since brain tissue is generally optically turbid and non uniform. Optical
inhomogeneities of samples cause a distortion of the stimulation pattern known
as optical aberrations. In Fig. 2.8 we show the effect of optical aberrations on a
point cloud CGH. Specifically to the computed CGH phase, we summed a phase
encoding for horizontal coma aberration with progressively increasing coefficient.
The aberrated CGH has a decreased intensity and it is displaced from its original
position. Sample induced aberrations can be compensated through adaptive optics
techniques using the SLM as an adaptive element
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Figure 2.8: Effect of coma on CGH a) TPE fluorescence induced onto a Rhodamine slide by a one-point
hologram with progressively increasing horizontal coma coefficient. Subscripts on the images indicate
the corresponding peak-to-valley (PV) coefficient in units of the wavelength of horizontal coma.The
additional coma phase introduces a dramatic drop in the fluorescence intensity compared to the case
without aberrations ( 0 um PV coefficient). (b) Bar plot showing the maximum intensity of each aliased
fluorescent spot in a. Intensities are normalized to the maximum intensity of the aberration-free spot (
0 um PV coefficient). The maximum intensity is reduced below 50 % compared to the intensity of the
aberration-free spot. (c) Same fluorescence images showed in a) where the aberrated spots intensity
are enhanced by a constant factor. (d) Maximum intensity projection of the fluorescence images in b)
showing the position of each point across the camera chip. The aberration besides the loss of intensity
introduces a loss of the CGH fidelity.
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2.4. Summary

Optogenetic manipulation coupled to light sheet imaging is a powerful tool to per-
turb and monitor living translucent samples such as zebrafish larvae. Light sheet
imaging can be realized in different flavors with emphasis on balancing optical sec-
tioning with the dimensions of the FOV and maximizing the imaging speed to re-
solve fast dynamics as reported in section 2.1.1. Here the light sheet is realized
by scanning a Bessel beam in a 2D plane. This illumination offers a more uniform
illumination over the FOV compared to Gaussian beams and a reduced scattering
thanks to the self-healing properties of Bessel beams. However a major drawback
is the presence of the side-lobes of Bessel profiles. In our microscope design the
side lobes are electronically rejected by implementing a confocal slit detection of
the fluorescent signal. Unfortunately this solution sacrifices the imaging speed. To
improve this aspect an interesting future upgrade of our imaging system is the im-
plementation of a NIR light source. In fact, 2P excitation can successfully mitigate
the fluorescence induced by the side lobes as reported in [44]. Moreover, NIR
wavelengths are often preferred for brain imaging of zebrafish larvae due to their
orthogonality to the visual system of the animal [2].The photostimulation module
exploits the high NA of the light sheet detection objective to focus on the sample
2P-CGHs. Those offer flexibility to illuminate either sub-cellular ROIs with dimen-
sions in the order of the light diffraction limit or whole cell-bodies extending over
several microns (= 6-10 um). In the first case optical aberrations due to tissue
inhomogeneities are a limiting factor to reach diffraction limited resolution. Hence,
a next step in further developing the 2P-CGH technique is to include adaptive optics
methods to compensate for tissue-induced aberrations using the SLM as corrective
element. Another improvement could be to include temporal focusing in the 2P
holography module [69] to increase the axial confinement of the stimulation light.
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2.A. Appendix

2.A.1. Microscope alignment

Align the light-sheet module

The microscope is aligned by visualizing the Bessel beam profile. By using the
galvanometric mirror G1, responsible for the planar scan, we can image the full
profile of the Bessel beam at specific locations.

1.

Prepare a low concentration solution of fluorescent dye such as fluorescein
(Invitrogen, F1300) diluted in demineralized water.

. Fill the sample chamber with the fluorescent solution and turn on the excita-

tion laser at low power (1 mW).

. Optimize the beam thickness and uniformity in the center of the FOV by setting

the galvanometric mirror G1 at 0 V.

Optimize the beam focus at the edges of the FOV by setting the galvanometric
mirror G1 at its extrema, e.g., + 1 V. For steps 3 and 4, the galvanometric
mirror G2 and the ETL voltages are kept to 0 V. These settings ensure that
the axial scanning range is centered. As schematically shown in Figure Ala, a
properly aligned Bessel beam appears as a tiny, bright, and straight line profile
across the FOV. The inset shows a zoom-in on a good example of Bessel beam
where a sharp profile with side lobes can be observed. Contrarily, Figure Alb
shows an example of a misaligned Bessel beam. It is prominently tilted at the
edges of the FOV and its profile is enlarged.

. Perform an automated calibration to acquire a planar scan. The planar cal-

ibration correlates the vertical displacement of the Bessel beam across the
planar FOV and the voltage given to the galvanometric mirror G1. During this
calibration, sequentially change the voltages driving G1 and for each voltage
measure the position of the Bessel beam onto the camera. The resulting data
are voltages as a function of position. The slope of the linear fit on these data
yields the relation between voltage and displacement.

. Perform the volumetric calibration. This step allows to synchronize the dis-

placement of the Bessel beam in the volumetric FOV with the ETL focal plane.
This is achieved by sequentially changing the voltages fed to both the gal-
vanometric mirror G2 and the ETL. For each ETL voltage, scan the full range
with G2 and collect an image at each step. For each image, measure the
maximum intensity of the central lobe of the Bessel beam. Select the value
of G2 corresponding to this maximum to get the excitation profile in focus.

Align the 2P-CGH module

The 2P-CGH module is aligned by projecting the zero-order diffraction beam into
the same fluorescent solution used for the light sheet alignment.
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. Align the NIR beam to impinge on the SLM with a small (~ 5°) angle and to

uniformly illuminate the whole SLM chip.

. Check that the reflection of the zero-order beam from the SLM is well-separated

from the incoming beam and that these beams have the same height.

. Center the zero-order diffracted beam onto the irises placed in front of the

downstream optics.

Check the position of the beam at the sample using the sCMOS camera. The
beam must appear as a bright spot in the middle of the camera FOV. If this
spot appears far away from the center of the camera, adjustments in the
upstream optics are needed.

. Install the inverse pinhole in the optical path and visualize a CGH projected

into the sample.

Calibrate the 2P-CGH module with the ETL voltages. For this, load a series
of single-point CGHs with different z position onto the SLM. For each CGH,
adjust the voltage on the ETL and acquire an image of the two-photon excited
fluorescence (TPeF) produced by the CGH. Record the second moment of the
spot intensity as function of the voltage on each image series. The voltage
corresponding to the minimum second moment is considered the right voltage
to have the point in focus. This procedure links the z position of a CGH to the
optimal voltage needed for an image in focus.

Registration between light-sheet module and 2P-CGH module

. Compensate for possible rotation and flip between the 2P-CGH and the light

sheet coordinate system. In the setup shown in Figure 3.1 , the 2P-CGH
coordinate system is rotated by —90° and flipped vertically with respect to the
imaging system because of the orientation of the SLM and the odd number
of mirrors between the SLM and the DO back aperture.

. Calculate a point cloud CGH of random spots spanning the volume relevant

to the experiment by using x'y’z’ coordinates defined in the 2P-CGH sys-
tem. In the specific case of the setup described here the volume is covering
140x140%200 um (Figure 3.1b).

. Project the CGH into a concentrated solution of fluorescent dyes.

Collect images of the TPEF induced by the CGH and measure the xyz spots
position in the light-sheet system (Figure 3.1b)

. Calculate the affine transformation matrix through least square minimization

between the xyz and the x'y’z" coordinates.
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6. Align the xyz coordinates to the x'y’z’ by applying the affine transforma-
tion matrix.Linear affine transforms will account for all linear transformations
between coordinates, including lateral and axial shifts, magnification mis-
matches (independently for all axes), rigid rotations and coordinates shearing.
Nonlinear distortions, such as barrel or pincushion distortion, would require
a more complex non-linear transform. Given that the FOV is limited to hun-
dreds of microns, nonlinear effects rarely appear in a well-designed system,
and a linear transform provides sufficient accuracy even for photostimula-
tion of sub-micron structures. The linear affine transform matrix between
homogeneous coordinates is represented by a 4x4 matrix [1] however it is
determined by only 12 values as the last row in the matrix is always defined
as {0,0,0,1}. Hence, the matrix can be determined though least square min-
imization between vectors X; of the image coordinates and X’; vectors of 12
SLM coordinates. The accuracy of the matrix estimation is improved using
more than 12 coordinates

2.A.2. Algorithms for CGH

The mathematical approach to calculate a CGH differs based on whether we deal
with image-based or point-cloud CGHs. To target complex and extended shapes
spanning over few focal planes the electric field of the desired pattern per each
focal plane is modelled as:

Uo(§,1,2) = ue(§,m)e'? (2.4)

where u, is the square root of the desired intensity at depth z and ¢, is a random
phase. The hologram field is defined as the Fast Fourier transform (FFT) of the field
U, at each focal plane. Then the phase delay between the fields at different depths
is optimized to get an interference pattern at the SLM plane as close as possible
to the target illumination pattern. On the other hand for diffraction limited spots
arbitrarily distributed in the three dimensional FOV the hologram field is defined as
the wavefront generated by the coordinates x,y, z of the single spots in the focal
planes. Hence, the field at the SLM is calculated as the superposition of the fields
generating each single spot:

Znm

N
(2 AV ZRT 502 4 o2
Uh — Z Ugp - € l(Af (en-x"+yn y)"'lzfz X4y *)+dn) (25)
n=1

where u, ,, is the amplitude of the field of each spot at the focal plane, f is the focal
length of the optical system and A is the wavelength of the light source, x,,, y,, z,,
are the coordinates of the n desired spots in 3D space, ¢,, are random phase values,
x"and y’ are the coordinates of each SLM pixel and ¢,, is a constant term. This field
can be related to the field at the focal plane via a Discrete Fourier transform (DFT)
of the single spots. Also in this case the aim is to optimize the phase delay between
the fields generating each single spot.
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Figure A1: Main steps of system alignment (a)Example of good planar alignment. This image
shows an overlay of the Bessel profile at different positions across the planar FOV. Inset shows a shallow
Bessel beam with its side lobes. (b) Same image as in a) shows an example of misaligned beam across
the planar FOV. (c) Affine transformation between Light-sheet and 2P-CGH module (1) 3D plot of the
coordinates fed into the algorithm to generate a point cloud CGH of random points spanning over a
3D volume. These coordinates are defined in the coordinate system x’y’z’of the 2P-CGH module. (2)
3D plot of the coordinates measured on the TPEF image of the CGH. These coordinates are defined in
the coordinate system xyz of the light-sheet module. (3) Result of the affine transformation between

2P-CGH coordinates and light sheet coordinates.
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Classic CGH algorithms:
 Random superposition (RS)

The electric field of the desired pattern per each focal plane is modelled as
in equation 2.4. The hologram is calculated as the inverse Fourier transform
of the field U, and it is back propagated to the SLM plane according to the
Fresnel propagator in Fourier Optics [2]. Then the interference field of all the
holograms is computed. The phase of this interference field is the hologram
retained as the phase mask to load onto the SLM. The average of the holo-
gram fields at different depths is based on the assumption of independence
between the depths. Thus, this method does not take into account the inter-
ference of the fields at different planes. This results in a degradation of the
reconstructed holograms, which is evident when we project holograms with
more than 2-3 depths [3]. This method is very fast compared to iterative
algorithms.

¢ Gerchberg-Saxton (GS

The electric field U, of the desired pattern is modelled as in the previous algo-
rithm. Then the hologram is calculated as the inverse Fourier transform of the
object field U,. In the resulting hologram field the phase is retained while the
amplitude is substituted with a Gaussian amplitude. This new field undergoes
another Fourier transform to produce the object field at the focal plane. The
pattern produced at the focal plane is similar to the desired one but it has a
decreased efficiency, hence the phase is kept while the amplitude is replaced
with the one of the desired pattern. At this stage the inverse Fourier transform
of the field is calculated to retrieve the phase mask at the SLM plane. This
procedure is repeated iteratively until the algorithm converges to phase mask
which produces the best intensity pattern.This algorithm can be implemented
for 3D holograms including in the calculation the propagation of the fields to
different depth levels according to the diffraction theory [2].

¢ Weighted Gerchberg-Saxton (WGS)
This is a modified version of Gs where all the features in the CGH have a better
uniformity. For this purpose an extra degree of freedom is introduced in the
CGH calculation which is the intensity weight of every feature in the pattern.
At each iteration the intensity of each feature is optimized comparing the in-
tensity at the last iteration and the intensity of the target. The computational
cost remains the same of Gs.

Recent algorithms
 Compressive sensing Gerchberg-Saxton (CS-GS)
This algorithm is a faster version of the Gs for sparse diffraction limited spots
in 3D. The field at the SLM is defined as reported in equation 4.1 and it is
iteratively calculated for a subset of ¢cM (where c is the compression factor
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and M is the number of SLM pixels) randomly distributed pixels of the SLM
with Gs algorithm. The last iteration is a standard Gs calculation over all the
M pixels in the SLM. The computational cost scales as N; X N,, X cM + N, X M,
this cost for cN; << 1 can be approximated to M x N,,, where N; is the num-
ber of iterations, N,, is the number of points, M is the number of SLM pixels.
It has been demonstrated [4] that a speedup over one order of magnitude
can be achieved without compromising the quality of the obtained hologram
compared to regular multi-spot-Gs.

Compressive sensing weighted Gerchberg-Saxton (CS-WGS)

This algorithm is a faster version of the was for sparse diffraction limited spots
in 3D. WGS is incompatible with the compressive sensing approach leading
quickly to divergence but it is possible to run Compressive sensing Gerchberg-
Saxton (cs-Gs) for k-1 iterations and then perform a final iteration with was.
This method, known as cs-wGs has an approximately double computational
cost compared to ¢s-GS when ¢ x N; << 1. As reported in [5]both cs-waGs and
CS-GS can be implemented with GPU calculations on a low cost graphic card.
This upgrade permits to calculate a CGH ten times faster compared to the
standard version using the FFT algorithm.

Non-Convex Optimization for Volumetric CGH (CGH-NOVO)

This iterative algorithm to produce phase masks based on the non convex
minimization of a custom-defined cost function [3]. Given the intensity distri-
bution of the target pattern V at different depths z, the corresponding holo-
gram is calculated via the Rs algorithm. A cost function is defined as,

L1((9s), V) (2.6)

where I(¢;) is the distribution generated by the random phase mask ¢, at
each plane and V is the intensity of the desired pattern at the focal plane.
The minimization of the cost function in eq. 2.6 gives the optimal phase ¢*.
When I(¢) and the cost function have a well-defined derivative the problem
is solved with a gradient descendant approach.

CGH-NOVO offers the advantage of choosing a cost function tailored for the
specific application. For instance, one might be interested in stimulating a
subset of neurons while minimizing the intensity received by off-target neu-
rons below some illumination threshold, cost functions optimized for binary
patterns are suitable. Another example of the flexibility of the CGH-NOVO is
the possibility to implement a cost function optimized for 2P illumination. This
algorithm can be implemented using a GPU to speed up the calculations.

DeepCGH
The DeepCGH algorithm [6] uses convolutional neural networks (CNNs) with
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unsupervised learning to compute 3D holograms with the image-based ap-
proach. The distribution of amplitudes A(x, y, z) of the 3D target pattern at the
focal planes is the input of the CNN. The CNN provides in output an estimate
of the complex field P(x,y,z = 0) at depth z = 0. This field back-propagated
to the SLM plane via 2D inverse Fourier transform gives the phase map @ of
the CGH. During unsupervised training of the CNN, the goal is to minimize
a loss function L(A, A) where A is the intensity distribution of the target and
A is the intensity associated with the predicted SLM phase. As shown in [6]
this algorithm offers a 10 time faster computational cost and up to 41 % in-
creased accuracy compared to iterative methods such as CGH-NOVO and GS.
Moreover, experimentally, DeepCGH holograms can elicit two-photon absorp-
tion with 50 % higher efficiency compared to Gs or CGH-NOVO algorithms,
given the same experimental conditions [6]. However, this algorithm requires
a high-performance graphic card for GPU calculations.

2.A.3. Algorithm for PSF extraction

The algorithm takes in input the z stack of the beads sample and some user defined
parameters about the characteristics of the setup and the sample such as : pixel
size, z step used in the data acquisition, expected size of the PSF, size of the images
to segment single beads and the minimum mass fraction which is used as a thresh-
old value to detect automatically the beads. The beads detection is performed on
the maximum projection of the z stack and all the features with a mass exceeding
the minimum mass parameter are discarded. Here, the mass is calculated as the
sum of the signal from each feature considered as a potential bead across the full
z stack. After this first detection the resulting beads are isolated and cropped in
single images, if two or more beads are not separated in the three dimension they
will be discarded. Then, each bead is fitted with a 2D Gaussian in the xy view while
a 1D Gaussian fit is performed through the focal plane of the PSF to quantify the
PSF along the z axis. At this point the obtained PSFs are compared all together to
calculate the Pearson correlation coefficient upcc + 3 - gpc¢, this calculation allows
to find and discard the outlier PSFs. Finally an upsampling of the Gaussian fits is
performed to have more data points to calculate the PSFs. The results from all the
beads are averaged to obtain the averaged original and upsampled PSF.
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Fast Calculation of Computer
Generated Holograms

The calculation of computer generated holograms for optogenetic stimulation
of brain circuits is most commonly performed with either the high-speed, low-
performance random superposition algorithm, or the low-speed, high perfor-
mance Gerchberg-Saxton algorithm. This chapter presents a variation of the
Gerchberg-Saxton algorithm that, by only performing iterations on a subset
of the data, according to compressive sensing principles, is rendered sig-
nificantly faster while maintaining high quality outputs. The algorithm is
presented in high-efficiency and high-uniformity variants. The method was
tested computationally against existing algorithms, and the results were con-
firmed experimentally on a custom setup for in vivo multiphoton optogenet-
ics. The results clearly show that the proposed method can achieve com-
putational speed performances close to the random superposition algorithm,
while retaining the high performance of the Gerchberg-Saxton algorithm, with
a minimal loss of hologram quality.

This chapter is based on the work: Fast Calculation of computed generated holograms for 3D Photo-
stimulation through Compressive-Sensing Gerchberg-Saxton Algorithm. Methods and Protocols 2(1),
2-15, (2019)
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3.1. Introduction

The calculation of computer generated holograms (CGHs) is a non-trivial prob-
lem and several algorithms are available. In particular, two main classes of al-
gorithms are available: fast Fourier transform based algorithms and multi-spot al-
gorithms.While fast Fourier transform algorithms can generate extremely complex
illumination patterns in very short times, a strict requirement is that illumination
light should be focused either on a two-dimensional plane [1], or at most on a lim-
ited number of of two-dimensional planes at different depths [2].0n the other hand,
multi-spot algorithms tend to be slower, but can generate holograms of diffraction
limited spots arbitrarily distributed in the three-dimensional (3D) field of view of
the optical system. These spots can be used to stimulate sub-cellullar regions in
the neuron of interest [3]. Alternatively, to use a multi-spot hologram to illuminate
regions of interest (ROIS) of the size of neurons, the entire illumination pattern can
be scanned in a spiral or raster pattern [4], or combined with temporal focusing ex-
citation [5]. Several algorithms exist to calculate a multi-spot hologram, generally
representing a trade-off between computation speed and quality of the hologram.
A good summary of the most common algorithms for the generation of multi-spot
holograms can be found in [6].

The most common way to compute a multi-spot CGH is the Gerchberg-Saxton (GS)
algorithm [7], an iterative procedure of alternating projections allowing for the com-
putation of high quality CGHs in time frames compatible with experimental needs.
While the computational cost scales linearly with the amount of generated spots,
in a general experimental scenario, calculation of a CGH can take between a few
seconds and a couple of minutes.

In optogenetics experiments requiring frequent calculation of new stimulation pat-
terns “on-the-fly”, the random superposition (RS) algorithm is sometimes preferred
to GS algorithm [8], sacrificing hologram quality to achieve higher computation
speeds.

In this paper, a modified version of the GS algorithm, based on compressive sens-
ing of the pupil function, is presented. The compressive sensing Gerchberg—Saxton
algorithm (CS-GS) can generate holograms of equal quality to the standard GS al-
gorithm, but reduces the computational cost by more than one order of magnitude,
reaching time scales similar to the RS algorithm.

3.2. Method Description

3.2.1. Random Superposition and Gerchberg-Saxton Algorithm

The CGH ¢ (x’, y") generating a single spot at coordinates (x, y, z) at the sample can
be easily computed through Fourier optics, as a combination of tip, tilt and defocus
aberrations

nz 21

px',y") = 272 (x"?+y"?)+ 27 (xx' +yy"), (3.1)
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where f is the equivalent focal length of the optical system and 1 is the wavelength.

In the GS algorithm, the CGH generating a set of N spots at coordinates (x,,, ¥, z,,)
is assumed to be the phase of the superposition of all the fields generating the in-
dividual spots

N
1 H I
begn(x',y") = arg ) e onGa1on), (3.2)

n=1

where 6,, are some constant phase terms. The only degrees of freedom that
can be addressed from the algorithm to optimize the quality of the CGH are the N
values of 6,,.

It is to be noticed that, by simply solving Equation (3.2) for random values of
6,,, a low quality CGH can be calculated, without any optimization on the constant
phase terms 6,,. This is known as the RS algorithm, which has computational cost
scaling as M x N where M is the number of spatial light modulator (SLM) pixels.

To compute optimal values of 6,, the GS algorithm proceeds by alternating
projections. The initial values of the phases 62 are chosen at random, and the
initial CGH ¢3gh is computed according to Equation (3.2).

At each kth iteration, the values of 8/ are estimated as

ok = argf e_i(‘pgg_hl_‘p“)dx’dy’, (3.3)
SLM
and ¢§gh is computed again according to Equation (3.2).
Performing a GS algorithm for K iterations, while generating N spots, on an SLM

with M pixels has a computational cost scaling as K x N x M. Empirically, a few
tens of iterations are required for convergence of the algorithm.

3.2.2. Compressive Sensing Approach
To understand the principle of the CS-GS algorithm described in this paper, it must
be noticed that Equation (3.2) can be rewritten as

7 = AZT, (3.4)

where y is a N-dimensional vector representing the field values for each spot, 4 is
a N x M-dimensional matrix in which each nth line contains the value of %e""’n at

each mth pixel of the SLM, and % is a vector of coefficients in the form x,,, = e ?cghm
where ¢cqnm is the value of the phase of the CGH at the mth pixel of the SLM.

Since generally M > N, this is an under-determined linear system. While an ex-
act solution to the system is provided by Equation (3.2), according to the principles
of compressive sensing [9], and in particular equivalently to k-space compressed
imaging applications [10], a satisfying solution can be obtained by only sampling a
subset of ¢cM randomly distributed pixels of the SLM, where % <c<1.

According to this assumption, the first K —1 iterations of the GS algorithm can be
performed only considering a subset of randomly distributed pixels of the SLM, and
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only on the Kth iteration the whole CGH should be computed according to Equation
(3.2). With this algorithm, the computational cost scales as K x N x cM + N X M,
which, for ¢ x K « 1, can be approximated as just N x M, which is equivalent to
the RS algorithm cost. Reasonable values of K are in the order of 102.

3.2.3. Weighted Gerchberg-Saxton

The GS algorithm tends to optimize the efficiency of the CGH, but does not guaran-
tee uniform intensity amongst the foci created. In applications in which it is crucial
for the CGH to generate spots of equal intensity, a modified version of the GS
algorithm, named weighted Gerchberg—Saxton (WGS) algorithm [6] can be imple-
mented to improve uniformity, with a minor loss in efficiency. The WGS algorithm
has the same computational cost of GS. In the WGS algorithm, N additional de-
grees of freedom are introduced, as intensity weights w,, in the combination of the
spots wavefronts. The initial value of the weights is equal for all spots, and set to

wd = % Equation (3.2) is then rewritten as:

N
En(',y) = arg ) e @nton), (3.5)

n=1

Computing the intensity of each spot as:

Ik =

J- e_i(¢§g_h1_¢")dx'dy’| (36)
SLM

at each step, the weights are recalculated as:

k
wk = a)’,f*(;—z). (3.7)

n
This approach cannot be implemented in a compressive sensing framework, as it
quickly diverges for even slightly inaccurate calculations of I,,. However, significant
improvements can be obtained by running the CS-GS algorithm for K-1 iterations,
and only performing a single iteration of the WGS at the end when computing the
final CGH. This, however, doubles the computation time compared to CS-GS when
¢ X K « 1. For the rest of the paper, this approach is referred to as compressive

sensing weighted Gerchberg—Saxton algorithm (CS-WGS).

3.3. Materials and Methods

3.3.1. Software Implementation

All algorithms described in Section 3.2 were implemented in Python 2.7 (Python
Software Foundation, https://www.python.org/). All code is available as Sup-
plementary Materials to this article, and in a public repository [11]. While better
performances could be achieved implementing the algorithm in a lower level pro-
gramming language, or through implementation over dedicated hardware (e.g.,


https://www.python.org/
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multi-core threads and GPU implementations), the Python scripting code was cho-
sen to maximize the readability of the code, and provide an easy way to repro-
duce the results presented. Computational results reported in Section 3.4.1 were
achieved with a mid-range desktop computer (Intel Core i5-4690 3.5 Ghz, 8 GB of
memory, 64-bit Windows 7 operating system).

3.3.2. Experimental Setup

For the experimental investigation of the algorithms performances, we employed
the system shown in Fig. 3.1. Two-photon excitation (TPE) beam (1 = 800 nm,
diameter = 0.8 mm) from a Ti:Sapphire laser passes a beam expander composed
by two lenses to uniformly illuminate the active area of a reflective SLM. The SLM
is conjugated with the objective back aperture via lenses L1 and L2. An inverse
pinhole blocks the zero-order beam while the CGH is projected onto the sample
(Rhodamine 6 G uniformly coated slide, thickness 1.7 mm, Thorlabs; Newton, New
Jersey, United States). Two-photon excitation fluorescence is collected by the same
objective and, thanks to a short-pass dichroic mirror and a tube lens, is recorded by
a complementary metal oxide semiconductor (CMOS) camera. To acquire images
of 3D holograms, a deformable mirror (DM-40, Thorlabs; Newton, New Jersey,
United States) was added to the detection path, conjugated with the objective
back aperture.

3.4. Results

3.4.1. Computational Results

The CS-GS algorithm was tested against the regular GS algorithm, as an upper limit
of performance, and the random superposition algorithm, as an expected lower
limit of performance. The performance metric used to evaluate the quality of the
CGHs were, as in [6], the efficiency and uniformity of the obtained patterns. The
efficiency e of the CGH is computed as the fraction of the total intensity directed at
the generated spots. The uniformity u is calculated as
[max - [min

" ! Imax + Imin’ (38)
where I,,,,, and I,,,;,, are the intensities of the brightest and dimmest spot generated
by the CGH.

As a computational test, CGHs were calculated for a random 3D distribution of
100 spots, simulating a reasonable requirement for a optogenetics experiment, and
for a grid of 10 x 10 spots in the image plane, representing a worst-case scenario
for the uniformity of the pattern, where WGS should perform much better than GS.
All variants of the GS algorithm were run for 50 iterations.

Due to the randomized initialization of the values of 9,,, the final values of u
and e of the CGH can vary slightly for different initializations. All the reported
measurements were therefore performed by computing each CGH 10 times, with
different random initializations, and calculating the mean and standard deviation of
u and e.
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Figure 3.1: Scheme (not to scale) of two-photon excitation computer-generated hologram
(CGH) setup. Ti:Sapphire laser (MIRA 900-F, Coherent; Santa Clara, California, United States), beam
expander (BE) composed by two lenses (f = 25 mm and f = 150 mm, respectively), reflective spatial
light modulator (SLM, 1920 x 1152; pixel pitch, 9.2 pm Meadowlark Optics; Frederick, Colorado, United
States), lens L1 (f = 250 mm) and L2 (f = 500 mm), inverse pinhole (IP), objective (EO, Olympus
20X, 1.0 NA, water immersion, Olympus; Tokyo, Japan), dichroic mirror (DM) with cutoff wavelength at
700 nm (FF01-7200/SDi01, Semrock; Rochester, New York, United States), tube lens L3 (f = 200 mm),
CMOS camera (IDS UI-3270CP, IDS; Obersulm, Germany).

The results, reported in Fig. 3.2 and 3.3, show how the CS-GS algorithm has
performances virtually identical to GS with compression factors up to ¢ = 1/32,
while providing an improvement in computational time of more than one order of
magnitude. Moreover, CS-GS still greatly outperforms RS up to extreme compres-
sion factors.
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Figure 3.2: Algorithms performance in the case of the generation of a regular 2D array of
100 spot. Graphs (a) and (b) report the efficiency metric as a function of the subsampling parameter
1/c and the convergence graph at ¢ = 1/32 for the CS-GS and the CS-WGS algorithm. Graphs (c) and
(d) report uniformity metric and convergence for the same dataset. For comparison, horizontal bars
represent the interval of confidence of performance of GS, WGS, and RS algorithm. Graph (e) reports
the improvement in computation time as a function of 1/c. Graph F reports the efficiency and uniformity
represented in absolute scale to better represent overall performance.
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Figure 3.3: Algorithms performance in the case of the generation of a random 3D distribution
of 100 spots. Graphs (a) and (b) report the efficiency metric as a function of the subsampling parameter
1/c and the convergence graph at ¢ = 1/32 for the CS-GS and the CS-WGS algorithm. Graphs (c) and
(d) report uniformity metric and convergence for the same dataset. For comparison, horizontal bars
represent the interval of confidence of performance of GS, WGS, and RS algorithm. Graph (e) reports
the improvement in computation time as a function of 1/c. Graph F reports the efficiency and uniformity
represented in absolute scale to better represent overall performance.
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As far as the weighted version is concerned, CS-WGS, only performing a sin-
gle weighted iteration, does not perform as well as the regular version of WGS,
especially in the case of the generation of regular geometrical patterns of spots.
However, it still greatly outperforms GS in uniformity, and its deficit in uniformity
compared to WGS can be considered practically negligible in the case of randomly
distributed patterns of spots.

To rule out the possibility that the computation time difference between the stan-
dard and compressed sensing versions of the algorithms could be partially compen-
sated by different convergence rates, efficiency and uniformity were estimated as
a function of the iteration number. Since, for the considered experimental param-
eters, a compression factor of ¢ = 1/32 appears to represent the best compromise
between speed and performances for both CS-GS and CS-WGS, such a compression
parameter was used for the convergence speed comparison. As shown in Fig. 3.2
and 3.3, no significant difference in convergence speed can be observed. It is ap-
parent from the convergence graphs that CS-GS and CS-WGS only differ from each
other in the last iteration, as described in Section 3.2.3. This causes the sudden
discontinuity in the CS-WGS convergence graph.
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3.4.2. Experimental Results

To experimentally compare our methods to RS and iterative projections algorithms,
we used each of them to compute the same 2D multi-spot CGH. This pattern con-
tains 25 points arranged in letters shape for the initials of the laboratory institution
(Technische Universiteit Delft, TUD) and extending over the complete available field
of view. While all iteratively generated CGH were obtained with 100 iterations, we
also operated WGS with 200 iterations and considered it as reference term in the
performances evaluation. All the compressive sensing methods were computed
with a sub-sampling value of 0.05.

As qualitatively shown in Fig. 3.4 (a)-(d) CS-WGS and WGS outperform RS.
The intensity profile from a line of points in each image (Fig. 3.4 (e)) highlights the
lack of excitation for some ROIs in the RS image (the peak corresponding to the
third point is almost absent), while all other methods provide comparable results in
terms of points intensity.

To quantitatively classify the performances of all algorithms including GS and
CS-GS, we estimated the relative brightness and the intensity uniformity across
the FOV of the different patterns. For each method, a stack of five images was
acquired, and then, on the averaged image, seven random points were selected
and fitted with 2D Gaussian profiles. The peak values from the fit are averaged
and normalized for each method to produce the relative brightness. The brightness
analysis (Fig. 3.4(f)) confirmed RS as the least efficient method, while all others
show results comparable with the reference WGS.

From the standard deviation of the peaks values (Fig. 3.4(g)), we quantified
the uniformity of the illumination. As anticipated in the computational results, WGS
and CS-WGS algorithms are reaching uniformities that are very close to the golden
standard (around 90%) at a fraction of the computational cost. Furthermore, we
obtained a slightly higher uniformity for CS-WGS compared to WGS (run with the
same number of iterations) corroborating that the deficit in uniformity found in the
computational results is practically negligible for randomly distributed patterns.

Additionally, a separate dataset with spots distributed in three dimensions is
reported in Fig. 3.5, to prove the performances of the method in three dimensions.
As can be observed, the WGS and CS-WGS images are practically indistinguishable,
while RS, despite its minimal time saving compared to CS-WGS, has visibly worse
performance, with significantly non uniform spots in the distribution.
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Figure 3.4: Experimental results. (a)-(d) Two photon excitation fluorescence images of multi-spot
CGHs generated, respectively, with WGS 200 iterations, RS, WGS and CS-WGS algorithms. (e) Intensity
profile from a single line in panel (d). (f) Relative brightness for all methods explored. (g) Uniformity
across the field of view in the peak intensities for all methods explored.
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Figure 3.5: Experimental results for a 3D hologram. CS-WGS and WGS were computed over 100
iterations, while CS-WGS had a compression factor of 0.05. Computation times were, respectively, 5 s,
40 s and 456 s for RS, WGS and CS-WGS. All images are reported on the same intensity scale. It can
be noticed that, while the WGS and CS-WGS images are practically identical, RS has some spots with
significantly different intensities (highlighted by the red arrows)

3.5. Discussion

In this paper, we demonstrate, both computationally and experimentally, how the
implementation of compressive sensing principles to the Gerchberg—Saxton algo-
rithm for the generation of multi-spot holograms, in both its classic and weighted
forms, can provide a dramatic decrease in computation time, without significantly
affecting its performance. This method could therefore represent a standard in spa-
tial light modulation based optogenetic stimulation, where fast and reliable gener-
ation of 3D multi-spot patterns is key for a successful experiment. To facilitate im-
plementation and testing for the neuroscience community, Python implementations
of the RS, GS, WGS, CS-GS and CS-WGS algorithms are available as Supplementary
Materials to this paper and in a public repository [11].
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Local aberration control to
improve efficiency in
multiphoton holographic
projections

Optical aberrations affect the quality of light propagating through a turbid
medium, where refractive index is spatially inhomogeneous. In multiphoton
optical applications, such as two-photon excitation fluorescence imaging and
optogenetics, aberrations non-linearly impair the efficiency of excitation. We
demonstrate a sensorless adaptive optics technique to compensate aberra-
tions in holograms projected into turbid media. We use a spatial light modula-
tor to project custom three dimensional holographic patterns and to correct for
local (anisoplanatic) distortions. The method is tested on both synthetic and
biological samples to counteract aberrations arising respectively from mis-
alignment of the optical system and from samples inhomogeneities. In both
cases the anisoplanatic correction improves the intensity of the stimulation
pattern at least two-fold.

This chapter is based on the work: Local aberration control to improve efficiency in multiphoton holo-
graphic projections. Optics Express 30(16), 29128-29147, (2022)
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4.1. Introduction

Computer generated holography (CGH) is a well-established technique to shape
coherent light into custom three-dimensional (3D) patterns. When encoded onto a
programmable spatial light modulator (SLM), CGH enables flexible projection tech-
nology. A wide range of applications exploits this strategy, such as dynamically
controlled optical traps for micromanipulation [1], laser microsurgery [2], two-
photon polymerization to produce micrometer-sized 3D structures [3], and opto-
genetic stimulation of neurons in tissue [4]. Each of these applications relies on the
quality of the projected light field, in terms of intensity, precision and fidelity to the
computed version of the CGH. However, distortion of the modulated wavefront at
any point in the optical path can compromise the reconstructed hologram.

Aberrations arise in any non-ideal imaging system from misalignment and from
propagation through materials where the index of refraction varies spatially across
the wavefront. In some cases, aberrations affect the whole field of view (FOV)
homogeneously. Those aberrations are denominated isoplanatic and they can be
modeled and compensated for in the design of the instrument with a fixed optic.
For instance, in photo-resist laser writing, aberrations originating from the interface
between the resist and the substrate are proportional to the mismatch of refractive
index at this interface, the depth of the focal point, and the numerical aperture (NA)
of the objective lens [5]. More generally, aberrations varying across the FOV are
called anisoplanatic. Sample-induced aberrations are a known problem for loss of
signal and contrast in deep tissue optical imaging, where both excitation and emis-
sion light are distorted when they propagate through inhomogeneous and thick
biological samples [6]. In multiphoton excitation, aberrations reduce peak excita-
tion intensity nonlinearly, leading both to inefficient excitation as well as losses on
the signal collection.

Adaptive optics (AO), a technique borrowed from astronomers who obtained
high quality images of stars and satellites deteriorated by atmospheric turbulence
[7], can compensate for such distortions. An AO system may consist of three main
components: a sensor to measure the aberrations, an adaptive optical element
to correct the wavefront distortions, and a controller to feed the information ob-
tained by the sensor to the adaptive element. An alternative to using a wavefront
sensor in closed loop is a sensorless approach in which information about the wave-
front can be determined indirectly (e.g., from the properties of two-photon excited
fluorescence). Both sensor-based and sensor-less AO approaches have been suc-
cessfully integrated into different microscope designs [8]. In widefield microscopy,
a Shack-Hartmann wavefront sensor may be used to measure the distortion on the
fluorescent signal using guide stars, or fluorescent landmarks with known shape
[9]. Differently, wavefront sensors have been employed in light sheet microscopy
to correct the aberrations on the excitation light [10]. The approach most commonly
used in laser scanning microscopies, like laser scanning confocal microscopy, is to
obtain a single isoplanatic aberration correction for both the excitation light and
fluorescence signal over a relatively small FOV [11]. At the same time, sensorless
AO has been widely applied to correct excitation and or emission light in different
microscopy techniques [12—14]. Recently, various research groups proposed aniso-



4.1. Introduction 75

planatic corrections to improve imaging in more heterogeneous samples, such as
intact organs [15-18].

In non-imaging applications, holographic projections are likewise subject to
aberrations. Stray photons may have unintended consequences in the case of laser
writing or optogenetics. In particular, in the case of optogenetics, chromophores
are intentionally designed to perturb the biology of the system rather than sim-
ply fluoresce. In fact, photostimulation conditions in optogenetics are often more
intense than conditions used in imaging, using longer dwell times (millisecond vs.
microsecond), so the effect of off-target photostimulation can be more problematic.
Inefficient excitation is also detrimental for photostimulation in living tissues where
one wants to use the minimum light needed to be effective.

Here we apply a sensorless AO approach to correct aberrations on holographic
projections using two-photon excited fluorescence (TPEF) as a readout. An optical
module for photostimulation with CGH is implemented, which we will call 2P-CGH
in this paper. A computer generated hologram (CGH) of the desired 3D excitation
pattern is calculated and its phase is imposed on a coherent wavefront at the rear
pupil plane of an objective through a liquid crystal on silicon spatial light modula-
tor (LCoS-SLM). The SLM serves also as AO element to introduce bias aberration
into the stimulation light. The optimal AO corrections are determined through a
simple hill-climbing approach where a series of images is acquired under different
bias aberrations. To validate the method we demonstrate correction of anisopla-
natic aberrations in 2D and 3D using a series of samples with increasing complexity,
including tissue. We show that our method can improve the intensity of the stim-
ulation pattern in both synthetic samples and fixed tissue by at least a factor of
two.

4.1.1. Computer generated hologram calculation
The optical layout to project computer generated holograms is based on Fourier
holography, as shown in Fig.4.1(a). The target field U,(z;) is defined by user-
selected points in a virtual representation of the real space FOV, describing the 3D
pattern of points at depths z;. The hologram field U, is related to the field at the
focal planes through a discrete Fourier transform. The phase of the hologram field
is then addressed to the SLM and the hologram is reconstructed optically by a spa-
tial Fourier transformation by the objective lens. Holograms are calculated with the
Compressive Sensing Weighted Gerchberg-Saxton (CS-WGS) algorithm [19]. This
algorithm can generate holograms of point clouds arbitrarily distributed in the 3D
FOV of the optical system. As reported in [19], CS-WGS provides comparable re-
sults in terms of spot brightness and uniformity as Gerchberg-Saxton and Weighted
Gerchberg-Saxton approaches, while reducing drastically the computational time.
For a CGH with N spots, the field at the SLM is calculated as the superposition
of the fields generating each individual spot:

N
U, = Z Ug - € {@POSRTIN) (4.1)
n=1
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where u, ,, is the amplitude of the field associated with the n‘" spot at the focal
plane, ¢, is a constant term and ¢pos, iS @ phase describing the position. The
position ¢pgs , is determined by combination of tip, tilt and defocus localizing each
of the N points in 3D space:

21 , , Zn T 2 2
¢POS,n(xry)=E'(xn'x +yn'y)+/12f2 (X +y") (4.2)

where x,, y,,, z,, are the coordinates of each point, x’,y’ are the SLM coordinates, f
is the focal length of the optical system and A is the wavelength of the light source.
Any iterative calculation of the hologram field aims at maximizing the quality of the
hologram by optimizing the value of the phase term ¢,,.

The approach here described allows to include in the hologram field (Eq. 4.1)
a phase term, ¢, ,, representing the full-pupil phase applied to the sub-hologram
for each point n to compensate local optical aberration [15]. Hence, the CGH
phase encoding for a 3D distribution of points with their corresponding aberrations
correction is computed as :

N
bean = “W(Z e~ i@posntPaon+dn)) (4.3)

n=1

Here the aberrations are encoded in the CGH using a modal representation. Specif-
ically the aberration phase is expanded as a linear combination of Zernike polyno-
mials as follows:

N
k(k +2) +
¢A0=zw,--zj with j= <D +m 2) = (4.4)
=

where Z; is the Zernike polynomial function, j is the index of the expansion and w;
is the coefficient or weight. Zernike modes are a set of basis functions defined on
a circle, in this case corresponding to the objective back aperture. We follow the
ANSI order where the index j carries information about the radial (k) and angular
(m) indices of the Zernike polynomials. Zernike modes with the same radial index k
belong to the same aberration order [20]. These polynomials are widely used [21]
and easily applicable. The low order modes are directly linked to identifiable aber-
rations such as defocus and spherical aberration allowing for clear interpretation of
the results. The coefficients w; of the Zernike polynomials are calculated in units
of the wavelength and are hereby reported in pm.

The 3D CGH can include an isoplanatic phase term ¢,,, which is the same
across all the points in the field of view. This case is depicted in Fig.4.1(b) where
a uniform vertical coma aberration (Zg) with coefficient w = 1 um is superimposed
to the CGH on the SLM. The left image shows the phase of the coma aberration
addressed to the SLM. The right shows a simulation of a 16-point grid pattern
extending over a FOV of 80 um at focal plane z = 7 um in the sample, here all the
points are affected by the same aberration.
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Alternatively, as shown in Fig.4.1(c) anisoplanatic aberrations are encoded in
the CGH. Here distinct aberration phases are targeted to different location of the
FOV. The left image shows different aberration phases, from oblique astigmatism
(Z3) to horizontal secondary coma (Z,3) with the same coefficient w = 1 um, for
each point of the same grid shown in Fig. 4.1(b). The right image displays the
image of the grid simulated at the focal plane where each point is degraded by
different aberrations. The following equation describes the calculation to obtain
the simulated images:

. P T 124002

lyim = |Fleibeon e 1277 ¢ Dyjay (4.5)
P ZT 12 2

where ¢ 7272 * ") is 3 propagator factor to have the focal plane at a specific z

plane, F is the Fourier transform applied to propagate the field from the pupil plane

to the focal plane, y is used to apply a gamma correction to enhance the features

of the spots. The simulated images in Fig. 4.1(b,c) were generated with y = 0.5.

4.1.2. Imaging system
The optical setup shown in Fig. 4.1(d) uses short pulsed near-infrared (NIR) light
emitted by a mode-locked Ti:Sapphire laser (Coherent, Mira 900-F) tuned to a cen-
tral wavelength of 800 nm with 76 MHz repetition rate. Power at the sample is
controlled by adjusting the angle between a Glan-Laser Calcite Polarizer (GLP, Thor-
labs, GL5B) and a half-wave plate (HWP). The beam is magnified by a telescope
(lenses L1, f=25.4 mm and L2, f=150 mm) to fill the chip of the LCoS-SLM (Mead-
owlark Optics, P1920-600-1300-HDMI, pixel size: 9.2 um) placed in a plane where
the wavefront is nominally flat. The SLM is illuminated obliquely with an angle of
4.6° to be able to separate the modulated beam from the incident one. A mechan-
ical shutter (S, Uniblitz, LS25271) installed at the focal point of lens L1 temporally
gates the NIR illumination with a response of 2 ms. A second telescope (lenses L3,
f=250 mm and L4, f=500 mm) magnifies the beam to fill the back aperture of the
water immersion objective lens (O, Olympus XLUMPLFLN, 20X/NA 1.0). In the focal
plane of lens L3, an inverse pinhole (IP, custom tungsten deposition, diameter 1.3
mm, on glass window of thickness 0.5 mm) blocks the zero-order diffraction spot.
The focal lengths of lenses L3 and L4 are chosen to match the dimension of the
SLM image at the back aperture of the microscope objective and the SLM chip. In
this case the lateral resolution is only limited by the objective NA. TPEF is collected
through the objective, transmitted through a low-pass dichroic mirror (Semrock,
FF01-720/SP-25) and finally the image is formed by a tube lens (L5, f=300 mm).
The image is relayed to the sCMOS camera (Andor, Zyla 4.2) by a 1:1 telescope (L6
and L7, f=150 mm) and an electrically-tunable lens (ETL, Optotune EL-16-40-TC-
VIS-20D) lens which scans the signal at different depths. Brightfield (BF) images
are acquired by transmission of a white light LED (Thorlabs, LEDW25E) placed at
the opposite side of the objective.

As reported previously [22] the precision to address a CGH to a specific target
depends on the number of pixels in the SLM and gray scale values available. We
use a LCoS-SLM with 1920 x 1152 pixels so that the number of pixels in the shorter
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axis permits a spatial accuracy better than 1 um and also a high number of degrees
of freedom when the SLM is used as adaptive element to correct for high-order
aberrations. Regions of interest (ROIs) for generating the CGH can be located
anywhere within the FOV which is a combination of lateral and axial FOV. The lateral
FOV, defined the maximum tilt that can be applied on the first order of diffraction,
is 391 um. The theoretical axial FOV is 166 um, where the SLM is the limiting factor
for generating the CGH. Nonetheless, a trade off between the available lateral and
axial FOV exists since increasing the axial displacement of a feature decreases the
accessible amount of lateral displacement. Limitations in the applicable corrective
patterns arise from aliasing as discussed in Appendix 4.A.1.

(a) Computer generated hologram Holographic projection

-

N
=

Virtual object Uh SLM Fourier lens Uo (Zi)
(b) Isoplanatic phase  Simulated focal plane (d) scmos Ti:(SIiI|:;er
‘ ‘ . HWP
GLP
L7 |
ETL =
L6
S
LS
L4 IP L3
g >
YV,
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Figure 4.1: Computer Generated Holography combined with Adaptive Optics. (a) Concept
of CGH and optical transformation needed to project a 3D digital hologram. Up: spatial 2D Fourier
transform of the target pattern U, defined at different depths z;, applied by lens of focal length, f.
Each circle at the SLM represents the specific phase to generate the point at the chosen depth. (b)
Left: Phase corresponding to vertical coma introduced as isoplanatic aberration to all the points in a
grid pattern of 16 points. Right: Simulated image of the grid pattern affected by vertical coma with
coefficient w = 1 um (c) Left: Phase of the local aberrations introduced in the grid pattern. Each circle
in the grid represents a different aberration expanded in the Zernike base from oblique astigmatism to
secondary coma. Right: Simulated image of the grid pattern with local aberration with coefficient w = 1
um applied to each point. (d) Implementation of CGH projection module (red lines) including widefield
imaging path for measurement of TPEF (green lines; DM: dichroic; ETL: electrically tunable lens), not
to scale.
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4.1.3. Sensorless AO correction of the holographic stimulation
AO using direct measurement of the wavefront, e.g., with a Shack-Hartmann sen-
sor, is generally limited to a single isoplanatic patch. For correction over multiple
isoplanatic patches in the CGH, we instead chose a modal-based sensorless ap-
proach. Each aberration mode is imparted as a trial correction by the AO element
and an image of the sample is acquired. The result is a collection of images for
each of the optical aberration with a different bias coefficient. The best coefficient
is chosen measuring a metric that quantifies image quality.

Sensorless methods require some a priori information about the system, such as
a mathematical model describing how the corrective phase influences the chosen
metric. For TPEF, the intensity of the fluorescence is known to depend quadradically
on the peak intensity of the excitation light. Since we use widefield microscopy
to capture fluorescence excited by the reconstructed CGH, we calculate the TPEF
intensity of each spot in the pattern as the sum of gray scale pixel values within a

bounding region,
Ip = Z 2. (4.6)

In the ideal case of diffraction-limited spots in the CGH, the resulting TPEF spots
should also be minimized in dimension. Bearing these two criteria in mind, we
propose two different metrics M; and M,, that combine the TPEF intensity with a
feature that quantifies the spot shape. The metric M; combines the intensity I
and the diameter D, determined as the maximum dimension of a single-spot CGH
as shown in the following equation:

I
M, = BF (4.7)
where the diameter D is taken to be the larger of the vertical or horizontal axes of
the single-point image at the focal plane. On the other hand metric M, combines
the intensity the intensity I and the area A of a single-spot CGH as shown in the
following equation:

I
M, = ZF' (4.8)

Both area and diameter are measured after a threshold of i - Lnax is applied. By
dividing the intensity I with either the diameter or the area of the spot, we ensure
that these combined metrics reach the maximum when the spot is more confined.
Although the metric M, is sensitive to the variation of the spot shape on the lateral
direction, the metric M, takes into account also any variation of the spot on oblique
directions. For such reason metric M, is more robust to correct for aberrations that
severely impair the shape of the points.

The metric is integrated in an optimization algorithm scheme. The optimization
scheme affects both speed and efficiency of the correction. Those are equally
important factors to correct aberrations in turbid samples. Here we use an hill-climb
algorithm that sequentially loops over the Zernike polynomial base and explores a
pre-defined range of bias coefficients for each Zernike polynomial. The corrections




80 4. Aberration control

found are sequentially applied to each Zernike term before moving to the next one.
The optimal coefficient is found by fitting the metric data points with a combination
of a Lorentzian function with a line (Eq. 4.10). Piston, tip, tilt and defocus are
excluded in the optimization process because these are defined in the positioning
of the points (Eq. 2) and may lead to loss of fidelity in the CGH as they cause
displacement of the ROIs [23].

Isoplanatic correction

Isoplanatic corrections represent an average correction for the whole FOV. This
correction may be optimal for points near the middle of the FOV, but sub-optimal
for points near the edges. Algorithm 1 and Fig. 4.2 below highlight the main steps
to implement such corrections.

Algorithm 1: Isoplanatic correction pseudo-code

initialization: calculate CGH with CS-WGS algorithm and select 1 point to
correct
for Zernike order j in [1,N] do
for Zernike weight w; in [-w,w] do
add isoplanatic aberration w; - Z; on SLM
acquire camera frame
get ROI centered around the chosen point
calculate metric on the ROI
fit metric values and find optimal weight w;
load found optimal weight for Zernike Z; as isoplanatic correction onto
the SLM
acquire the corrected image

Anisoplanatic correction

The pseudo-code for Algorithm 2 gives the key steps of the algorithm for anisopla-
natic AO. Being an extension of the previous case to multiple point-like features in
the FOV, the anisoplanatic algorithm provides local corrections. This feature is an
important factor to compensate spatially inhomogeneous aberrations induced by
turbid media such as biological tissues. A drawback compared to the isoplanatic
correction process is that the CGH is recalculated after optimization of each aberra-
tion mode to encode the corrections just found. This extra step increases the total
optimization time by a factor 2.6.

4.1.4. Image processing

To compare the TPEF images before and after AO correction, the intensity of ROI
sub-images are normalized with respect to the corrected ROI sub-image (I™) with
the following normalization formula:

I = I'—Iin 4.9
norm — n n ( . )
Imax — Imin
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Algorithm 2: Anisoplanatic correction pseudo-code

initialization: calculate CGH with CS-WGS algorithm select n points to
optimize

for Zernike order j in [1,N] do
for Zernike weight w; in [-w,w] do

add isoplanatic aberration w; - Z; on SLM

acquire camera frame

for point h in [1,n] do

retrieve patch centered around each point h in the FOV
L measure the metric on each patch

fit metric and find optimal weight w; for each point in [1,n]
calculate CGH with CS-WGS with 20 iterations adding the correction
w; - Z; found for all points n

calculate CGH with CS-WGS with 100 iterations adding all N Zernike phases
with their optimal weights found for all points n
acquire the corrected image

where [ is the intensity of pixel i in the image to normalize and I7%,,, and I}, are
pixels with, respectively, minimum and maximum value in the corrected image. The
intensity improvement is quantified at each ROI in the normalized image through a
line profile across the pixel of maximum intensity. The line profile data points are
then fitted with a combination of a Lorentzian function with a line as follows:
a-o?

L(x) = & —xg)Z 1 o2 + bx (4.10)
where a is the amplitude, x, the center of the curve, o the width of the curve and b
the slope of the line. The uncertainty on each fit parameter is given by the square
root of the diagonal elements of the covariance matrix [24]. The same function is
also used to fit the measured metric values.

4.1.5. Sample preparation
Anisoplanatic correction of CGH was performed on both synthetic and biological
samples. The synthetic sample was a fluorinated ethylene propylene (FEP, Bola,
S$2022-04) tube with an internal diameter of 0.8 mm and an outer diameter of 1.6
mm. The FEP tube is attached to a needle (B. Braun, 100 Sterican, 21G x 1 1/2")
and to a syringe (Braun, Omnifix F Solo 1 ml) and filled with a diluted solution of
fluorescein (Invitrogen, F 1300) dissolved in demineralized water. The colour of the
solution was vibrant dark yellow with an optical density of 0.056 in 0.8 mm path
length measured through a spectrometer (BioDrop, uLITE). The same type of FEP
tube is used to hold biological samples.

The biological sample was made from fixed tissue of zebrafish embryos. Ze-
brafish embryos were obtained by inbreeding adult fish from the casper strain [25].
Larvae were euthanized at 5 days past fertilization (dpf), fixed in a 1:1 solution of
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embryo water (DI water with Instant Ocean salts, (60 ug/ml) with 0.0002% methy-
lene blue) and 4% para-formaldehyde in phosphate saline buffer (PBS) for 2 hours,
rinsed 3x in PBS, and stored in PBS at 4°C until the experiment. For the experiment
they were mounted into a straightened FEP tube in a solution of 1.5% low-melting
temperature agarose (Sigma-Aldrich, A4018) in embryo water and fluorescein.

4.2. Results

4.2.1. Comparison of sensorless AO metrics for widefield TPEF
We first tested each of the metrics in the isoplanatic correction algorithm (Fig. 4.2).
From each TPEF image, a 40x40 pixel sub-image was retrieved around a single ROI
selected for isoplanatic correction (Fig. 4.2(a), left). The metric I was calculated
from a 10x10 pixel patch centered around the ROI (Fig. 4.2(a), middle), while
the area to compute the metric M, is evaluated on the binary image (Fig. 4.2(a),
right). This image was obtained by applying a threshold to the original sub-image.
A range of 15 bias coefficients in the interval [—3,3] um was explored for each
Zernike polynomial. Those trial aberrations were sequentially applied to the point
chosen for the correction and an image collected as shown in the progression of 40
x 40 sub-images in Fig. 4.2(b), top. Once a progression of images as function of
the bias aberration was acquired, we measured different metrics using Eq.6 — Eq.8.
As seen in Fig. 4.2(c), each metric gives a different optimal coefficient to correct
spherical aberration (Z;,).

4.2.2. Experimental validation of anisoplanatic AO
To validate the anisoplanatic AO method, we calculated a test pattern with spe-
cific aberrations simulated computationally. We then experimentally applied either
the isoplanatic and anisoplanatic algorithm to optimize the reconstructed hologram
based on its TPEF image. The test pattern consisted of a 16-point grid covering an
area of 150 x 150 um, where spherical aberration (Z,,) was introduced at point 1
and point 7 with weights w = -2 ym and w = 2 um, respectively. This CGH was
projected into a chamber filled with fluorescein solution, where sample-dependent
aberrations were expected to be minimal. Figure 4.3 shows the results of both iso-
planatic and anisoplanatic algorithms using the intensity-diameter metric, M,. For
both algorithms, the correction procedure started with Z;, and then cycled through
Zernike coefficients up to the third aberration order (from Z; to Z,). This order of
modes was chosen a priori because first correcting for dominant modes improves
the accuracy of the final correction [26]. In the initial TPEF image of the hologram
(Fig. 4.3(a), left), points 1 and 7 are visibly distorted due to the added spherical
aberration. As expected, when isoplanatic correction was performed for point 7, the
intensity of point 7 improved by a factor of 10.6 whereas all the other points were
degraded by this correction (Fig. 4.3(a), middle). In contrast, when anisoplanatic
correction was performed on all points, the intensity of all spots improved by an
average factor of 2.7 (Fig. 4.3(a), right).

Analysis of the retrieved Zernike coefficients, shown in Fig. 4.3(b), showed
that the spherical aberrations (Z,) retrieved for points 1 and 7 under anisoplanatic



4.2. Results 83

(a)

(b)
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Figure 4.2: Definition of image-based metric influences correction. (a) Left: 40 x 40 pixel patch
around the ROI is used for optimization. Scale bar: 2 um. Middle: 10x10 patch to quantify the I
metric. Scale bar: 0.2 um. Right: binary image to measure the area metric. Scale bar: 2 um. (b) Top:
Progression of sub-images acquired as a function of spherical aberration (15 values for coefficients for
Z,4,). Scale bar: 50 um. Middle: binarized version of the progression to compute the area metric. Scale
bar: 50 um. Bottom: progression of the 10 x10 patches around the ROIs to calculate the Ir metric.
Scale bar: 5 um (c) Metric values as a function of different bias spherical aberration, for Z,,. Area: red
dots, Ir: green circles; combined metric (M,): blue squares; dashed lines: Lorentzian fit.

algorithm (orange bars) were w = 2.34 um and w = -1.87 um, respectively, while
contributions for other orders were non-zero. For comparison of the retrieved and
simulated aberrations, we also obtained a baseline anisoplanatic correction of the
system using a 4x4 test pattern with no added spherical aberration (blue bars).
A slight positive spherical aberration was found in the baseline at the locations of
points 1 and 7, respectively, w = 0.26 um and w = 0.15 um. This can explain why
the retrieved coefficients for spherical aberration is slightly higher than w = 2 ym
for point 1, and slightly higher than w = -2 for point 7. We estimated the error
on the Zernike coefficient as the standard deviation in the lower orders (Z;—Z,)
recovered from the three independent corrections for point 7 (baseline, isoplanatic,
and anisoplanatic) to be 0.10 um. Therefore, these data show that the anisoplanatic
method accurately retrieves the applied Z,, coefficient. The anisoplanatic corrective
phase patterns applied to the SLM are depicted in Fig. 4.3(c).

Closer inspection of the xy and yz projections of the TPEF image of point 1
(Fig. 4.3(d)) illustrates the improvement in intensity and shape after the anisopla-
natic correction in both the lateral and axial direction. Both images are normalized
with respect to the corrected image and the aberrated images are shown with a
reduced dynamic range for the pixel values for visualization purposes. The intensity
improvement and the spot size are quantified on the intensity profiles (Fig. 4.3(e))
taken from a line profile across the pixel of maximum intensity. The dashed lines on
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the images in Fig. 4.3(e) reveal that spherical aberration displaced the point later-
ally along the y direction as well as axially. The axial displacement is compensated
in the corrected image where intensity is also recovered. The small lateral displace-
ment is most likely due misalignment between the rear pupil of the objective and
the SLM plane.

The shape and size of the TPEF spots improved for all the points in the grid.
Table 4.1 shows the reduction in mean lateral and axial dimensions determined as
the full width half maximum (FWHM) of a Lorentzian fit to the measured line profile.
The FWHM of points focused in the dye solution is an indication of the resolution
of the holographic projections because the TPEF image of point-like features are
the convolution between the excitation and emission point spread functions (PSFs).
Since the sample is a homogeneous solution, TPEF can be generated throughout the
geometrical focus. We can take the dimensions of the squared intensity distribution
12, as the upper bound for the spot diameter expected from an ideal Gaussian exci-

. . . A .
tation focus with waist w, = — and Rayleigh range z; = ’;V":” , Where n represents

index of refraction. The lower bound for the FWHM of the spots detected is limited

by the dimension of the Airy disk of fluorescence generated by an infinitesimally

small TPE focus, given by R, = %%, and depth of field R, = 1%’1, where 1., =

520 nm. Noting that the size of the optimized TPEF spots is still larger than either
the theoretical beam waist or PSF, we can conclude that the AO optimization of the
excitation beam alone does not produce a diffraction-limited image. This can be
expected because the system does not correct for aberrations in the pathway of
the fluorescence.

Raw FWHM | Corrected FWHM | 2w, | Ideal PSF,,,
Lateral [um] | 0.93 + 0.24 0.75 + 0.05 0.51 0.42
Axial [um] | 1.85 + 0.44 1.50 £ 0.11 0.67 1.38

Table 4.1: Dimensions of two-photon excited fluorescence spots. FWHM values are the mean
and standard error on the mean of spots in Fig. 4.3(a).

4.2.3. Correction on synthetic sample: FEP tube filled with

fluorescein

Next we characterized anisoplanatic AO in an aberrating sample, a FEP tube filled
with a fluorescein solution (Fig. 4.4(a)). The FEP tube has an index of refraction
of n = 1.344 at 589 nm, which is near to that of water (n = 1.3324) so introduces
relatively weak aberrations compared to sample containers made of other common
materials (e.g. borosilicate glass) [27]. We expect that the cylindrical geometry
of the capillary affects vertical astigmatism [28] (see Appendix 4.A.2.) A CGH was
calculated for a 4x4 grid with a spacing of 25 um between points. The TPEF image
of the CGH grid projected into the sample is showed in Fig. 4.4(b), left.

On this image we performed the anisoplanatic correction with the metric M,,
correcting up to the eighth aberration order, corresponding to Zernike coefficients
Z3—Z44. The correction process took 30 minutes, corresponding to calculation of
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Figure 4.3: Isoplanatic and anisoplanatic corrections applied to CGHs projected into free
solution. (a) TPEF images of 16-point grid CGH. Left: grid with -2 um and 2 pm spherical aberration
at points 1 and 7 respectively. Middle: grid with isoplanatic correction at point 7. Right: grid with
anisoplanatic correction.The images are normalized with respect to themselves and they are enhanced
by a factor of 3 to help the visualization. Scale bar: 25 um. (b) Bar plot of Zernike coefficients for points
1 and 7. Blue bars correspond to the baseline anisoplanatic correction of the grid CGH; gray and orange
bars, respectively, correspond to isoplanatic and anisoplanatic corrections of the CGH with simulated
aberration. (c) Anisoplanatic phase maps at each point in the grid. (d) xy image and yz image of point
1 and 7 before and after anisoplanatic correction. Scale bar xy: 750 nm, scale bar yz: 1 um. (e) xy
(upper) and yz (bottom) line profiles of point 1 and 7 before and after correction. Blue dots: corrected
line profile; orange dots: aberrated line profile; continuous lines: Lorentzian fit of the data points.
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43 unique CGH and acquisition of 630 images testing 15 weights per order for
42 orders. The resulting corrected image is reported in Fig. 4.4(b), right. The
corrective phase maps shown in Fig. 4.4(c) provide a full characterization of the
sample-induced aberrations across the central 100 um of the FOV. As anticipated,
vertical astigmatism (Z5) was one of the dominant aberrations given the cylindri-
cal geometry of the sample under examination (see Appendix 4.A.2). Moreover,
we also found a prominent contribution for spherical aberration (Z,,). As visible
from the corrective phase maps (Fig. 4.4(c)), specific ROIs also had contributions
from higher-order aberrations, as in the case of 3 um coefficient for Z;, at point
11. The lines profiles across the pixel of maximum intensity for the raw (orange)
and corrected (blue) spots represented in Fig. 4.4(d) reveal an average intensity
improvement factor of 2.07 + 0.33.
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Figure 4.4: Anisoplanatic correction on sample-induced aberrations in FEP tube. (a) Top and
side view sketches of the synthetic sample, a FEP tube with 0.4 mm thick wall. (b) Left: TPEF image
of 16 points grid used to retrieve anisoplanatic correction. Right: Corrected TPEF image. Scale bar is
25 pum (c) Local phase maps retrieved for each point in the grid. (d) Line profiles across the pixel of
maximum intensity of aberrated (orange dots) and corrected (blue dots) points show a 2-fold gain in
intensity for most of the corrected points. Continuous lines show Lorentzian fit of data points.

We then asked whether the AO corrections obtained for one hologram would
be sufficient to optimize a novel point cloud pattern extending over the same FOV.
We calculated a second CGH of 12 points randomly distributed over the same 100
x 100 um area, shown in Fig. 4.5(b), left, together with the location of reference
points from the grid CGH (red dashed lines). For each point in the random pattern,
the corrective phase was calculated as a distance-weighted average of the local
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corrective phases found for all points in the reference grid. The weight coefficient
was inversely proportional to the distance between the point to correct and each
point in the reference grid CGH, as described in Fig. 4.5(a) and by the following
formula:
Wk
Wy = i (4.11)
o
where w; is the coefficient of a given Zernike mode for a point i in the random
pattern, w;, are the coefficients of a given Zernike mode for all the k points in the
reference pattern, and d,; is the distance between point i and point k.

Comparison of the TPEF images of the random points before and after AO cor-
rection (Fig. 4.5) indicates that the distance-weighted anisoplanatic correction im-
proves the spot intensity. The resulting corrective phase maps in Fig. 4.5(c) are
more homogeneous between the random ROIs compared to the ROIs in the ref-
erence grid. The weighted average of points from across the whole FOV can be
seen as diluting each local correction. Nonetheless, by applying aberrations based
on the distance-weighted average correction, the random points increased their
average TPEF signal by a factor of 2.07 + 0.17 on average, as depicted in (Fig.
4.5(d)). Since the average intensity improvement is comparable to the one ob-
tained on the reference grid (Fig. 4.4), we can conclude that the reference set of
anisoplanatic corrections sampled at 25 pm intervals are sufficient to correct for dif-
ferent patterns covering the original FOV. In a sample with greater complexity, the
needed sampling distance can be expected to change. However, for points that are
closer together we observed a coupling of the corrections even if the ROIs belong
to different anisoplanatic patches (see Appendix 4.A.3).

The same approach can be extended to a 3D pattern. To test this experimentally,
we first retrieved anisoplanatic corrections for a reference 3D CGH made of 10 points
randomly distributed over a volume of 100 x 100 x 50 um? where the axial direction
was sampled at a spacing of Az = 7 um (Fig. 4.5(f)). Here we optimized up to the
fourth aberration order, corresponding to Zernike modes in the interval Z;—Z,,,
testing 9 bias coefficients in the interval [-2, 2] um for each mode. This smaller
number of optimization parameters still provided good intensity improvement for
this sample, while also reducing the number of measurements overall. In this case
the correction process took 26 minutes. In three dimensions the correction process
was longer compared to the two dimensional case since it was necessary to acquire
an image at each depth by changing the ETL voltage. Hence, the optimization time
increases linearly with the nhumber of the z depths explored.

As in the 2D case, all points in the 3D reconstruction improved in TPEF intensity
at the focal plane. On average the improvement factor was 1.76 + 0.25, as reported
in Fig. 4.5(g). Figure 4.5(h) shows that the ROIs after correction are displaced
with respect to their positions in the original volume. Displacements were calcu-
lated as the distance between the centroids of spots retrieved from the starting
image and centroids of spots retrieved from image following AO. The average lat-
eral displacement was 0.6 um while the average axial displacement was 0.9 pm.
Lateral displacement can be introduced by Zernike polynomials (see Eq. 4.4) with
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odd k index and m = + 1, such as coma aberration, while the axial shift can be
addressed to radial Zernike modes with even k and m = 0.
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Figure 4.5: Distance-weighted anisoplanatic correction on 2D and 3D CGH projected into
FEP tube with uniform fluorescent solution. (a) Calculation of the distance-based coefficients
to apply the distance-weighted average anisoplanatic correction to point i using reference points k,
where d;;, is the distance between points. (b) Left: TPEF image of 12 points randomly distributed
across the same FOV of the reference grid (dashed red lines). Right: TPEF image corrected with the
distance-weighted averaged anisoplanatic approach. (c) Local phase maps applied to each point in the
random pattern. (d) Comparison of maximum intensity as a function of each measured spot before
(orange dots) and after (blue circles) AO correction. (e) 3D plots of the reference (green squares) and
random (red dots) coordinates for the CGHs. (f) Left: Maximum intensity projection of TPEF image of
10 points randomly distributed in 3D over a FOV of 100 x 100 x 50 um?3. Right: Same image corrected
with a distance-weighted average of the anisoplanatic corrections for the reference 3D pattern laying.
(g) Comparison between maximum intensity before (orange dots) and after (blue circles) the weighted
averaged anisoplanatic correction (h) Lateral (top) and axial (bottom) distance between the center of
the spots before and after correction. The dashed lines show the average values. Scale bar is 25 um.
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4.2.4. Correction on fixed biological sample

Finally, to validate our method on highly aberrated samples we applied the aniso-
planatic correction to a CGH projected through approximately 140 um of tissue in
the tail of a 5 dpf zebrafish embryo embedded in a mixture of 1.5% low-melting
temperature agarose and fluorescein. As shown in Fig. 4.6(a), top, each point
targets a different anatomical location in the tail. The lateral points are projected
through muscles areas whereas the middle point passes through the notochord.
The CGH extends over a lateral FOV of 115 uym. The TPEF signal generated behind
the tissue, is degraded as shown in Fig. 4.6(a), second row. The middle point is
brighter compared to the lateral ones revealing the inhomogeneity of the tissue.

To compensate for the aberrations we initially applied to each point the local
corrections found for the same pattern projected into the FEP tube filled with fluo-
rescein. Those corrections accounting for FEP-induced aberration already improve
our pattern projected into the tissue as shown in Fig. 4.6(a), third row. Further
improvement is achieved when we corrected for tissue-induced aberration by using
as starting point the pattern corrected for the FEP-induced aberrations. This final
result is shown in Fig. 4.6(a), bottom. To retrieve those corrections we optimized
up to the eighth aberration order, corresponding to Z;—Z,,, using the intensity-
diameter combined metric M; (Eq. 4.7). Analysis of the xy profile of TPEF for each
ROI, shown in Fig. 4.6(b), reveals that all three points improve in terms of intensity
and shape. However, the correction has a stronger impact on the middle point than
the lateral points, as confirmed by the intensity profiles in Fig. 4.6(c). The average
intensity improvement was 3.09 + 0.26.

Figure 4.6(d) shows the contribution to each local corrective phase in the case
of FEP-induced (top) and tissue-induced (bottom) aberrations. In this experiment
we observed that the improvement of the metric M; as function of Zernike order is
different than in the case of FEP-induced aberrations. Here, as expected, we have
an increase of about 2-fold when we use more than 10 Zernike modes and after this
increase the correction reaches a plateau with little additional improvement from
higher orders (see Fig. 4.6(e), top). On the other hand, the correction of tissue-
induced aberrations starting from the FEP parameters, led to greater contributions
from higher-order modes. From the bar plot of the Zernike coefficients in Fig.
4.6(f), we observed that vertical astigmatism (Z:) has a prominent contribution, as
well as higher order aberrations (Z,,, Z;< and Z3;).

Inspection of the full sequence of bias corrections tested during optimization,
shown in the Appendix (Section 4.A.4, Fig. A4), casts doubt whether the hill-
climbing algorithm finds a global maximum value across all Zernike modes. For
comparison, the same experiment was also carried out by correcting for aberra-
tions directly on the tissue without performing the extra step to compensate for
the FEP tube. This approach provided a lower average improvement in the TPEF
intensity, limited to a factor of 1.59 & 0.04, as reported in Appendix (Section 4.A.4,
Fig. Ab).
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Figure 4.6: Anisoplanatic correction through fixed zebrafish tissue. (a) Brightfield image of the
embryo tail (lateral view) showing the location of the targeted ROIs in cyan extending over a lateral
FOV of 115 um. Also shown are TPEF images of the uncorrected CGH projected into the embryo tail
(row 2), and TPEF image following correction of FEP tubing only (row 3) and correction of both FEP
tube and tissue (row 4). Scale bar is 25 pum. (b) Zoom in of xy images of the ROIs. Top: Aberrated
case, bottom: corrected for FEP and tissue. Scale bars: 1 um. (c) xy line profiles across the dashed
lines in c. Blue dots: corrected, orange dots: aberrated, continuous lines: Lorenzian fit on the data
points. (d) Corrective phase maps for each point. Upper row: FEP-induced aberrations, bottom row:
tissue-induced aberrations. (e) Intensity improvement as function of the order of Zernike correction,
tested in order of index in FEP tube only (FEP) or mounted issue (sample + FEP). (f) Bar plot of Zernike
coefficients for each ROI corrected for FEP and tissue.

4.3. Discussion

Anisoplanatic adaptive optics has already been shown to improve image quality in
laser scanning confocal microscopy where the anisoplanatic approach is used to
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correct the one-photon excitation light of scanning lattice microscope using confo-
cal detection [15]. There the anisoplanatic corrections were encoded, together with
the spots forming the scanning lattice, as a CGH on a SLM. Differently, in this paper
we applied anisoplanatic AO to arbitrary CGH projections using two-photon excited
fluorescence as an indirect measure of peak pulse intensity. We demonstrated
that correction of local aberrations in point-cloud CGHs projected into either syn-
thetic and biological samples improved the TPEF signals by at least 2-fold. We also
characterized the limitations of the approach using widefield camera-based imag-
ing. While the dimensions of features in the corrected point cloud CGHs, quantified
as FWHM of the TPEF spots, improved compared to the case before correction,
diffraction limited spots were not obtained due to the residual aberrations in the
fluorescence emission path of our optical system. In fact, the TPEF images de-
pend on the convolution between the stimulation and the emission PSFs. Since the
method described here addresses only aberrations in the stimulation path, images
obtained following AO correction still appear aberrated, (e.g., the quality of AO-
corrected spots projected into tissue in Fig. 6(a) is lower than spots projected into
less complex sample of Fig. 4(b)). Remaining distortions could be compensated by
installing an adaptive element along the detection path [15].

In this paper anisoplanatic adaptive optics is performed in a sensorless scheme,
hence it does not require any additional component to measure the wavefront. This
scheme supports a very simple optical setup where the adaptive optics element is
the same SLM used to project and correct CGHs. Aberration corrections are simply
included as a modification of a target CGH. This aspect highlights an advantage of
sensorless approaches over direct wavefront sensing. In the latter, the wavefront
distortion is directly measured (e.g. with a Shack-Hartmann sensor) on the light
emitted by a guide star or on light back-scattered from the sample. Measured dis-
tortions are corrected through an adaptive element in a plane conjugated with both
the objective rear pupil and the wavefront sensor. As demonstrated by Wang, et
al. [29], direct wavefront sensing enables to recover diffraction limited resolution
in living zebrafish embryos over large volumes (240 um3) in both laser scanning
confocal and two-photon excited fluorescence microscopy. Nonetheless, wavefront
sensors add an extra layer of complexity to the existing microscope and can intro-
duce non-common-path errors. Scattering could make a wavefront sensor solution
unfeasible when the scattering components prevail over the ballistic components in
the wavefront measurement. Most importantly, Shack-Hartmann sensors measure
the aberration of only one isoplanatic patch at a time [10] making it difficult to
implement for anisoplanatic field corrections.

Notably, a recent work by Ancora and colleagues [30] presents a new method to
measure locally the wavefront in a widefield microscope pupil and to apply aniso-
planatic correction of aberration through a multi-region deconvolution approach.
The aberration detection is based on a spinning subpupil aberration measurement
(SPAM) where a subaperture is scanned across the microscope’s pupil via a motor-
ized device and it is able to measure local PSFs. This module can be integrated in
the detection path of any fluorescent microscope as described in [31] where it is in-
tegrated into a light sheet microscope. Here, the SPAM module operates in closed
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loop with a deformable lens to correct the aberrations in the center of the FOV
while the residual distortions at the edges are compensated with the multi-region
deconvolution approach.

Sensorless approaches have been realized in many flavors, from pupil segmen-
tation zonal methods to modal-based AO. In pupil segmentation strategies, the ob-
jective pupil is divided into sub-regions to measure and correct aberrations. Those
sub-regions are sequentially illuminated to measure the local wavefront slope from
the image shift. Ji, et al. [8] implemented this technique in a two-photon micro-
scope and corrected for complex aberrations in mouse cortical slices at 400 pm
depth to provide near diffraction-limited resolution imaging. A generalized frame-
work for sensorless approaches by Booth, et al. [32] concluded that in general pupil
segmentation zonal methods, whereas they provide better performances for high
order aberration, they are less robust to noise than modal methods.

As shown in a recent work by May, et al. [18], sensorless sample-conjugated
AO enables to correct scattering on multiple anisoplanatic patches distributed over
large FOVs for application on two-photon imaging on both fixed and living microglia
in mouse hippocampal tissue. Here local corrections are provided within short time
scales on the order of 10 s. Such correction speed is achieved thanks to the al-
gorithm used for the correction search, which is a fast converging phase retrival
method called Dynamic Adaptive scattering compensation Holography (DASH)[33].
Moreover the use of the photomultiplier tube (PMT) detector enables to collect
fluorescent signals at a faster rate than an sCMOS camera.

In the work presented here, the speed of the optimization is constrained by
the number of images acquired to assess the optimal correction as well as by the
complexity of the aberration. When the sample introduces severe distortions an
higher number of Zernike modes has to be included increasing the optimization
time. The speed factor is particularly limiting when dealing with samples where the
fluorescent signal comes from a limited pool of proteins. Here the results can be
impaired by sample drift, photobleaching and other phenomena resulting in loss of
intensity during the optimization process, as reported in Appendix (Section 5.A.5,
Fig. A6). Moreover a faster optimization translates in a decreased exposure of the
sample. This is a critical aspect when handling living samples where photodamage,
both thermal and photochemical, could impair the normal physiology of the sample
under investigation [34]. To speed up the correction process, we could retrieve
an anisoplanatic correction on a reference CGH that samples the FOV and then
apply this reference correction to other patterns, as demonstrated in Section 4.2.3.
Applied to the context of holographic photostimulation in living tissue, the reference
corrections would best be retrieved on the TPEF signal from guide-star fluorophores
(e.g., beads injected in the tissue). The caveat of this solution is that the guide-
stars need to be adequately distributed over the same FOV of the target ROIs to
provide sufficient sampling of the local aberrations.

Another improvement to increase the speed of the correction process on com-
plex samples, was to perform a step-wise correction of first the sample holder (e.g.,
FEP tube) and use these values as a starting point for tissue correction. We found
this approach improved the overall performance of the optimization process com-
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pared to a single-step correction of the full sample.

The AO algorithm itself may be sped up in several ways. For example, the calcu-
lation of CGHs can be accelerated by use of a GPU, as recently proposed by Pozzi,
et al. [35]. During the optimization process an updated CGH is calculated after
each Zernike mode correction. This step takes several seconds and this dead time
could be reduced in the order of milliseconds by introducing the GPU calculation.
Moreover, a non-iterative algorithm based on convolutional neural network with
unsupervised learning is also available to compute CGHs at video rate reducing at
least 10 times the computational time with respect to standard iterative algorithms
as Gercheberg-Saxton [36]. A further possibility to speed up the whole correction
algorithm is to replace the sequential search of Zernike modes, which is quite inef-
ficient, with a smarter search algorithm. As shown in Appendix (Section 5.A.4, Fig.
A4), most Zernike coefficients tested in the hill-climbing search algorithm yielded
low metric values, whereas it may be more efficient to vary more than one coeffi-
cients value in combination, or in non-sequential order. For instance, in the work
of Verstraete, et al. [37], the range of the coefficients explored for each Zernike
mode is based on the previous measurement with a random perturbation to ensure
an adequate exploration of the bias coefficients space.

Another limiting factor of our method is cross-talk between different modes.
This drawback arises from lack of orthogonality in the polynomial base used to
model the aberrations. In fact, orthogonality is a necessary property to express
the metric as a quadratic function of the chosen base [23]. In our case, Zernike
polynomials are not an orthogonal basis with respect to either of our combined
metrics M; and M,, and the order in which the modes are optimized and applied
matters. Other aspects to consider are the accuracy of the correction, which is
affected by different parameters such as noise and cross-talk between the modes.
The major factors contributing to noise in such experiments are Poisson photon
noise and changes of the sample over the optimization time, mainly due to sample
drift and photobleaching. Noise in the image can induce the algorithm to find a
wrong maximum. This effect is mitigated when the maximization of the metric is
realized through a fitting process [38], but the number of data points per mode
also affects the accuracy of the fit and, ultimately, the performance of the AO. As
discussed in [26], the number of measurements for each point needs to be greater
than the number of fit parameters.

Finally, we note some displacement of the spots after correction. For instance,
with the distance-weighted average anisoplanatic correction to a 3D CGH, we ob-
served that the corrected points were displaced laterally and axially from their orig-
inal position. The shift is likely due to the polynomial base used, which does not
guarantee invariance of the geometrical center of the PSF during the correction.
This is a common problem in non-linear excitation schemes where the the PSF is
non-linearly proportional to the light intensity. A solution to this problem could be to
develop a polynomial base that conserves the first moment of the square intensity
or implement an experimentally-calibrated shift-less basis set [39].
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4.4. Conclusions

Sensorless adaptive optics techniques have been extensively employed to improve
signal and optical resolution in the context of imaging though turbid samples. In
this paper we apply sensorless AO techniques to correct local aberrations in the
context of projection of multi-point holograms through turbid media. We demon-
strated an anisoplanatic AO approach that can compensate for both system and
sample-induced aberrations in synthetic and biological samples. Our strategy does
not require additional elements to an existing optical setup for holographic projec-
tions, but rather uses optimization of two-photon excited fluorescence as a guide
star. We can envision applications in optical trapping, parallel laser writing through
two-photon polymerization and parallel photostimulation of optogenetics actuators
in living cells or intact animals. If integrated with a light sheet microscope as a setup
for optogenetics, the stimulation module presented can simultaneously excite mul-
tifocal points targeted to regions of interest within the sample, while the light sheet
microscope provides flexibility to readout fluorescence signals, e.g., image calcium
activity from small samples, such as larval zebrafish.
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4.A. Appendix

4.A.1. Aliasing as limiting factor to correct aberrations in com-
puter generated holography

Limitations to the applicable patterns occur when the pixel density of the spatial light

modulator (SLM) does not provide sufficient sampling for the hologram. Since the

phase in the SLM projection is wrapped with values between 0 and 2t delay, errors

arise when the local gradient of the hologram is greater, in absolute value, than

the ratio #. When this condition is satisfied the lack of SLM sampling generates

a local gradient different than the one required to compute the desired hologram.
This phenomenon is called aliasing.

Aliasing can cause loss of signal and resolution as well as the appearance of un-
desired focal spots in the projected pattern. When displacing spots in both lateral
and axial directions, or applying an aberration to a displaced spot, the gradients of
the displacement and aberrations patterns are added together. In such situations
aliasing may appear faster. Therefore, the usable lateral field of view (FOV) de-
creases as axial displacement increases, and spots at the edges of the FOV have
less available “stroke” to correct aberrations. Figure Al(a) shows the effect of alias-
ing for points distributed at different horizontal positions in the lateral FOV. Here,
aliasing arises when we apply 100 um horizontal coma (Z;) coefficient to the com-
puter generated hologram (CGH).

When a single point belonging to multi-spot CGH is aliased this effect does
not perturb all the others. In fact, multi-spot CGH are calculated as interference
patterns of individual CGH encoding for single points. Moreover, aliasing is only
present if the phase pattern generating one of the points is aliased. Adding other
points neither solves, nor worsens the effect of aliasing. This behaviour is shown
in Fig. A1(b) where we compare the image of a CGH encoding for 21 points with
the image of the same CGH with 100 um horizontal coma (Z,) on one point. In the
second case, only the aliased point shows loss of intensity and fidelity and it does
not compromise the quality of the other spots.

Since aliased areas of the hologram generally show smooth phase variations,
they can generate relatively low aperture spots in undesired positions in the sample,
with the possibility of photostimulating additional region of interest (ROI). It is
therefore recommended, especially when generating an hologram with aberration
correction, to compute the hologram gradients. To deviate all the light in the aliased
areas to the zero order block and avoid off-target stimulation, it is possible to mask
the aliased areas with a constant phase value.

4.A.2. Aberration characterization on synthetic sample along

vertical and horizontal direction
To fully characterize the local variation of aberrations along the horizontal and ver-
tical direction of a synthetic sample. For this purpose we projected in a fluorinated
ethylene propylen (FEP) tube filled with fluorescein an horizontal and a vertical
line of points. In both configurations we have eight points covering a FOV of 150
um along respectively vertical and horizontal directions, the distance between each
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Figure Al: Effect of aliasing on CGH. (a) Two-photon excited fluorescence (TPEF) induced by 4-
points CGH projected onto a Rhodamine slide. Red spots show the TPEF induced by aberration-free
points (0 um horizontal coma coefficient), whereas green spots are affected by 100 um horizontal coma
coefficient. Here, spots at the edges of the FOV have much lower intensity compared to the points in
the middle. The effect of aliasing on points at the edges of the FOV is more prominent. Scale bar: 15
um (b) Left: TPEF induced onto a Rhodamine slide by 21- points grid hologram. Right: TPEF induced
by same pattern with 100 um horizontal coma coefficient for the highlighted point. The additional coma
phase degrades both shape and intensity of the interested point whereas the others are not affected.
Both images are normalized with respect to themselves while the intensity of the area in the inset was
not normalized and it was enhanced by a constant factor of 100. Scale bars: 50 um

point with its nearest neighbour is alternatively 15 um and 30 um. Figure A2(a) and
(d) show the TPEF image of each pattern before (left) and after (right) correction.
The raw images were corrected with the anisoplanatic approach up to the fourth
aberration order, corresponding to Zernike polynomials in the interval Z;—Z,,. For
each mode we tested 15 bias coefficients in the interval [-1.5,1.5] um except for
both oblique (Z;) and vertical (Z5) astigmatism where the bias coefficients spanned
over a bigger range [-3,3] um. For all the modes we found the best coefficient by
maximizing the intensity-diameter combined metric M;. As depicted in Fig.A2(b)
the anisoplanatic phase maps for the vertical line of points appear rotated in op-
posite directions for the ROIs laying at the edges of the line. This effect is due to
the oblique astigmatism coefficient which changes from positive to negative val-
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ues moving down the line. This effect is confirmed by the local bar plots of the
retrieved corrections in Fig.A2(c). A similar trend was observed for the horizontal
line where the oblique astigmatism changes from negative to zero and then back to
negative values moving along the line left to right as shown in Fig.A2(e)-(f). More-
over, for both the vertical and the horizontal lines, oblique and vertical astigmatism
are the most prominent aberrations and they are more pronounced at the edges of
respectively vertical and horizontal FOVs. This is most likely due to the curvature
of the FEP tube and it gives a good overview of the local variation of lower order
aberrations in this sample.
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Figure A2: Aberration characterization on synthetic sample along vertical and horizontal
direction. (a) TPEF images of 8 points with alternate spacing 15 and 30 pum extending over a vertical
FOV of 150 um. Left: raw image. Right: corrected image up to fourth order aberration (Z;—Z;,). Scale
bar: 5 um. (b) Anisoplanatic correction phase maps at each ROI along the vertical line. (c) Bar plot of
Zernike coefficients for each ROI in the vertical line. d) TPEF images of 8 points with alternate spacing
15 and 30 um extending over a horizontal FOV of 150 um. Left: raw image. Right: corrected image up
to fourth order aberration (Z;—Z,,). Scale bar 25 um. (e) Anisoplanatic correction phase maps at each
ROI along the horizontal line. f) Bar plot of Zernike coefficients for each ROI in the horizontal line.
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4.A.3. Effect of spatial proximity between ROIs

The spatial variation of aberrations is an important property of the sample. We
saw that in a fairly uniform fluorescent sample, such as the FEP tube filled with
fluorescein, a lateral sampling of 25 um was enough to characterize the aberrations
induced by the system and to successfully apply the corrections to another pattern
in the same FOV. In a more turbid sample, aberrations may change over smaller
length scale (corresponding to a smaller isoplanatic patch size) and require adaptive
optics (AO)characterization at more closely-spaced ROIs in order to correct for an
arbitrary CGH. Because points near together in object space are produced by similar
positional phase holograms ¢p,s,, We reasoned that the limited bit-depth of the
SLM would result in cross-talk between anisoplanatic AO corrections for nearby
points.

Next we asked how the distance between ROIs influences the independence
of AO corrections in the composite CGH. To test this aspect, we projected into
our synthetic sample a CGH with ROIs spaced closely together. The TPEF image
of this pattern is reported in Fig. A3(a), left. The paired ROIs have intra-pair
distances of 12, 9 and 6 um respectively, and they are vertically distributed along
the cylindrical axis of the FEP tube to minimize the sample-induced aberrations
between ROIs. Additionally the pattern includes a third column of points placed
at a greater distance (30 um) to monitor the quality of AO. Additional astigmatism
(Z3) with a coefficient w = —2um is applied on the right-most column, labeled R
in Fig. A3(a), left. This extra aberration is seen in Fig. A3(b) where the phase
maps referring to the most right column appear rotated, but had little effect on the
intensity of the TPEF of these points.

Anisoplanatic correction up to the fifth aberration order, corresponding to modes
Z3—Z,,, Was performed using the metric M,. Figure A3(a), right shows the pattern
after correction. The comparison between the line profiles of aberrated (orange)
and corrected (blue) ROIs (Fig. A3(d)) reveals an average intensity improvement
of a factor 3.76 + 0.84 , independently of the proximity between pairs of points.

Analysis of the recovered Zernike coefficients (Fig. A3(c)) shows the effect of
spatial proximity. In each bar plot, the blue bars show the difference between cor-
rections recovered for the right and the left points. The correction found for the
left point represents the baseline aberration while the corrections for the right point
should reveal the computationally-introduced astigmatism. As expected, the coef-
ficients recovered for the points in the left and right columns are similar for most
orders, resulting in Aw =~ 0Oum, with the exception of Z;. For Z;, the recovered
coefficient is close to the expected value of 2 um for all pairs of ROIs, but progres-
sively decreases as the distance between the points decreases from 12 ym to 6um
(Fig A3(c), top to bottom). The difference in astigmatism recovered at the pair of
ROIs with closer distance is lower than expected (Aw = 1.83 + 0.25um). The error
bars on the corrective coefficient (in black) are calculated from the uncertainty in
the parameters of the Lorentzian fit to metric M,.

The same experiment was repeated several times, also with different patterns
and the same observations were drawn. We can conclude that The cross-talk among
corrections of ROIs close together (< 9 um) does not necessarily impair the final
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degree of intensity improvement of TPEF from the points, but that the corrective
CGHs for ROIs in close proximity are not independent. As reported in [1] living
tissues are more complex than fixed tissue and hence the area where the local
correction is valid is ten-fold smaller, on the order of 3 um. In such samples the
constraint on the proximity of the ROIs to correct becomes a limitation to consider.
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Figure A3: Effect of ROIs proximity on the anisoplanatic correction. (a) Left: Aberrated image, the most
right column, labelled with R, is affected by oblique astigmatism Z; with a weight of —2um. Right:
Corrected image. Scale bar: 15 um (b) Phase maps retrieved after correction. (c) Difference between
correction coefficient on the three pairs of ROIs. Top, middle and bottom plots refer respectively to pair
at distance 12pum, 9um and 6um. Bars represent the uncertainty on the corrective coefficients. (d) Line
profiles comparison between aberrated (orange dots) and corrected (blue dots) ROIs. Continuous lines
show Lorentzian fit on the data points.
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4.A.4. Anisoplanatic correction on fixed zebrafish tissue in
FEP tube

When the anisoplanatic approach was applied to both the FEP tube and to the same
sample holder containing the fixed zebrafish embryo we assessed the efficiency of
the sequential search of the optimal Zernike correction. This was accomplished
by plotting the value of the normalized metric M; as function of each iteration in
the optimization process. For an efficient search algorithm we expect quick rise
that converges to the maximum value of the metric. Conversely the hill-climbing
algorithm shows oscillations between low (nearly zero) and high (nearly 1) values
of the normalized metric (Fig. A4). Hence, most of the Zernike coefficients explored
in the hill-climbing search yielded low metric values making this search algorithm
inefficient.

FEP
1.0
L
! L)Allli :‘ :!|.| "' ':lr
S 00
9]
N
S FEP + Sample
€ 10
) : ; f 4 34 ) §idal |
= b S48 BT RS ! 'EI:' all L] A% JPRES !
5. A » st I el % 9
05 L1 IR ¢ RIY a1 3 U ¢ k
0077 100 200 300 400 500 600
Iterations

—— ROI1 —— ROI 2 —— ROI3

Figure A4: Intensity-diameter combined metric M, as function of iterations in the optimiza-
tion proces Blue, green, red dots refer to the metric M; value measured at each ROIs as function of
the iteration. Each iteration corresponds to a single coefficient for a single Zernike polynomial applied to
the SLM. Top: Correction in FEP tube. Bottom: correction for tissue after the FEP-induced aberrations
compensation.

The anisoplanatic correction on the FEP tube containing a fixed zebrafish embryo
was also performed using a single-step approach. The preliminary correction on the
sample holder was skipped and the anisoplanatic AO method was applied directly
on the FEP tube with the sample. A CGH was projected through about 140 um of
tissue in the tail of a 5 dpf zebrafish embryo embedded in a mixture of 1.5% low-
melting temperature agarose and fluorescein. As shown in Fig.A5(a), top the CGH
is composed of three points extending over a over a lateral FOV of 115 um. Each
point hits different anatomical locations of the tail. The lateral points go through
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muscles areas whereas the middle point is projected through the notochord. The
TPEF signal coming from the fluorophore behind the tissue is degraded as shown
in Fig.A5(a), middle. The middle point is brighter compared to the lateral ones
revealing the inhomogeneity of the tissue. Figure A5(a), bottom shows the image
after anisoplanatic correction. In this case the correction was performed in a single-
step for both FEP and tissue-induced aberrations. We corrected up to the eighth
aberration order, corresponding to Zernike polynomials in the interval Z;—Z,, and
we used the intensity-diameter combined metric M, .

The resulting corrective phase maps are depicted in Fig.A5(b). Figure A5(c)
offers a closer look on the individual ROIs before (top row) and after (bottom row)
correction. It is clear that the correction improves the intensity of all the ROIs, as
shown in the intensity profiles (see Fig. A5(d)). The intensity enhancement was
about a factor of 1.56 for the lateral ROIs and 1.65 for the central point. Hence, we
can conclude that the single-step correction for FEP and tissue-induced aberration is
less effective than the two-step correction shown in Fig. 4.6. In this case the middle
and the lateral points had an intensity enhancement of a factor of 3.44 and 2.83
respectively. The improvement of the metric M; as function of the Zernike index
optimized in Fig.A5(e) reveals a behavior similar to the correction for FEP-induced
aberration. After the first 12 Zernike polynomials we register an improvement of
2-fold on the metric value and then a plateau is reached. This observation confirms
that the compensation for FEP-induced distortions has a decisive impact also in the
single-step correction approach. The bar plot of the Zernike coefficients in Fig.A5(f)
show the same prominent aberrations (vertical astigmatism Z:,Z,,, Z;z and Z3;)
observed in the case of the two-step correction (see Fig.4.6(e)).



4.A. Appendix 105

(a)

Sample + FEP

0.5

(b) =

/[

w 0050 2 a & 2 0 2 4

\ Lateral distance (um)
.

s

() =.
ko]
(U]
N
= 0.5
£
P
Q00 34567891011 121314151617181920212'223242526272829303132333435363738394041424344
= Zernike index

f —

() €.
3 F|
=

) S— - Jn,,,.l,'1.‘],],I,JIJ‘.,71,L.l‘,.,_l,'n.,II,,.,,Alw_,ﬂ_.,J,I',llni,ﬁ.,_,L,.,,_R r ,,,,,,, NI, TN S—

) " . ROI1
‘(\; . ROI2
S = ROI3
g 3456 7 8 91011121314151617181920212223242526272829303132333435363738394041424344

Zernike index

Figure A5: Single-step anisoplanatic correction on fixed zebrafish tissue in FEP tube (a) Top:
Bright field image of the tail of the embryo tail (lateral view) showing the location of the targeted ROIs
in cyan extending over a lateral FOV of 115x4 um. Middle: xy images of the CGH projected into the
embryo tail. Bottom: xy image of the CGH projected into the embryo tail corrected with anisoplanatic
approach for FEP and tissue-induced aberrations. Scale bars: 25 um. (b) Corrective phase maps for
each point. (c) Zoom in of xy images of the ROIs. Top: Aberrated case. Bottom: corrected for FEP
and tissue in one-shot. Scale bars: 1 um. (d) xy line profiles across the dashed lines in (c). Blue dots:
corrected, orange dots: aberrated, continuous lines: Lorentzian fit on the data points. (e) Normalized
metric M, value as function of the Zernike correction. (f) Bar plot of Zernike coefficients for each ROI
corrected for the FEP tube and tissue in one-shot.
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4.A.5. Effect of photobleaching on anisoplanatic correction in
fixed zebrafish embryo expressing pan-neuronal GCaMP6f

The anisoplanatic correction is applied here to correct a CGH projected into a fixed
3 dpf zebrafish embryo expressing GCaMP6f [2] in the cytosol of the neurons. The
zebrafish embryo was fixed in a 1:1 solution of embryo water (DI water with Instant
Ocean salt (60 ug/ml) with 0.0002% methylene blue) and 4% paraformaldehyde
in phosphate saline buffer (PBS) for 2 hours, rinsed 3x5 minutes in PBS, and stored
in PBS at 4° C until the experiment. For the experiment the fish was mounted
into a FEP tube with 1.5 % low-melting agarose in embryo medium. The zebrafish
embryo was obtained by breeding adult zebrafish from the Casper strain [3] with
Tg(elavi3:GCaMP6f) nacre adults. Hence, we could acquire fluorescence images of
the brain through the light sheet microscope coupled to our 2P-CGH module shown
in Fig. A6(a). The GCaMP6f fluorescence signal is excited by a diode-pumped solid-
state (DPSS) laser emitting 488 nm light. An image of the zebrafish optic tectum is
reported in Figure A6(b),top where we can distinguish individual neurons, the cyan
circles highlight the target ROIs for our holographic stimulation.

Figure A6(b) shows the TPEF image of CGH projected before (middle) and after
(bottom) anisoplanatic correction. The anisoplanatic correction was performed up
to the fifth aberration order (Z;—Z,, ) testing fifteen bias coefficient for each Zernike
mode in the interval [-3,3] um and using the intensity-diameter metric M;. As
we can observe comparing raw and corrected images in Fig. A6(b), the intensity
of signal is diminished after correction, this is also confirmed by the plot of the
normalized metric M; and normalized maximum intensity at each ROI as function
of the Zernike correction (Fig. A6(d)). The progressive decrease of the maximum
intensity and metric value during the correction procedure is due to the bleaching
of the GCaMP6f signal. During the correction the exposure of the sample to the
NIR stimulation light was minimized by gating the light with the mechanical shutter
whenever we were not acquiring images. Moreover, we modified the value of the
threshold applied to measure the ROIs diameter. For a low-signal to noise image
the usual threshold (% - Imax Would rapidly decrease below the minimum intensity
value and this would hinder binarization of the image. In order to overcome this
issue we modified the threshold value as follows: i “(Imax — Imin) + Imin)- However,

those measures could not prevent the decrease of the TPEF intensity over time due
to bleaching. Hence, we can conclude that to correct for aberration on samples
where the fluorescent signal comes from a limited pool of protein in vivo either a
faster optimization scheme is needed or we need to retrieve the correction on guide
star fluorophores injected in the sample and then apply those corrections using the
average distance -weighted correction.
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Figure A6: Effect of photobleaching on anisoplanatic correction in fixed zebrafish embryo
expressing pan-neuronal GCaMP6f. (a) Layout of the 2P-CGH module (red path) coupled to a light
sheet microscope (blue path). Figure not to scale. (b) Top: Light-sheet image of the optic tectum of a 3
dpf zebrafish embryo expressing cytosolic GCaMP6f pan-neuronally. Cyan circles show the target location
for the CGH. Scale bars: 25 um. Middle: xy TPEF image of the CGH projected into the embryo brain.
Bottom: xy TPEF image of the CGH projected into the embryo brain after anisoplanatic correction. Scale
bar: 15 um. (c) xy line profiles across the pixel of maximum intensity at each ROI. Blue dots: corrected,
orange dots: aberrated, continuous lines: Lorentzian fit on the data points. (d) Top: Normalized metric
M, value as function of the Zernike correction. Bottom: normalized maximum intensity value as function
of the Zernike correction.
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Flexible control of pulse
intensity and repetition rate
for multiphoton
photostimulation

In deep tissue imaging, pulsed near-infrared lasers commonly provide high
peak powers needed for nonlinear absorption, but average power and linear
absorption can be limiting factors for tissue damage through heat. We imple-
mented intra-cavity dumping within a mode-locked Ti:Sapphire laser used
for two-photon computer generated holography stimulation. This system en-
ables photostimulation in which pulse energy, average power, and repetition
rate can each be varied and harnessed as degrees of freedom. We demon-
strate how this system provides a new dimension of temporal control in pho-
tostimulation experiments to alter the ratio of nonlinear to linear light-tissue
interactions, namely by tuning the laser repetition rate between single-shot
and = 3 MHz. Repetition rates below 1 MHz, yielding pulse energies over
60 ndJ, facilitated holographic projections with more regions of interest than
the highest repetition rate of 3 MHz. Even lower repetition rates (=10 kHz)
diminished thermal load on the sample, as characterized by quantification of
heat shock protein expression in zebrafish tissue.

This chapter is based on the work: Flexible control of pulse intensity and repetition rate for multiphoton
photostimulation. Frontiers in Physics 10(1005094),(2022)
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110 5. Cavity dumped photostimulation

5.1. Introduction

Optogenetics and photopharmacology are excellent tools to perturb and monitor
cells in living animals to understand their specific function within complex neural
circuits [1, 2]. Since their advent thirty years ago, many advancements on the
sensor engineering and on the light-delivery methods have been made. Thanks
to this progress it is currently possible to stimulate and monitor neuronal activity
in living animals with single-cell precision and millisecond time resolution in three
dimensions [3, 4]. Nonlinear photostimulation requires high peak power to elicit
the activation of the optogenetic actuator. The number of photons absorbed per
second is proportional to the two-photon (2P) absorption cross-section as well as
the squared light intensity. The 2P absorption cross-section, measured in Goeppert-
Mayer (GM) units, is typically many orders of magnitude smaller than one-photon
(1P) cross-sections. For instance, Channelrhodopsin-2 has a relatively high 2P ab-
sorption cross-section of 260 GM at 920 nm [5] (1 GM = 1073%°cm* - s/photon),
whereas typical 1P cross-sections range in the interval 10715-10"Ycm? [? ]. As
a consequence, linear absorption of near-infrared (NIR) light by highly prevalent
molecular species like water (1P cross-section of approximately 2.25 - 10724cm? at
920 nm [6]) can be significant compared to the nonlinear absorption in photostim-
ulation experiments.

Phototoxicity during multiphoton NIR excitation may result from two different
scenarios occurring at different scales in biological tissues: local effects associated
with nonlinear excitation and global effects induced by 1P absorption of NIR. Nonlin-
ear effects are instantaneous and can be destructive due to multi-photon ionization,
cell ablation, optical breakdown and even plasma formation [7]. Nonlinear absorp-
tion can also cause photochemical damage [8], such as DNA damage or formation
of reactive oxygen species (ROS). Although wavelengths typically used for imaging
and photostimulation lay in the so-called "optical window for tissues”, linear absorp-
tion by endogenous molecules such as water contribute to sample heating [8]. The
global effects of thermal damage occur at a slower time scale. Even slight heat-
ing can cause an alteration of the sample physiology such as instability of synaptic
responses [9] or modulation of the firing rate [10]. Ultimately if the temperature
increase is on the order of 8 °C, cell death due to protein denaturation is a possible
consequence [11]. Picot and colleagues [12] studied extensively the temperature
rise consequent to 2P optogenetics stimulation. The sample thermal load was both
simulated in optically scattering samples and directly measured in living mouse ex-
posed to different 2P photostimulation patterns. Thermal damages effects were
also characterized in the context of multiphoton microscopy [13, 14].

This competing aspect of linear and nonlinear absorption is particularly impor-
tant when parallel stimulation techniques (e.g. computer generated holography,
CGH) are used. In parallel stimulation schemes the available power is divided
among multiple target regions of interest (ROIs) [15], requiring high cross-section
actuators and high laser peak powers. However, when these conditions are satis-
fied, the major limitation to the number of neurons that can be irradiated concur-
rently is light-induced tissue damage [16].

In this study, we investigate how short-pulse photostimulation parameters af-
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fect tissue damage in the context of 2P stimulation with NIR light shaped with
computer generated holography (2P-CGH). This technique is typically applied for
optogenetic manipulations in vivo to study neural circuits. Long-duration experi-
ments and repeated irradiation of multiple ROIs with long exposures (milliseconds
to seconds) [12] are required to probe neural activity over time. To investigate the
light-tissue interaction as function of the pulsed light parameters such as repetition
rate, average power and pulse energy, we used a Ti:Sapphire mode-locked laser
equipped with an intra-cavity dumping system based on acousto-optical modulation
of the intra-cavity gain. The cavity dumper technology allows the user to flexibly
reduce the laser repetition rate while at the same time increasing the pulse energy.
Other methods are available to reduce the laser repetition rate, such as increasing
the cavity length, are not practical to change "on the fly”. Alternatively, a pulse
picker [17] operating outside the cavity tends to decrease pulse energy through
extra losses [18].

We evaluated the performance of the intra-cavity dumping laser shaped with
CGH by measuring two-photon excited fluorescence (TPEF) in both synthetic sam-
ples and living zebrafish embryos. From literature [12, 17, 18] it is known that a
reduced repetition rate decreases the thermal load generated by the pulses on the
tissue. Hence, we hypothesized that lower repetition rates may mitigate the ther-
mal damage induced by NIR light. This was verified by measuring the expression
level of heat shock protein 70 (Hsp70), a histological marker of thermal damage, in
the zebrafish embryos after laser irradiation at different repetition rates. We found
that prolonged exposure to NIR light at a high laser repetition rate led to upregu-
lation of Hsp70 expression, while this thermal damage was mitigated by a 300-fold
lower repetition rate.

5.2. Materials and Methods

5.2.1. 2P-CGH module with scanning light sheet microscope

The optical setup shown in Figure 5.1(a) combines the 2P-CGH module for 2P pho-
tostimulation with a digitally scanned light sheet microscope. The light sheet mi-
croscope uses a Bessel beam excitation profile. The 488 nm excitation laser (DPSS,
OBIS-488-LS, Coherent) is shaped as a hollow cylinder by the combination of an
axicon (A) and a plano-convex lens (L8). The collimated ring is then conjugated
with two scanning galvanometer mirrors (G1, G2, ax1210-A, Thorlabs) at the rear
aperture of the excitation objective (E0, 10X/NA 0.3 CFI Plan Fluorite, Nikon). Fluo-
rescence is collected through the detection objective (DO, 20X/NA 1.0 XLUMPLFLN,
Olympus) after it passes through a low-pass dichroic mirror (DM, FF01-720/SP-25,
Semrock). Finally an image is formed by a tube lens (L5, f= 300 mm) and relayed
onto the sCMOS camera (Zyla 4.2, Andor) via a 1:1 telescope (L6 and L7, focal
150 mm). An electrically-tunable lens (ETL, EL-16-40-TC-VIS-20D, Optotune), po-
sitioned in the common focus of the telescope, is synchronized to the motion of
G2 to enable imaging at different depths in the sample. Brightfield (BF) images
are acquired by transmission of a white light LED (BFL, LEDW25E, Thorlabs) placed
opposite to the detection objective.
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The detection arm is shared between the microscope and the 2P-CGH photo-
stimulation module. Here, a mode-locked Ti:Sapphire laser (Mira 900-F, Coherent)
equipped with the the intra-cavity dumping system (pulseSwitch, APE) is pumped
at 5 W with a continuous-wave laser (Verdi 10, Coherent). The output 800 nm light
passes a combination of a half-wave plate (HWP, AHWPO5M-980, Thorlabs) and a
Glan-Laser calcite polarizer (GLP, GL5-B, Thorlabs) to control the average power,
altered by changing the angle between the optical axis of the half-wave plate and
polarizer. The beam, magnified by a telescope (lenses L1, f=25.4 mm and L2,
f=150 mm) impinges on the chip of a liquid crystal on silicon spatial light modulator
(SLM, P1920-600-1300-HDMI, pixel size: 9.2um, Meadowlark Optics) located in a
plane where the incident light is collimated. The SLM is illuminated obliquely with
an angle of 4.6° to be able to separate the modulated beam from the incident one.
The NIR illumination is temporally gated with a response of 1 ms by a mechani-
cal shutter (S, LS2S271, Uniblitz), installed at the focal point of lens L1. A second
telescope (lenses L3, f=250 mm and L4, f=500 mm) ensures that the beam fills
the back aperture of the DO. An inverse pinhole (IP, custom tungsten deposition,
diameter 1.3 mm, on glass window of thickness 0.5 mm), placed in the focal plane
of lens L3, blocks the zero-order diffraction spot.

5.2.2. Cavity dumping technology

As shown in Figure 5.1(b), the intra-cavity beam enters a Bragg cell (B) driven with
an acoustic signal, which causes a change in the refraction index of the crystal
and hence diffraction of the incident light. This mechanism permits selection of
specific pulses within the pulse train to be deflected as the output of the whole
laser system. The acoustic wave is generated by an electrical radio-frequency (RF)
signal applied through a transducer cemented at the base of the crystal. Compared
to a standard Ti:Sapphire laser cavity, where the end mirror is an output coupler
with roughly 20% transmission, here the end mirror is a high reflective mirror. This
causes decreased losses and a consequent increase of intra-cavity energy that is
dumped at specific times to form the output beam. The cavity dumping design here
employed is double passed through the acousto-optic crystal and the output beam
is the sum of the diffracted part interfering with the undiffracted one. By tuning
the phase and the frequency of the RF signal we can get constructive interference
and maximize the intensity of the output beam. This design allows to enhance
the diffraction efficiency of the whole process as demonstrated in the following
derivation of the dumped output beam.

The electrical field describing the intra-cavity optical beam is:

E(t) = Eycos(wt) (5.1)

where w is the laser carrier frequency and E, is the time dependent envelope. After
the first pass through the Bragg cell, the electric fields denoting the diffracted and
undiffracted beams are given by:

E; = \nEgcos(wt + Qt + ¢) (5.2)
E, =V ({1 —n)Eycos(wt) (5.3)
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Figure 5.1: Optical setup. (a) Optical layout of the 2P-CGH module coupled to a light sheet microscope.
Blue path: light sheet microscope; orange path: 2P-CGH module; green path: common fluorescence
detection path. Not to scale. (b) Cavity dumping layout, not to scale. Red line: intra-cavity beam,
dashed orange line: dumped beam. The intra-cavity beam is focused by the focusing mirror (CM1) into
the Bragg cell (B) placed at Brewster’s angle. The RF pulse applied to the Bragg cell deflects part of the
beam in the first order of diffraction (dashed orange line). Both undiffracted and diffracted beam are
collimated again by the collimating mirror (CM2) and retroreflected by the end mirror (CM3), passing
through the slit (S). Then, both beams pass the Bragg cell a second time. The undiffracted part of the
beam is retroreflected into the Ti:Sapphire cavity while the diffracted portion is reflected by mirror M1
towards mirrors M2 and M3. Finally the selected pulse leaves the cavity through the Brewster window
(BW).

E, is the electric field describing the diffracted beam which has been shifted in
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frequency by the RF frequency Q and it has an adjustable phase ¢. E, is the
electric field associated with the undiffracted beam. In both equations n represents
the efficiency of the diffraction process. After the second pass through the Bragg
cell those beams interact once more with the acoustic wave, some of the diffracted
beam will be undiffracted and part of the undiffracted beam will be diffracted. Hence
the output dumped beam will be the sum of those contributions as follows:

Eout(t) = V(1 —n)Egcos(wt + Qt + ¢) +/ (1 —n)/nEgcos(wt — Qt — ¢) =
VIV (@A = n)Ey[cos(wt + Qt + ¢) + cos(wt — Qt — @) =

VIV (1 = mEcos(Qt + @)
(5.4)

The intensity of the output beam is given by :
Lout = (1 = n)|Ein|*cos?(Qt + ¢) (5.5)

The timing between the acoustic burst applied to the Bragg crystal and the intra-
cavity optical pulse train traveling through the crystal is carefully tuned to maximize
the energy of the dumped pulse. Specifically, the dumped intensity is highly sensi-
tive to the phase ¢ of the RF signal.

5.2.3. Sample preparation
In this paper both synthetic and living samples were used. The synthetic sample
was a diluted solution of fluorescein (F 100, Invitrogen) dissolved in demineralized
water. The colour of the solution was vibrant dark yellow with an optical density of
0.056 in 0.8 mm path length measured through a spectrometer (uLITE, BioDrop).
Zebrafish embryos were obtained by inbreeding Tg(elavi3:GCaMP6f) adults [19].
Adult zebrafish were maintained under standard conditions in accordance with the
EU directive 2014/63. Larvae were kept in embryo water (DI water with 60 ug/mil
Instant Ocean salt and 0.0002% methylene blue) at 28°C until the experiment.
The in vivo ablation experiments were carried out at 4 days past fertilization (dpf)
while the in vivo laser irradiation experiments followed by western blot were con-
ducted at 3 dpf. Before the in vivo ablation experiments embryos were anesthetized
with 0.03 % tricaine (E10521, Sigma-Aldrich) in embryo water and mounted in a
fluorinated ethylene propylene (FEP, S2022-04, Bola) tube in 2% low-melting tem-
perature agarose (A4018, Sigma-Aldrich) supplemented with 0.03% tricaine. The
FEP tube has an internal diameter of 0.8 mm and an outer diameter of 1.6 mm and
was attached to a needle (100 Sterican, 21G x 1 1/2”, Braun) and syringe (Omnifix
F Solo 1 mL, Braun) to be held vertically in the objective chamber.

5.2.4. Intra-cavity dumping characterization

The intra-cavity dumping performance was tested by changing the repetition rate
in the range between 3 MHz and 5 kHz and recording in parallel the average power
and the voltage generated by the output pulse train on a photodiode (DET10A2,
Thorlabs) with 1 ns rise time. The average power was measured with the power
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meter (Fieldmate, Coherent) after the the Glan-Laser calcite polarizer. For low
average power (range 0.5-30 mW) a semiconductor power sensor head (OP-2VIS,
Coherent) was used while for higher average power (above 30 mW) we used a
thermopile power sensor head (PM10, Coherent). From the measured average
powers for each repetition rate the corresponding pulse energy E, was calculated
with the following formula:

E — Pav
P ﬁ‘ep

The voltage measured by the photodiode gave an experimental indication of the
pulse energy as a function of the repetition rate. The photodiode was placed on
the exit window of the Glan-Laser calcite polarizer, so the measured voltage is a
quantity proportional to the actual pulse energy.

To characterize the performance of the intra-cavity dumping system in synthetic
samples, CGHs were projected into fluorescein solution in demineralized water at
variable repetition rate. To guarantee a fixed number of laser pulses across the
same CGH projected with different repetition rates the aperture of the shutter gat-
ing the NIR light was altered. TPEF images of the CGHs were acquired with the
sCMOS camera by using the detection arm of the light sheet microscope. The cam-
era exposure was synchronized with the shutter by using a DAQ card (National
Instruments) to control both shutter and camera triggers. The camera trigger was
activated by the DAQ card when an output wave form was fed to the shutter. The
analysis on the TPEF images was performed on 16-bit raw images.

(5.6)

5.2.5. Photoablations
Single-cell ablation at variable repetition rates was performed on 4 dpf embryos.
Baseline fluorescence time-lapse images of the brain were acquired with the light
sheet microscope by using the 488 nm laser with 10 mW output power. The flu-
orescence signal was acquired by implementing confocal slit detection to suppress
the signal generated by the side lobes of the Bessel beam. A slit was virtually gen-
erated using an active window on the camera chip rolled synchronously with the
galvo mirror scanning the Bessel beam. The effective frame rate was 11 Hz. During
the photostimulation experiment, a single-point CGH was targeted to a single neu-
ron in the midbrain of each embryo. The targeted ROI were manually selected on
the baseline fluorescence images through a graphical user interface. The chosen
ROIs were located near the center of the lateral FOV (within 70 um of the center)
and appeared as cells in focus, with sharp and bright edges, at the selected plane.
Repetition rates of 1 MHz and 10 kHz were selected to ensure a comparable
pulse energy across stimulation conditions (see Figure 5.2(a)). To guarantee that
the sample receives the same number of pulses at each repetition rate we altered
the opening time of the mechanical shutter gating the NIR light. This time was
respectively 5 ms and 500 ms for 1 MHz and 10 kHz repetition rate. To probe the
effect of the photostimulation time-lapse images are acquired over a time period of
1 minute starting before the photostimulation event. To analyze GCaMPéf traces,
the average fluorescence within ROIs was calculated as AF/F,, where F, was the
baseline signal prior to photostimulation. Pairwise comparison between the AF/F,
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values at different time points was performed through the non-parametric Wilcoxon
signed-rank test.

5.2.6. Protein isolation and western blot to detect Heat Shock
Protein 70

As a molecular marker for thermal damage, the amount of Hsp70 was measured
by fluorescence western blot. Groups of 40 embryos of the same genotype at 72
hours past fertilization (hpf) were irradiated for three hours under unfocused NIR
laser light at either 3 MHz or 10 kHz repetition rates. Control groups with same
genotype and age were not irradiated, but kept at the same ambient temperature
as irradiated siblings. A positive control was made by heat treating 72 hpf embryos,
with the same genotype used for other groups, for two hours in a mini-block heater
(VWR) at 37 °C.

All groups of embryos were snap frozen with liquid nitrogen immediately after
treatment and stored at -80°C. For protein isolation, 20 embryos per group were
homogenized in lysis buffer (Ripa buffer, 20-188, Sigma-Aldrich) with a protease in-
hibitor cocktail (cOmplete, Mini EDTA-free Protease Inhibitor Cocktail, 11836170001,
Roche) and phosphatase inhibitor (Phosphatase Inhibitor Cocktail 2, P5726, Sigma-
Aldrich). The homogenate was sonicated (3s pulses, 2x) with a probe sonicator
(Q125A, QSonica ) and then centrifuged (16500 rpm, 20 minutes). The super-
natant was collected and the protein concentration determined via a bicinchoninic
assay (Pierce BCA protein assay kit, 23225, ThermoFisher Scientific) using bovine
serum albumin as reference.

Extracted protein was diluted (1:1) in 2x Laemmli sample buffer (161-0747, Bio-
Rad) supplemented with 5% 2-mercaptoethanol (M6250, Sigma-Aldrich) was then
denaturated at 95 °C for 10 minutes. The denatured proteins were then separated
by molecular weight through gel electrophoresis at 200 V for 45 minutes (Mini-
PROTEAN Tetra cell system, 1658005 ;BioRad). Equal amounts of protein lysate
(40 ug) were loaded onto 4-15% TGX stain-free precast gels (Mini-PROTEAN®
TGX Stain-Free™ Protein Gels, 4568083, BioRad) together with a reference lad-
der (Precision Plus Protein All Blue standards, 1610373, Bio-Rad). Afterwards the
proteins were transferred from gel to Polyvinylidene fluoride (PVDF) membranes
(Trans-Blot Turbo 0.2 pm PVDF Transfer Packs, 1704156, BioRad) at 25 V and 1.3
A for 7 minutes via a transfer system (Trans-Blot Turbo Transfer System, 1704150,
BioRad).

After transfer the membrane was imaged with a gel imaging system (Gel Doc
XR+, 1708195, Bio Rad) to detect the protein loading in each lane and the effi-
ciency of protein transfer from gel onto the PVDF membrane. The detected signal
is fluorescence emitted by the proteins irradiated with UV light for 0.8 ms. The
fluorescence signal comes from tryptophan residues covalently bound to the trihalo
compound contained in the stain-free gel.

After imaging, the membrane was blocked for unspecific binding in phosphate
saline buffer (PBS) with 5% skimmed milk (70166, Sigma-Adrich) for one hour at
room temperature (20 °C) on a rocking table. The membrane was then incubated
overnight at 4°C with an anti-Hsp70 antibody (1:1000, monoclonal anti-Hsp70 an-
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tibody, H5147, Sigma-Adrich) in the blocking buffer, was washed 3x15 minutes
in PBS with 0.01% Tween (PBSTw, 11332465001, Sigma Aldrich) and incubated
in a secondary antibody (1:1000, goat anti-mouse Alexa Fluor 647, A-21236, Ther-
moFischer) for 2 hours at 20 °C. Finally after washing steps (3x15 minutes in PBStw)
the membrane was imaged with a laser scanning fluorescence gel imager (Typhoon
RGB, Amersham) using a PMT voltage of 350 V and 647 nm laser excitation.

To quantify the amount of Hsp70, the average intensity of the band at 70 kDa
was determined from the image after subtracting an average background measured
on a region without any band. Each band was normalized by the total protein as
quantified from the image of the stain-free blot. For multiple comparisons among
the different experimental groups the non-parametric Kruskal Wallis test was used.
Post-hoc pairwise comparisons used the Mann-Whitney test with Bonferroni correc-
tion.

5.3. Results

5.3.1. Performance of intra-cavity modulation

The performance of the intra-cavity dumping system in terms of average power,
voltage and calculated pulse energy was monitored daily over several weeks, as
described in Section 5.2.4. Figure 5.2(a) reports the average values of all those
data acquired over time and the corresponding standard deviation. As expected,
the average power decreases with lowering the repetition rate while the pulse en-
ergy increases. The data show that pulse energy reaches a plateau value when
the repetition rate is lower than 1 MHz. Discrepancies between the pulse energy
calculated from average power and relative pulse energy measured by photodiode
can be attributed to noise in the power meter measurement at very low duty cycles.

To confirm the pulse energy measurements through a nonlinear optical process,
we compared the TPEF signal generated in a synthetic fluorescent sample by the
intra-cavity dumped laser at different repetition rates: 500 kHz and 3 MHz. We
projected a single-spot CGH into the sample chamber filled with fluorescein solution,
and acquired TPEF images. On these images we then measured the average TPEF
signal as a function of the average power of the laser, tuned at the two different
repetition rates. The spot was positioned roughly at the center of the FOV and an
image of the TPEF fluorescence was acquired using the sCMOS camera synchronized
with the mechanical shutter which gates the stimulation light as described in Section
5.2.4. The exposure time of the camera and the opening time of the shutter were
set to different values for the two repetition rates investigated to ensure that the
sample was irradiated with the same number of pulses across different repetition
rates. Specifically we used an exposure time of 100 ms and 600 ms at repetition
rates of 3 MHz and 500 kHz, respectively. However, the precision of the shutter,
namely 1 ms, is lower than the time between consecutive pulses. Hence, the total
number of incident pulses can vary by 0.1%. Having the integration time fixed to
600 and 100 ms, the error on the number of pulses is respectively 0.017% and
0.1%. Hence, the uncertainty is higher in the case of 3 MHz repetition rate.

From the set of images collected, the average fluorescence intensity was mea-
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sured within a ROI of 10 x 10 pixels, centered around the pixel of maximum inten-
sity. Figure 5.2(b) shows the average TPEF intensity as function of average power
for 3 MHz and 500 kHz repetition rates. The two quadratic curves show different
curvatures because the repetition rate is inversely proportional to the nhumber of
absorbed photons. In case of 2P excitation, the number of photon pairs absorbed
per second is described by the following equation [18]:

2 2
Ep 'frep'o'ZP _ Ozp - Pay
T-A? frep - T A?

Ngps & (5.7)

where E, is the pulse energy, f., is the repetition rate of the laser, o,p is the
2P cross-section, 7 is the pulse duration, P,, is the average power, and A is the
spot size of the beam at the focus. This equation can be extended to higher order
nonlinear absorption processes [20]. The average measured TPEF is proportional
to the number of the absorbed photons and, hence, assuming that 2P cross-section
o,p, Pulse duration T and beam focus size A are kept constant across the two series
of measurement, the curvature (C) is inversely proportional to the repetition rate.
The experimental data in Fig.5.2(b) was fitted with a quadratic function y = Cx?,
yielding C values of 2.49 and 55.37 for 3 MHz and 500 kHz data sets, respectively.
This means that a 500 kHz pulse train needs 4.70 times lower average power than
a 3 MHz pulse train to generate the same fluorescence signal. This result confirms
that at lower repetition rate we achieve the same magnitude TPEF signal with lower
average power.

5.3.2. Multi-spot CGHs as function of the repetition rate

We next asked whether a lower repetition rate facilitated the multiplexing of points
in the CGHs. In parallel photostimulation methods, such as CGH, the available
peak power is divided among many focal points. Hence higher peak power should
facilitate the multiplexing of the stimulation light.

To answer this question, we projected point-cloud CGHs with progressively in-
creasing number of points into the sample chamber filled with fluorescein solution.
The point-cloud holograms had 12, 24, 48 points, respectively. The laser was ad-
justed to two different repetition rates: 3 MHz and 10 kHz. For each CGH and
each repetition rate a TPEF image was acquired with the sSCMOS camera. As in the
previous experiment, the camera exposure time was synchronized with the aper-
ture of the mechanical shutter gating the excitation light. The shutter opening and
camera exposure times at 3 MHz and 10 kHz were both adjusted to guarantee that
each image had the same number of NIR pulses at each repetition rate (see Figure
5.4(d)).

Figure 5.3 shows TPEF images of the point-clouds CGHs acquired with different
laser repetition rates. Qualitatively, we observe that the images acquired at 10
kHz provide better contrast. Contrast was quantified on the lines profiles averaged
across all the individual points, shown by the plots on the right side of Figure 5.3(a-
¢). These data points were fitted with a Lorentzian depicted as a continuous line
and the standard error on the mean (s.e.m.) values are shown as the shadowed
area.
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Figure 5.2: Characterization of intra-cavity dumping in synthetic sample. (a) Lin-log plot of
measured average power, voltage and calculated pulse energy as function of the laser repetition rate.
Orange dots: mean average power; blue circles: mean voltage; grey stars: calculated mean pulse
energy. Error bars show the standard deviation; n = 13 measurements. (b) Average TPEF intensity
as function of P,,. Blue rhombuses: 3 MHz repetition rate; orange dots: 500 kHz repetition rate;
continuous lines: quadratic fit on the corresponding data points.

It is worth observing that the line profiles of points projected with lower rep-
etition rate have an higher baseline TPEF level compared to their counterparts at
higher repetition rate. This is due to the higher camera exposure times used for
these acquisitions. In fact, an increase of the camera exposure time causes more
background signal. Moreover, we observed variability on the background level
across different patterns projected with same repetition rate as a consequence
of different camera integration time used for the three patterns. Increasing the
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number of points in each CGH pattern we correspondingly increased the laser irra-
diation time, and consequently the camera exposure. The contrast for each image
was evaluated as the difference between the baseline and the maximum TPEF in-
tensity in the average line profile. On those values the error was estimated by
propagating the uncertainty on the means.

As reported in Figure 5.3(d), higher contrast TPEF was obtained for the CGHs
projected at lower repetition rate compared to the case at higher repetition rate. In
our system, the pulse energy associated with a 10 kHz repetition rate is 2.6 + 0.4
times higher than its value at 3 MHz (see Figure 5.2(a)). The average improvement
in contrast was 3.0 + 0.4. Hence, the average improvement in contrast is compa-
rable to the pulse energy improvement. These experimental results indicate that a
lower repetition rate allows to stimulate more points simultaneously.
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Figure 5.3: Comparison between point-cloud CGHs projected into liquid fluorescein with
different repetition rates. (a) Left: TPEF image of 12-point CGH projected with 3 MHz repetition
rate. Middle: TPEF image of the same CGH projected with 10 kHz repetition rate. Scale bar: 25 um.
Right: Average line profiles across the pixel of maximum intensity for all the points projected with 3
MHz (blue rhombuses) and 10 kHz (orange dots) repetition rate. Continuous lines: Lorentzian fit on the
data points; shadow areas: s.e.m.; orange: 10 kHz; blue: 3 MHz. (b) Left: TPEF image of 24-point
CGH projected with 3 MHz repetition rate. Middle: TPEF image of the same CGH projected with 10
kHz repetition rate. Right: Average line profiles across the pixel of maximum intensity for all the points
projected with 3 MHz (blue rhombuses) and 10 kHz (orange dots) repetition rate. Continuous lines:
Lorentzian fit on the data points; shadow areas: s.e.m.; orange: 10 kHz; blue: 3 MHz. (c) Left: TPEF
image of 48-point CGH projected with 3 MHz repetition rate. This image was enhanced with a gamma
factor of 1.2 for visualization. Middle: TPEF image of the same CGH projected with 10 kHz repetition
rate. Right: Average line profiles across the pixel of maximum intensity for all the points projected with
3 MHz (blue rhombuses) and 10 kHz (orange dots) repetition rate. Continuous lines: Lorentzian fit on
the data points; shadow areas: s.e.m.; orange: 10 kHz; blue: 3 MHz. (d) Table with experimental
parameters used to acquire each grid image, contrast and corresponding s.e.m.
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5.3.3. Performance in vivo

Single cell ablation with variable repetition rate

After the characterization of the intra-cavity dumped Ti:Sapphire laser performance
in the synthetic sample, we focused on understanding the effect of the variable rep-
etition rate on photoablation in living zebrafish embryos. For such a purpose we
targeted single-point CGHs to single neurons in 4 dpf embryos expressing GCaMP6f
in the cytosol with either 1 MHz or 10 kHz laser repetition rate. Before each photoab-
lation, a baseline fluorescence image of the midbrain of the samples was acquired
with the light sheet microscope to select the ROI for photostimulation. ROIs were
selected to be somata in the optic tectum, near the center of the field of view.
Repetition rates 1 MHz and 10 kHz were selected to ensure a comparable pulse
energy across photostimulation conditions (see Figure 5.2(a)). To guarantee that
the sample receives the same number of pulses in each stimulation configuration
we altered the opening time the mechanical shutter gating the NIR light. The ef-
fect of the these photostimulations was probed by the simultaneous acquisition of
time-lapse images on the same plane where the stimulation CGH was targeted with
the conditions described in Section 5.2.5.

The data sets showed that both photostimulation conditions caused single-cell
ablation of the targeted cell. In fact, by measuring the fluorescence intensity at
the stimulation location over time we registered an increase of the signal at spe-
cific time points post stimulation as depicted in Figure 5.4(c). Although this result
was consistent across all the data sets, the time course of the fluorescence signal
at the stimulation location showed some variability across the different data sets
due to the inherent diversity of the specific ROIs involved. Figure 5.4(a) shows
two representative traces of the AF/F, signal over time. The dashed blue trace is
representative of the photostimulation at 1 MHz while the continuous orange trace
refers to the 10 kHz case. In this specific case we observe that the generated flu-
orescence signal is comparable and in both cells the calcium response is durable
over the recording time.

Figure 5.4(b) captures the AF/F, for the two stimulation conditions for all the
data sets at specific time points: 500 ms and 5s after the stimulation. The box
plot highlights that at 10 kHz the median (horizontal blue bars) and the average
values (magenta rhombuses) of TPEF signal are higher than their counterpart at 1
MHz. The AF/F, signal at specific time points after the stimulation was compared
among all the ablation experiments realized with the same laser repetition rate.
The difference between the AF/F, signals at the two different time points was not
significant in the 1 MHz case, but was significant in the case of 10 kHz irradiation.
This confirms that, whereas both conditions were capable of inducing single-cell
ablation in living zebrafish embryos, the resulting dynamics of the fluorescence
signal was different. More specifically simulations at 10 kHz repetition rate produced
a statistically relevant alteration of the Ca?* dynamics during the explored time
window, namely 5 s after stimulation.
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Figure 5.4: Effect of single-neuron ablation in living zebrafish embryos with variable repeti-
tion rate. (a) AF/F, signal following photostimulation for two different repetition rates: 1 MHz (blue
line), 10 kHz (orange line). (b) Box plots representing the AF/F, signal at 500 ms and 5 s past stim-
ulation for different repetition rates: 1 MHz ( n = 11), 10 kHz (right, n = 13). Blue horizontal bars:
median value; magenta rhombuses: mean values. Groups marked with star show statistical significance
(Wilcoxon signed-ranked test, p = 0.007). (c) Light sheet images of recorded before and at 500 ms
and 5s past stimulation at different repetition rates: 1 MHz (top), 10 kHz (bottom). The yellow asterisk
in the baseline images shows the location of the stimulation while the colored circles highlight the cell
body to monitor over time. The data sets here reported are the same shown in (a). Scale bar is 5 um.

Thermal damage investigation under unfocused illumination with different
repetition rate
To validate our hypothesis that a lower laser repetition rate makes the sample less
vulnerable to thermal load and to the consequent damage, we assessed the expres-
sion level of Hsp70 as a function of laser repetition rate. Two groups of embryos
were irradiated with unfocused NIR light at different repetition rate, while a third
group was heated in a heat block for 2 hours at 37 °C.

We expected that any of these treatment would have increased the expression
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level of Hsp70 over the endogenous level. We used unfocused light where no non-
linear absorption was expected, leaving only the thermal effect of NIR absorption.
As depicted in Figure 5.5(a), an Eppendorf tube containing 72 hpf zebrafish em-
bryos in 50 ul of embryo medium was placed at the output of the cavity-dumped
laser for three hours. The laser beam at this point of the optical path has a di-
ameter of roughly 0.8 mm and it covered the tip of the Eppendorf containing the
embryos. For each repetition rate condition we had different average powers, 70 +
1 mW and 0.73 + 0.01 mW and, consequently, power densities of 13.92 W/cm? and
0.015 W/em2. Immediately after the irradiation the samples were prepared for bio-
chemical evaluation of Hsp70 by fluorescence western blot as described in Section
5.2.6. The western blot experiment was repeated five times while the laser irradia-
tion was performed twice. For each western blot experiment we used two different
lysates from each group described above. The expression level of the Hsp70 pro-
tein over the total amount of protein was quantified as described in Section 5.2.6.
A representative fluorescence blot is reported in Figure 5.5(b), top. Figure 5.5(b),
bottom shows the total amount of protein used as a loading control to quantify the
fluorescence band of the protein of interest.

Figure 5.5(c) shows a box plot of the ratio between the Hsp70 level and the
total protein loaded for each group, the scatter plot shows the data points in each
group with a different color code and the white rhombuses display the average
ratio calculated in each group. Here we observe an higher average ratio for the
group irradiated at 3 MHz (34.10 + 9.85) compared to the control group (22.49 +
5.80) and the group irradiated at 10 kHz (19.35 + 5.71). The control group and the
group irradiated at 10 kHz showed a lower average amount of Hsp70 compared to
the heat-shocked group (34.17 + 15.80). Embryos irradiated with 3 MHz light had
significantly higher expression Hsp70 than embryos irradiated 10 kHz. Hence, we
can conclude that the laser irradiation at 10 kHz repetition rate reduced the thermal
load on the sample compared to the 3 MHz pulse train.
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Figure 5.5: Hsp70 expression level in zebrafish embryos upon NIR illumination. (a) Layout
of zebrafish embryos NIR radiation at different repetition rates. Eppendorf image created with BioRen-
der.com. (b) Top: Representative western blot of whole protein extracted from 72 hpf zebrafish embryos
probed with anti-Hsp70 antibody. Bottom: Corresponding stain-free western blot showing the total pro-
tein. (c) Box plot for the quantification of the ratio between the expression level of Hsp70 and the total
amount of protein. Rhombuses: average values; horizontal black lines: median values; scatter plot:
data points in each group with different color code. Groups labeled with star symbols are significantly
different (Kruskal-Wallis test, p = 0.02, post-hoc Mann-Whitney test with Bonferroni correction, p =
0.002).

Multiphoton stimulation in living tissues requires a thorough choice of the laser
parameters such as average power, repetition rate and pulse energy to perform ex-
periments without alteration of the sample physiology. Podorski and Ranganathan
[13] investigated sample heating in the context of scanning TPEF imaging in awake
mouse. They reported thermal damage following twenty minutes imaging with an
average power of 250-300 mW at 920 nm. Histological markers of thermal dam-
age were observable after twenty minutes of continuous imaging at an average
power of 420 mW. They found experimentally that thermal damage was mitigated
by imaging at a reduced duty ratio of illumination (for one hour at 33% duty ratio
at 400 mWw).

Picot and colleagues [12] developed a model to simulate the heat diffusion in 3D
in the context of 2P optogenetic stimulation with both extended CGH and scanning
approaches. They provided a powerful simulation tool that given the stimulation
parameters such as average laser power, irradiation wavelength, diffusion coeffi-
cient and density of the sample enables to predict beforehand the thermal heating
induced in the sample. The results of this work suggest to use lower repetition
rates (in the range 500 kHz—2 MHz) in parallel stimulation illumination schemes.

In this paper we implemented intra-cavity dumping to introduce an additional



126 5. Cavity dumped photostimulation

degree of freedom to control thermal damage effects during photostimulation of
single cells or sub-cellular compartments in the brain of living zebrafish embryos.
Intra-cavity dumping within mode-locked Ti:Sapphire lasers is an established tech-
nique to increase the pulse energy of the output laser beam at tunable repetition
rates without changing the spectral characteristics of the light [21]. Here this tech-
nique enabled to tune the laser repetition rate (typically 76 MHz) in the interval
between 5 kHz and 3 MHz achieving at the lower repetition rate an average pulse
energy of 69 + 6 n]. Moreover, the laser source described can be tuned continuously
in the range 720-920 nm, offering flexibility for photostimulation experiments that
require less common wavelengths, like uncaging of MNI-glutamate (TPE typically
uses 720-760 nm) [22, 23] or azobenzene-derived photoswitches (TPE around 850
nm) [24].

Pulse picking is an alternative approach to reduce the repetition rate of mode-
locked lasers. This method is based either on acousto or electro-optical modulation
of the laser beam. However, in contrast to the intra-cavity dumping design, the
modulation device acts outside the cavity and does not increase pulse energy. Forli
and colleagues [25] used pulse-picking to investigate the effect of the repetition rate
when stimulating an actuator to induce action potentials. More specifically, they
stimulated the somatically-target opsin stCoChR expressed in L2/3 pyramidal cells
with holographic patterns delivered at 1 MHz and 50 kHz repetition rate via a fiber
laser. They found out that action potentials are evoked with a similar probability
when stimulating for 100 ms at 1 MHz (average power: 1 mW and pulse energy
1 nJ) and at 50 kHz (average power: 0.25 mW and pulse energy 5 nJ), hence
the lower repetition rate permits to elicit action potentials using one-fourth of the
average power.

The gain in terms of pulse energy achieved with intra-cavity dumping is partic-
ularly convenient for combination with holographic projections, where the available
pulse energy is divided among multiple foci in the pattern. In fact, when the sys-
tem was employed for point-cloud holographic projections we found that 10 kHz
repetition rate eased the multiplexing of the holographic projections compared to
the 3 MHz case. By comparing CGH projections with the same number of features
at low and high repetition rate, respectively, we observed that the TPEF contrast of
the CGH projected at lower repetition rate was higher (see Figure 5.3).

The pulse energy could be further increased by operating the Ti:Sapphire cavity
in the positive dispersion regime [26]. In this case, the mode-locked pulse is not
transform-limited, but instead positively chirped. Similar to chirped pulse amplifica-
tion in a regenerative amplifier, the stretching of a chirped pulse allows greater am-
plification of the pulse before reaching the damage threshold of the gain medium.
As reported by Zhou and colleagues [26], operating the Ti:Sapphire oscillator in
the positive dispersion mode combined with the intra-cavity dumping enables a
single-stage laser system to obtain stable and reliable high peak energies on the
order of 450 nJ at variable repetition rates. The same strategy can potentially be
applied in the pulseSwitch-Mira laser system by increasing the insertion of the in-
tracavity prism controlling group velocity dispersion. In this approach, extra-cavity
pulse compression is needed to obtain transform-limited pulse duration. Higher
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peak intensities could be employed to elicit higher order nonlinear processes. For
instance, three-photon excitation offers greater confinement of the excitation light,
and when combined with longer wavelength light, it is particularly suited for imaging
applications in deep tissue [27, 28].

Other laser technologies are also possible, depending on the desired wave-
lengths. In the Ti:Sapphire range (720-1080 nm), regenerative amplification is
a well-known method to reach microjoule pulse energies at repetition rates in the
interval 1-500 kHz. Optical parametric amplifiers are also common as a method to
generate high energy pulses at longer wavelengths. Both of these methods utilize
multiple stages of amplification, adding to the complexity of the laser system.

Irrespective of the light source technology, high energy pulses can produce var-
ious types of tissue damage. When a living sample is irradiated with high pulse
energy a careful evaluation of the potential nonlinear damage at the geometrical
focus in the sample should be performed [29, 30]. Hence, the choice of the laser
parameters becomes a trade-off between thermal and nonlinear damage.

We tested the cavity-dumping system in the context of single-cell photoablation
as example of powerful manipulation [31, 32]. The ablated cells were characterized
by an increase in the fluorescence signal due to the disruption of the cell membrane
and a consequent increase of calcium concentration detected by GCaMP6f. We ob-
served that, although the pulses generated at 1 MHz and 10 kHz repetition rate had
comparable pulse energy and were capable of inducing single-cell ablation, stim-
ulation at 10 kHz repetition rate induced a relevant alteration of the fluorescence
signal dynamics after the ablation event. This is likely due to subtle differences in
the tissue damage mechanisms produced at high and low repetition rate. Finally,
we investigated the thermal damage induced by NIR light irradiation by quantifying
the expression level Hsp70 in living zebrafish. Hsp70 is expressed in zebrafish em-
bryos during healthy development since it assists with folding of newly translated
proteins and acts as a molecular chaperone by mediating the repair and degra-
dation of denatured proteins [33]. In this endogenous form the protein is most
commonly referred as heat shock cognate 70 and its expression level changes with
the developmental stage of the embryo, reaching a peak at 84 hpf [34]. Hsp70
is upregulated under thermal stress conditions and it has the same functions as
its non-induced form. As shown by Yeh and colleagues [35], exposing zebrafish
embryos between 12 and 108 hpf to a temperature of 37 °C for at least 30 minutes
causes increased expression of Hsp70. For such a reason the expression of the
Hsp70 is used in this paper as a cellular marker of thermal damage.

The quantification of the Hsp70 via western blot is susceptible to different
sources of noise such as the age of the embryos, the laser power stability dur-
ing the irradiation and the amount of total protein extracted from the embryos. In
the experimental design we aimed at minimizing each of these sources of noise to
obtain more robust results. The embryos used in the four different groups, here
analyzed, were from different clutches and they were carefully age matched to
probe the expression level of Hsp70 at the same developmental stage. All groups
were kept at the same temperature (20 °C) during the 3-hr irradiation period be-
cause temperature is a key parameter in embryonic zebrafish development [36]. In
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fact, any temperature variation across the groups may cause a discrepancy in the
development stage and hence affect the level of background Hsp70. Ultimately a
variation of the non-induced Hsp70 level may impair the comparison between the
protein level across the groups because it represents the baseline of the measure-
ment of the induced-Hsp70. However, since at 72 hpf the level of non-induced
Hsp70 is not negligible [35] performing the same experiment at an earlier develop-
mental stage may highlight a more pronounced difference in the Hsp70 expression
level in samples irradiated with different repetition rates.

Another source of noise is the stability of the average power delivered by the
laser during the irradiation time. To take into account any variation in the average
power we repeated the irradiation experiment twice and monitored the average
power over time. The variability introduced by the efficiency of the protein extrac-
tion was mitigated by performing two different protein extractions for each group
for each irradiation experiment. When we assessed the thermal damage on 72
hpf zebrafish irradiated for 3 hours by unfocused light at 10 kHz and 3 MHz rep-
etition rates with, respectively, power densities of 0.015 W/ecm> and 13.92 W/cm?
we observed a significant difference in the expression level of the Hsp70. More
specifically, the group irradiated at 10 kHz showed an expression level of Hsp70
significantly lower than the group irradiated at 3 MHz. These data confirm the hy-
pothesis that a lower repetition rate drastically reduces the thermal stress on living
zebrafish embryos. For such a reason, a lower repetition rate in the order of tens of
kHz might be beneficial for optogenetic activation of opsins without thermal dam-
age of the sample. Moreover, the majority of opsins have a photocycle longer (tens
of milliseconds [37]) than the time between laser pulses with repetition rates below
1 MHz , hence the use of kHz repetition rates is suitable for the activation of most
of the available opsins.

Another strategy to minimize the temperature rise under multi-spot holographic
irradiation is to implement the ultra-fast light targeting (FLiT) approach to shape
the stimulation light [38]. This method relies on a galvanometric mirror that scans
the beam across the SLM tiled with multiple holograms aligned along the vertical
dimension. This stimulation design allows to stimulate multiple ROIs in a cyclic
fashion with microseconds light exposures while reducing the average power of a
factor equal to the square root of the total number of spots.

Besides the application for minimally invasive optogenetics experiments the 2P-
CGH module equipped with intra-cavity dumping could be used at higher repetition
rate to irradiate zebrafish embryos that express a desired gene under the heat
shock protein 70 (hsp70) promoter. This promoter is a tool to drive a transient gene
expression in a specific time window given by the increase of temperature which
activates the promoter [39]. Transient expression under the hsp70 promoter was
realized by exposing the whole embryo to 38 °C temperature [39], via a temperature
controlled needle [40] or via a dye-laser focused through a high NA objective of a
microscope [41]. The system here presented offers the possibility to drive the
hsp70-dependent expression at multiple locations simultaneously with single-cell
precision.



5.4. Conclusion 129

5.4. Conclusion

Here we integrated an intra-cavity-dumped laser with variable repetition rate with
a setup for all-optical studies in living animals to introduce a new dimension of con-
trol in photostimulation experiments. We tested the system in synthetic samples
and we observed that a lower repetition rate eases the projection of multi-spots
holographic patterns. Moreover we found that at lower repetition rate comparable
TPEF signal can be elicited with lower average power. The same system was tested
on living zebrafish embryos where a lower repetition rate allows to achieve similar
performance in terms of single neurons ablation reducing drastically the average
power. Finally, the investigation of thermal response upon low and higher repetition
rate irradiation provided a significant difference in thermal stress. A low repetition
rate (10 kHz) showed a lower expression level of the thermal damage molecular
marker compared to an higher repetition rate (3 MHz). This study paves the way
to the implementation of intra-cavity dumped lasers within optical modules for op-
togenetic simulations with minimally invasive thermal conditions. The same system
operated with higher repetition rate and higher average power could be used for
conditional gene expression under the hsp70 promoter with single-cell resolution.
In conclusion a intra-cavity dumped laser integrated into an optical setup for all-
optical studies in living animals allows to perform photostimulation experiments
with progressively increasing thermal perturbation on the samples according to the
specific application one wants to realize.
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Conclusions and outlook

This thesis focused on developing optical techniques to perform all-optical
studies of physiology in living animal models with specific emphasis on sub-
cellular optogenetics on larval zebrafish brain. In this context, I improved the
existing technology on three aspects: I sped up the hologram computation,
I compensated for aberrations on the reconstructed holographic stimulation,
and finally, I investigated the thermal damage caused by NIR irradiation
on the living samples as function of the laser parameters. In this chapter
I summarize the results achieved and I provide a possible outlook for the
research in this field.
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6.1. Conclusions

The main focus of this thesis was to implement and improve upon optical technolo-
gies to perform sub-cellular optogenetics experiments in living animals. The optical
tools developed were applied in living zebrafish embryos but they can also be ex-
tended to physiological studies in other model animals. Such experiments require
a microscope to visualize fluorescence from the sample and an optical module to
stimulate the optogenetic tools within a single instrument. The microscope needs
to provide fast (on the order of 10 Hz), large field of view (on the order of 500 pm
to encompass the lateral extension of the larval zebrafish brain) and low photoxicity
imaging. The light delivery method to stimulate the optogenetic actuators within a
densely packed environment, as the brain of a larval zebrafish, should be able to
flexibly produce user-defined patterns targeting multiple cells simultaneously using
tightly focused light deep in the tissue. For such reasons holographic shaping of
pulsed near infrared (NIR) light was here employed.

In this parallel stimulation scheme, the computational cost of the hologram cal-
culation should be minimized while the fidelity between the target and the recon-
structed pattern should be maximized ensuring high diffraction efficiency and uni-
formity. Ideally, in real-time optical interrogation of neurons, the goal is to switch
between different stimulation patterns with high precision to match the time scale
of the dynamically changing target structures.

Regardless of the computational method adopted, the quality of the recon-
structed hologram is compromised when the holographic projections propagate
through turbid media. Hence, a method to counteract these distortions is required
to restore the optimal efficiency of the holographic stimulation. Another limitation
that may occur when exposing living samples to NIR light is thermal damage. Sam-
ple heating can alter the physiology of the sample and thus impair the results of an
in vivo experiment.

To tackle these challenges, this thesis work addressed three distinct building
blocks to improve the existing optical technologies towards sub-cellular optogenet-
ics. In Chapter 3, I implemented a faster algorithm to compute holographic pat-
terns. In Chapter 4, I developed a method to compensate aberrations in holographic
projections propagating through turbid media. Finally, in Chapter 5, I presented a
flexible method to control the NIR pulse parameters for stimulation and I mea-
sured the effect of those parameters on the thermal damage occurred to zebrafish
embryos.

Before diving into the details, in Chapter 2 I described the instrument used in this
work to test the development of such improvements. More specifically, I addressed
the benefits and the technical aspects to successfully integrate an optogenetics
module within a light sheet microscope.

In the following I provide a summary of each chapter along with possible up-
grades and future directions for the research here described.
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6.1.1. Integration of optogenetics module into a light sheet mi-
croscope

In all-optical studies of living animal brain one of the fundamental technological
challenges is to incorporate a photostimulation module into a microscope for func-
tional imaging. Such a compact instrument enables for fully-optical perturbation
and monitoring of the living brain in three-dimensions (3D). The fundamental char-
acteristic of the instrument is the capability of independently manipulate and image
the structures of interest.

In Chapter 2 a review of the state-of-the-art technology for variations of light
sheet microscopy is provided. Light sheet microscopy is based on illumination of a
specific plane with a thin sheet of light and orthogonal detection. Thus, this design
offers intrinsic optical sectioning, reduced phototoxicity [1] for long term imaging
and increased speed compared to confocal point-scanning microscopies. The faster
acquisition is mainly due to the wide field detection of the fluorescent signal usually
realized through scientific complementary metal-oxide-superconductors (sCMOS)
cameras. A comparative study between light sheet and spinning disc confocal mi-
croscopy revealed that comparable imaging time of bones in developing zebrafish
embryos produced alteration in the bones morphology when the imaging was per-
formed with the spinning disc confocal method rather than with light sheet [2].
Building upon previous work [3, 4] the essential focus of Chapter 2 is to describe
how an optogenetics module can be integrated into a light sheet microscope. The
instrument here presented is suitable for 3D cellular or sub-cellular optogenetic
stimulation in living zebrafish embryos. The microscope illumination light is engi-
neered to produce a Bessel beam which offers, for the same lateral field of view
(FOV), superior axial resolution compared to Gaussian illumination [5]. To date
other light sheet configurations could be employed for the same application such
as lattice light sheet microscopy [6]. This microscope design provides increased
resolution in both cellular samples and in toto animals while its implementation
may reduce the FOV. Moreover, the same SLM used to generate the lattice can be
employed as adaptive element to compensate aberrations on the excitation arm of
the imaging module.

The light sheet I designed uses a fixed, common-path objective lens for both de-
tecting fluorescence and reconstructing the 3D hologram. In contrast, approaches
where the volumetric imaging is realized through fast axial movement of the objec-
tive lens with piezoelectric actuators could make the combination with the photo-
stimulation module cumbersome. In such configurations the same objective is used
for imaging and to deliver the stimulation, hence the photostimulation foci need to
be readjusted to compensate the movement of the objective, making this solution
not ideal for many planes acquisition [7]. The volumetric imaging is performed
with an electrically tunable lens and the optogenetic stimulation module uses the
high numerical aperture (NA) detection objective of the microscope to focus NIR
light shaped with computer generated holography (CGH). Another solution to im-
plement 3D imaging is to include in the detection path a remote focusing unit which
allows to perform 3D imaging without moving the main objective used to focus the
photostimulation [8]. Light field microscopy is another alternative to acquire 3D
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images using lenslets arrays at the camera plane and a software to reconstruct the
images. Whereas the imaging speed is only limited by the camera acquisition rate
this strategy struggles to image highly scattering specimens and it is restricted to
quasi-transparent ones [9].

On the photostimulation side, CGH provides exquisite flexibility being able to
shape the stimulation light according to user defined patterns targeting either mul-
tiple single somata or multiple sub-cellular regions. For real-time manipulation in
vivo the stimulation pattern needs to adapt over time to match the target structures
that change dynamically. Hence the stimulation module should be able to refresh
the holograms with a temporal precision on the order of seconds. Here the limiting
factor is the SLM refresh rate and the speed of the algorithm to compute computer
generated holograms (CGHs).The improvements on the speed of the CGH compu-
tation are addressed in Chapter 3 while the refresh rate of the SLM is an intrinsic
feature of the modulator and it can be increased by modifying the hardware.

In optogenetic stimulation Liquid Crystal (LC) on Silicon SLMs are typically used.
Nematic LC are usually employed since they ensure high diffraction efficiency and
reasonable time response. Whereas ferroelectric LC have the best time response
(kHz refresh rate) they allow only binary phase modulation which is not suitable
to support the high diffraction efficiency needed to generate complex excitation
patterns and aberration correction in two-photon systems [10].

The overall response time or frame rate of LC-SLMs depends on two main fac-
tors: the response time of LC molecules and the speed of communication between
the modulator controller and the computer used to load the patterns. The time
response of the LC depends on the transition time of the LC molecules, namely the
time needed to reorient between two different voltages applied, and the hardware
interface used to transfer the CGH to the device. The typical time response for LC is
approximately up to 30 ms depending on the light wavelength, longer wavelength
imply longer time response.

Another limitation on the speed is imposed by the video interface to establish
the communication between the controller of the modulator and the computer.
Standard video interfaces such as DVI or HDMI provide an update rate of the CGH
limited by the graphic card of the computer. If a custom graphic card is used the
hardware interface can support up to 200 Hz refresh rate whereas for a standard
graphic card the refresh rate can be up to 60 Hz. These rates combined with the LC
time response give a pattern refresh rate in the range of 30-60 Hz. Differently PCI
Express interface provide update rates in the order of tens kHz. These interfaces
are usually exploited in a method called overdrive which has been widely used to
increase the refresh rate of LC-SLMs. In this method instead of switching directly
to the final voltage associated with the desired phase, the maximum (or minimum,
depending on the direction of the phase change) voltage available is imposed on
the device until the final voltage is achieved.

The phase transition becomes faster if larger voltages are transiently applied to
the silicon back-plane. In order to implement this technique the SLM back-plane
has to be driven with sufficient voltage stoke and with a fast hardware interface.
Specifically the driving electronics has to be faster than the typical transition time.
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To this end, PCI Express interfaces provide a good refresh rate which combined
with the faster response LC response can give a pattern refresh rate of hundreds
of Hz.

The Ritsch-Marte research group combined the overdrive approach with the
phase change reduction method where the phase stroke between two consecutive
pattern is minimized by extending the phase range to intervals higher than 2z. The
synergy between overdrive and phase change reduction permitted to obtain a LC-
SLM with 250 Hz refresh rate and an increased diffraction efficiency when switching
between different patterns [11]. Boulder Nonlinear Systems by implementing this
method designed and tested an SLM with 500 Hz refresh rate [12]. Currently Mead-
owlark optics offers LC-SLMs with PCI Express interfaces that can support frames
rates up to 700 Hz.

However, a further improvement on the refresh rate might come from the re-
search and development on SLMs based on micromechanical system (MEMS) mir-
rors which could potentially offer refresh rates in the order of kHz. Recently piston
motion MEMS mirrors were employed as axially focusing devices with update rates
of 10 kHz [13].

The SLM currently used in the instrument here presented has a maximum refresh
rate of 31 Hz, hence replacing it with an SLM equipped with PCI Express interface
with at least 100 Hz refresh rate will increase the temporal performance of the
optogenetic stimulation module.

Another limiting aspect on the temporal performance of the stimulation module
is the light gating device here used: a mechanical shutter with time precision of
1 ms. The mechanical shutter could be replaced with an electo-optical modulator
or Pockels cell which operates at frequencies on the order of hundreds of kHz.
Pockels cells rely on the electro-optical effect, hence the light traveling through the
modulator experiences the electrically-induced birefringence of the material. More
specifically, when the impinging light is plane polarized after propagating into the
modulator it is resolved into two orthogonal components that acquire a mutual
phase retardation proportional to the applied electric field. When this retarder is
placed between two crossed polarizers with their transmission axes at 45° with
respect to the retarder axes it acts as a fast shutter. The transmittance of this
whole system is a periodic function of the voltage applied to the Pockels cell, hence
changing the voltage we can switch between open-close configurations.

These two design upgrade would boost the ability of the stimulation module here
described to switch between different stimulation patterns "on-the-fly” to target
structures with dynamics on the millisecond time scale.

6.1.2. Fast holograms calculation

As described in Chapter 3, improvements on the calculation speed of CGHs have
been made by developing a new algorithm for hologram calculation, namely com-
pressive sensing weighted Gerchberg—Saxton (CS-WGS). This algorithm reduced
the computational time by at least 10 fold compared to the standard Gerchberg-
Saxton algorithm without compromising the hologram brightness and uniformity.
The hologram can either be a multi-spot pattern or an extended pattern matching
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the size of the cell bodies of interest. In the case of extended patterns the CGH
is calculated as the convolution between a multi-spot CGH targeting the center of
the regions of interest (ROIs) and an extended CGH (calculated via image-based
method) located in the center of the FOV with the size matching the ROIs of in-
terest. The CS-WGS algorithm allows to compute CGH "on-the-fly” during in vivo
photostimultion experiments. However, the speed of the hologram generation can
be further improved by implementing the calculation on a consumer graphical pro-
cessors (GPU) as recently reported by Pozzi et al. [14]. The GPU calculation allows
the generation of holograms at video rate.

6.1.3. Correct for aberrations on holographic projections
As described in Chapter 4, any CGH propagating though turbid media is distorted
by optical aberrations. In order to overcome the detrimental effect in terms of
photostimulation efficiency, I implemented a sensorless adaptive optics (AO) ap-
proach to counteract aberrations on the photostimulation light. The AO method
here presented can correct local aberrations for both system and sample induced
aberrations. In both cases the anisoplanatic correction improves the intensity of
the stimulation pattern at least two-fold. This method is easy to implement since
it does not require any additional element to the existing photostimulation module,
but rather uses optimization of two-photon excited fluorescence as a guide star.
However, the algorithm here implemented suffers from a limited speed in retriev-
ing the optimal correction. The speed factor is particularly relevant when dealing
with living samples where sample drift, photobleaching and other phenomena can
impair the correction search due to loss of intensity during the process. Moreover,
a living sample imposes also constraints on the amount of delivered light to min-
imize photo-toxic effects. In this picture it would be beneficial to speed up the
whole correction algorithm. This can be accomplished by replacing the sequential
search of the optimal correction by the hill-climb method which is quite inefficient.
A valid alternative is an approach similar to the one described in [15] where the
range of the coefficients explored for each Zernike mode is based on the previous
measurement with a random perturbation to ensure an adequate exploration of the
bias coefficients space.

6.1.4. Flexible control of the NIR laser stimulation parameters
In Chapter 5, an intra-cavity dumping system is implemented within the mode-
locked Ti:Sapphire laser used for two-photon stimulation. This technology allows
to control directly pulse energy, average power and repetition rate of the stimulation
light providing a new dimension of control in photostimulation experiments. Here,
I demonstrated that a lower repetition rate implies higher pulse energy and thus it
facilitates the multiplexing performances of holographic projections. At the same
time the average power of the laser is reduced and consequently also the thermal
load on the sample.

Further improvements in terms of higher pulse energy could be achieved by
operating the laser cavity in positive dispersion regime which in combination with
the intra-cavity dumping enables to obtain stable and reliable high peak energies,
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in the order of 450 nJ at variable repetition rates [16]. However, extra-cavity pulse
compression is needed to obtain transform-limited pulse duration. Moreover, when
a living sample is irradiated with high pulse energy a careful evaluation of the po-
tential non-linear damage on the sample should be performed [17, 18].

The intra-cavity dumping system allowed to investigate the effect of NIR laser
parameters such as average power and repetition rate on the thermal damage
on living zebrafish embryos. After the NIR irradiation of living zebrafish embryos
with different laser parameters I assessed the thermal damage by quantifying the
expression level of a molecular marker of thermal damage: the heat shock protein
70 (Hsp70). Lower repetition rate (10 kHz) associated with lower average powers (
~ 0.77 £ 0.01 mW) resulted to induce an expression level of the Hsp70 comparable
to the level in the samples which were not exposed to NIR light. Contrarily, higher
repetitions rates (3 MHz) with corresponding higher average powers (~ 70 + 1 mW
) proved to up regulate the expression level of the Hsp70. Hence, those figures
help to draw the minimally invasive laser parameters, in terms of thermal harm, for
photostimulation experiments in vivo.

Indications to use lower repetition rates (in the range 500 kHz—2 MHz) in paral-
lel stimulation approaches is given also by Picot and colleagues [19]. They studied
extensively the temperature rise consequent to 2P optogenetics stimulation both
in the case of parallel stimulation with extended CGHs and scanning approaches.
They developed a model to simulate the propagation and heat diffusion in 3D under
different illumination conditions. This work provided a powerful simulation tool that
given the stimulation parameters such as average laser power, irradiation wave-
length, diffusion coefficient and density of the sample enables to predict before-
hand the thermal heating induced in the sample. Ultimately the experimenter can
choose the laser parameters to perform minimally invasive experiments.

The same research group offered another strategy to minimize the temperature
rise under multi-spot holographic irradiation. This approach called ultra-fast light
targeting (FLIiT) acts on the method to shape and deliver the stimulation light [20].
It relies on a galvanometric mirror which scans the beam across the SLM tiled with
multiple holograms aligned along the vertical dimension. This stimulation design
allows to stimulate multiple ROIs in a cyclic fashion with microseconds light expo-
sures while reducing the average power of a factor equal to the square root of the
total number of spots.

The optical system presented in Chapter 5 could also be used with more invasive
laser parameters (higher average power and higher repetition rate) to intentionally
increase the temperature to express an exogenous gene under the hsp70 promoter.
This promoter is a tool to drive a transient gene expression in a specific time window
given by the increase of temperature which activates the promoter [21].

In synthesis, the intra-cavity dumping system integrated to the 2P-CGH stimula-
tion module offers the possibility to dynamically control the stimulation laser param-
eters to induce in the sample either minimal alteration of temperature or heating.
Both conditions have a direct application. In the first case, this system can be used
as optogenetics module to study physiology in vivo with minimal thermal damage.
In the latter case the 2P-CGH module can be employed to drive transient gene
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expression with single cell precision in living embryos expressing the construct of
interest under the hsp70 promoter.

6.2. Outlook

This thesis work provides three improvements upon the existing optical technol-
ogy for all-optical interrogation of neurons in vivo. A faster algorithm to calculate
computer generated holograms, a method to correct local aberrations in the stim-
ulation light and, finally, minimally invasive laser parameters to focus ultrashort
pulses of NIR light in living animals. These methods were characterized and val-
idated in living zebrafish brain separately but they can be used in combination to
attain higher precision and flexibility in optogenetic experiments. In practice, fur-
ther work is needed to improve the speed of the local aberration correction and
additional upgrades to the experimental setup can be envisioned to increase the
temporal resolution. Nonetheless, the optical tools developed here take the field of
all-optical interrogation of neural circuits one step closer to real-time control over
neuronal physiology and development at the sub-cellular level.

In recent studies sub-cellular optogenetics has been applied to manipulate sec-
ond messengers as reported by Tanwar [22] and colleagues where they optically
modulated a second messenger such as Adenosine 3',5’-cyclic monophosphate (cAMP)
to gain insight into the dynamics of ion channels as Hyper polarization-activated
cyclic nucleotide gated channels (HCN). This approach required the combination of
the optogenetics toolkit with super-resolution microscopy.

The synergy between these techniques paves the way to relevant innovations in
the study of synapses formation and growth in developing animals. A single neuron
has up to thousands of synapses where Ca?* signals are received and processed.
Hence, an optical instrument able to image photoactivatable calcium reporters with
the high resolution provided by nanoscopy techniques could reveal the mechanisms
underlying single synapses development. Such an instrument could be a light sheet
microscope implementing photo-activated localization microscopy (PALM). At the
same time the stimulation confinement should be pushed as close as possible to
the diffraction limit with the use of adaptive optics to ensure precise targeting of
sub-cellular domains.
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Summary

Optogenetics is a powerful addition to the spectrum of techniques available in neu-
roscience to investigate neurophysiology and unravel how neural circuit structure is
related to circuit function. This technique relies on introducing light-sensitive pro-
teins or molecules as actuators to transduce an optical signal into a physiological
perturbation of a living cell in vitro or in a living animal. To date, optogenetics has
allowed remote control of neural activity in living and awake animals at different
scales from single cells to complex networks of neurons to the investigation of an-
imal behaviours. This wide range of experimental scales has been accomplished
through joint progress on engineering the biological sensors and the optical design
of instruments capable of manipulating with cellular spatial precision and millisec-
ond temporal resolution.

The approach used in cellular-scale optogenetics experiments is to selectively
photostimulate cell bodies expressing genetically-encoded actuators to trigger or
silence action potentials and then record the effect of those events with fluorescent
sensors. In order to mimic realistic physiology of neurons in a network, the photo-
stimulation light needs to simultaneously excite different regions of interest, which
may be separated by distances of many micrometers. For such a reason, pattern-
ing of the light via computer generated holography is often adopted as a method
to produce multiple focal points. In thick tissues, photostimulation is also usually
realized with ultrashort pulses of near infrared (NIR) light to excite optogenetics
tools through multiphoton absorption. This nonlinear process, when focused at the
target region of interest, facilitates optical sectioning, which is particularly relevant
when the optogenetics tools are broadly distributed in tissue.

Despite the last decade of progress towards cellular-scale optogenetics, the ap-
plication of optogenetics to sub-cellular domains remains limited. Sub-cellular op-
togenetics could potentially be used to investigate synapse formation and growth
in developing neural circuits where axons and dendrites undergo rapid remodeling.
This thesis work addresses several technological challenges to improve the optoge-
netics stimulation towards manipulations at the sub-cellular level. The optical tools
developed are general and applicable to study physiology in any animal model, but
here they are applied in zebrafish embryos.

To this end, an imaging system was developed that integrated a photostim-
ulation module to perturb the physiology of the sample, with a light microscope
to visualize the effect of those perturbations in real time. Chapter 2 describes the
combination of light sheet microscopy with a stimulation module based on NIR light
shaped with three dimensional computer generated holography. The characteris-
tics of this instrument are specifically tailored to perform imaging and optogenetics
stimulation in living zebrafish embryos.

One of the main challenges in designing a photostimulation module for real-time
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manipulation is to be able to generate different stimulation patterns with dynami-
cally changing target structures. For such a reason the calculation of different stim-
ulation patterns during the experiment must be on the order of seconds. However,
traditional methods such as Gerchberg-Saxton and Weighted Gerchberg-Saxton are
able to provide high quality holograms with relatively high computational time, rang-
ing from seconds to minutes. In this context, Chapter 3 presents an algorithm for
calculating computer generated holograms at least 10-fold faster compared to the
traditional algorithms mentioned above.

Another major difficulty posed by sub-cellular optogenetics is to focus the stimu-
lation patterns to diffraction-limited volumes deep in tissue. Variations in the refrac-
tive index of inhomogeneous tissues distort the stimulation light traveling through
it. These distortions, known as optical aberrations, will cause a loss of spatial con-
finement in the stimulation pattern and lower efficiency for nonlinear excitation. To
tackle this issue, Chapter 4 illustrates an adaptive optics method to compensate
local aberrations in stimulation patterns projected into the zebrafish tissue. The
method developed is able to improve the intensity of the stimulation pattern after
correction by at least two-fold.

A further aspect to consider when performing optogenetics stimulation of cel-
lular and sub-cellular compartments in living animals is the potential harm of the
stimulation light on the animal exposed to repeated irradiation. Damage induced
by prolonged NIR light exposure needs to be investigated and quantified in order to
assess the minimally invasive laser parameters. To this end, Chapter 5 introduces
an intra-cavity dumping mode-locked laser system that offers the possibility to alter
repetition rate, peak power and average power as independent experimental de-
grees of freedom. The effects of variable laser repetition rate and average power
on both thermal damage and nonlinear damage are then characterized in zebrafish
embryos.

This thesis work provides three main improvements upon the existing optical
technology for all-optical interrogation of neurons in vivo. A faster algorithm to
calculate computer generated holograms, a method to correct local aberrations in
the stimulation light and, finally, minimally invasive laser parameters were defined
to focus ultrashort pulses of NIR light in living animals. These methods were char-
acterized and validated in living zebrafish brain separately but they can be used in
combination to attain higher precision and flexibility in optogenetics experiments.
In practice, further work is needed to improve the speed of the local aberration
correction and additional upgrades to the experimental setup can be envisioned
to increase the temporal resolution. Nonetheless, the optical tools developed here
take the field of all-optical interrogation of neural circuits one step closer to real-time
control over neuronal physiology and development.
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Optogenetica is een krachtige aanvulling op het bestaande aanbod van technieken
dat in de neurowetenschappen wordt gebruikt om de fysiologie van neuronen te
onderzoeken en te ontrafelen hoe neurale netwerkstructuur gerelateerd is aan net-
werkfunctie. Deze techniek berust op het introduceren van lichtgevoelige eiwitten
of moleculen als actuatoren om een optisch signaal om te zetten in een fysiologi-
sche verstoring van een levende cel, zowel in vitro als in een levend organisme.
Tot heden heeft optogenetica het mojelijk gemaaht om de neurale activiteit op af-
stand te controleren bij levende en wakkere dieren en op verschillende schalen, van
afzonderlijke cellen en complexe neurale netwerken tot het onderzoek van dierlijk
gedrag . Dit brede scala aan experimentele mogelijkheden is mogelijk gemaakt
door voortgang in zowel de ontwikkeling van biologische sensoren als van optische
instrumenten die in staat zijn tot manipulatie met cellulaire precisie op een schaal
van milliseconden.

In cellulaire optogenetica-experimenten worden cellichamen, die genetisch ge-
codeerde actuatoren tot expressie brengen, selectief gestimuleerd om actiepotenti-
alen te genereren of te dempen. Vervolgens wordt het effect van die gebeurtenissen
gemonitord met behulp van fluorescerende sensoren. Om de fysiologie van neuro-
nen in een netwerk na kunnen te bootsen, moet het licht tegelijkertijd verschillende
doelgebieden activeren, die op vele micrometers van elkaar af kunnen liggen. Dit
wordt vaak gerealiseerd door een methode toe te passen waarbij met behulp van
computergegenereerde holografie een lichtpatroon wordt gevormd om zo meerdere
brandpunten voor fotostimulatie te creéren. In dikke weefsels wordt fotostimula-
tie gewoonlijk bereikt door optogenetische actuatoren te exciteren met ultrakorte
nabij-infrarood (NIR) lichtpulsen, via een proces genaamd multifoton-absorptie. Dit
niet-lineaire proces, wanneer gericht op het doelgebied van belang, vergemakke-
lijkt het maken van optische doorsnedes van het weefsel, wat met name relevant
is wanneer de actuatoren in het gehele weefsel zijn geintroduceerd.

Ondanks de vooruitgang in de richting van cellulaire optogenetica in het laatste
decennium, blijft de toepassing van optogenetica op subcellulaire domeinen be-
perkt. Dit proefschrift richt zich op verschillende technologische uitdagingen in het
verbeteren van optogenetische stimulatie in de richting van manipulatie op subcel-
lulair niveau. De hier ontwikkelde optische instrumenten zijn algeemen toepasbaar
voor het bestuderen de fysiologie in verschillende diermodellen, maar in dit onder-
zoek worden ze voor zebravisembryo'’s gebruikt.

Voor dit doel is een beeldvormingssysteem ontwikkeld dat beschikt over zowel
een geintegreerde fotostimulatiemodule om de fysiologie van het preparaat te ver-
storen, als een lichtmicroscoop om het effect van die verstoringen in realtime te
visualiseren. Hoofdstuk 2 beschrijft de combinatie van lichtschijfmicroscopie (Light
sheet microscopy) met een stimulatiemodule op basis van NIR-licht gevormd met
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driedimensionale computergegenereerde holografie. De kenmerken van dit instru-
ment zijn specifiek afgestemd op het uitvoeren van beeldvorming en optogenetische
stimulatie in levende zebravisembryo’s.

Een van de belangrijkste uitdagingen bij het ontwerpen van een fotostimula-
tiemodule voor realtime manipulatie is de mogelijkheid om verschillende stimula-
tiepatronen te kunnen genereren die voor dynamisch veranderende doelstructuren
worden gebruikt. Om die reden moet de berekening van verschillende stimulatiepa-
tronen tijdens het experiment binnen seconden gemaakt kunnen worden. Echter,
traditionele methoden zoals Gerchberg-Saxton en Weighted Gerchberg-Saxton pro-
duceren hologrammen van hoge kwaliteit met een relatief hoge rekentijd, variérend
van seconden tot minuten. In deze context wordt in Hoofdstuk 3 een algoritme ge-
presenteerd voor het 10 keer sneller berekenen van computergegenereerde holo-
grammen in vergelijking met de traditionele algoritmen die hierboven zijn genoemd.

Een andere grote uitdaging van subcellulaire optogenetica is om de stimulatie-
patronen te concentreren op diffractiegelimiteerde volumes diep in het weefsel. Va-
riaties in de brekingsindex van inhomogene weefsels vervormen het stimulatielicht
dat er doorheen gaat. Deze vervormingen, ook wel bekend als optische aberra-
ties, leiden tot een verlies van ruimtelijke begrenzing in het stimulatiepatroon en
een verminderde efficiéntie van de niet-lineaire excitatie. Om dit probleem aan te
pakken, stelt Hoofdstuk 4 een adaptieve optische methode voor om lokale aberra-
ties in stimulatiepatronen die in het weefsel van de zebravis worden geprojecteerd
te compenseren. De ontwikkelde methode is in staat om de intensiteit van het
stimulatiepatroon na correctie met ten minste het dubbele te verhogen.

Een ander aspect waarmee rekening moet worden gehouden bij het uitvoeren
van optogenetische stimulatie van cellulaire en subcellulaire compartimenten bij
levende dieren, is de mogelijke schade aan die wordt aangericht door herhaalde
blootstelling aan het stimulatielicht. Schade veroorzaakt door langdurige blootstel-
ling aan NIR-licht moet worden onderzocht en gekwantificeerd om zo de minst in-
vasieve laserparameters te kunnen bepalen. Hiertoe introduceert Hoofdstuk 5 een
intra-cavity dumping-mode-locked lasersysteem, dat de mogelijkheid biedt om de
herhalingssnelheid, het piekvermogen en het gemiddelde vermogen onafhankelijk
van elkaar te wijzigen. De effecten van variabele herhalingssnelheid en gemid-
delde vermogens op zowel thermische als niet-lineaire schade worden vervolgens
gekwantificeerd in zebravisembryo’s.

Dit proefschrift biedt drie belangrijke verbeteringen ten opzichte van de be-
staande optische technologie voor het in vivo volledig optisch uitlezen van neuro-
nen. Een sneller algoritme om computergegenereerde hologrammen te berekenen,
een methode om lokale aberraties in het stimulatielicht te corrigeren en ten slotte
minimaal invasieve laserparameters werden gedefinieerd om ultrakorte pulsen van
NIR-licht in levende organismen te focussen. Deze methoden zijn afzonderlijk ge-
karakteriseerd en gevalideerd in levende zebravishersenen, maar ze kunnen ook
in combinatie worden gebruikt om hogere precisie en flexibiliteit in optogenetica-
experimenten te bereiken. In de praktijk is verder onderzoek nodig om de snelheid
van de lokale aberratiecorrectie te verbeteren en kunnen aanvullende upgrades
van de experimentele opstelling worden overwogen om de temporele resolutie te
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verhogen. Desalniettemin brengen de hier ontwikkelde optische instrumenten het
vakgebied van volledig optisch uitlezen van neurale circuits een stap dichter bij
realtime controle over neuronale fysiologie en ontwikkeling.
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