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Abstract
As AI is progressively incorporated into several spheres of society, its importance is growing quickly.
Businesses are investing extensively in AI technologies due to their promise to automate processes,
improve decision-making, and increase productivity. This rapid growth has also brought a lot of chal-
lenges. These include the possibility of discriminating or skewed results, a lack of accountability, and
unanticipated mistakes. To address these challenges, there is a growing interest in Human-AI teams
where AI-assisted decision-making includes humans in the loop. This approach has been widely ex-
plored to address the issue regarding transparency, reliability, and trustworthiness. At the legislative
level, governments advocate for increased transparency and accountability in human-AI collaboration.

However, the essential premise of Human-AI teams in critical applications (such as health care) is
that humans must be able to comprehend the reasoning behind an AI system’s decisions. Because of
the opaqueness of the AI systems, it has been proved very challenging for humans to understand and
interpret AI advice. The field of explainable AI, often known as XAI, is promoted as the link that permits
human comprehension of AI systems. To meet the demand for AI system explainability, a wide range of
machine learning explainability techniques have been created. However standalone explanation tech-
niques have been found to have limited success in ensuring a coherent understanding of AI systems
by human users. The primary cause is the insufficient interactivity, absence of actionable human feed-
back, limitation to specific information, and lack of personalization from the user’s perspective. Other
approaches such as XAI Dashboards that provide users with multiple standalone explanations have
been found to cause information overload. Recent studies suggest that an overload of information can
lead to suboptimal AI reliance and understanding. Additional studies also show that XAI dashboards
because of their limited interactive nature, the information interchange is mostly unidirectional. Fur-
ther studies pointed out that XAI dashboard may fail due to unidirectional information exchange, which
hinders active user exploration. This may result in an incoherent understanding of the AI system.

Delivering explanations through conversations (conversational XAI) can be a potential solution to
address the research gap. Recent studies have shown that the interactive exchange of information may
promote a better understanding and uncertainty awareness of AI systems. Additionally, the ability to
selectively answer user-specific queries may help users create a better mental model of the AI system
and hence improve appropriate trust and reliance. Finally, the personalized conversation may also help
in higher perceived trust and address user information need about AI systems.

In this research work, we performed an empirical study (𝑁 = 245) to evaluate the impact of conver-
sational XAI on the understanding, trust and reliance of the AI system. The interface for conversational
XAI is built with a rule-based approach. To understand how the impact varies compared to widely
adopted alternatives — XAI Dashboard, we compared the understanding, trust, and reliance of AI
systems with a between-subjects setup. Additional effects of user-specific personalization of conver-
sational XAI were also studied.

Overall, we found that participants with explainer interfaces showed improved trust and reliance
compared to the control condition (i.e., no XAI). However, such increased reliance are not necessarily
appropriate reliance. The experimental results observed a clear over-reliance on the AI system for
participants with XAI. Additionally, no significant difference was observed in user understanding, trust
and reliance between XAI dashboard and conversational XAI interface. Our results and findings may
provide useful guidelines to future work about conversational XAI interface and XAI-assisted decision
making.
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1
Introduction

AI systems are currently being integrated into numerous sectors, and the pace of integration is grow-
ing daily. AI systems today are performing cancer diagnostics, recommending to users what to buy,
deciding if an insurance claim is legit and much more. However, as AI systems become ubiquitous,
some important questions arise: Can we trust AI? How do we make sure that there is accountability in
such a system? How do we ensure that Humans are in the loop of decision-making?

Due to these growing concerns, government legislation across the globe is now working to establish
norms that will guarantee that such demands are met and that AI systems can be developed with
transparency at their core. The US AI Bill of Rights and the EU AI Act are two such instances [17, 52].
At their core, many of these AI systems have a ”black box” nature, which means that it is difficult to see
or comprehend how an AI system makes decisions or predicts its outcomes. It can be challenging for
humans to comprehend how an artificial intelligence (AI) system generates predictions because these
systems can be complex and have many intricate, interconnected levels.

A developing technical discipline of explainable AI, also known as XAI, addresses this need. XAI
researchers are involved in developing technical algorithms to ensure that AI model decisions can be
explained in a manner comprehensible by humans [13, 21]. There have been several developments
in this space, such as model-agnostic techniques [59, 45, 35], which build explanations around the AI
model without utilizing its internal structural information, model specific techniques which are specific
to certain types of AI models and use internal model properties to create explanations [47, 24].

Standalone explanations provide a specific type of explanation. However, users have diverse needs
and understanding. Lack of flexibility to adapt to the diverse needs of users may lead to a reduction is
the user’s understanding, trust and reliability,

On the other hand, one can argue that providing multiple standalone explanations could be a possi-
ble solution. Currently, to deliver explanations using multiple explanation techniques, one widely used
approach is AI explanation dashboards (XAI dashboards) such as explainer dashboard [18]. However,
studies have shown that even if users receive multiple such explanations, it can make them more con-
fused [31, 28]. Thus, users could have trouble comprehending the various explanations given to them
in a coherent manner. According to certain studies, the large quantity of information provided simul-
taneously may also result in lower performance in Human-AI collaborations [64]. Furthermore, it has
also been observed that even though such systems increase people’s subjective trust in AI systems,
they do not always provide the same level of appropriate trust [49].

The fundamental problem is that many explanation techniques fall short of being coherent since
they do not consider users’ mental models. A coherent understanding happens when the user can un-
derstand what led to certain outcomes correctly while understanding the underlying limitations of the AI
system [25]. A coherent understanding may aid users to make correct internal representations without
creating erroneous generalizations about the AI system’s decision-making. Hence it is fundamental
to ensure users can make appropriate decisions. Furthermore, promoting healthy generalization in
the user’s mental model also ensures that the decision-making is consistent even in newly observed
scenarios [25]. Additionally, certain studies show that critical thought processes in users may lead to
better decision-making. The critical thought process in users can be enabled by presenting information
through cognitive forcing interactions [5]. These interactions include motivating the users to perform
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2 1. Introduction

specific actions, providing the information as per user demand etc. Since standard explanations are
static, they may not motivate users to be explorative. This may prevent users from finding out con-
tradictions and inhibit uncertainty awareness. Hence this may lead to users developing a suboptimal
understanding of the AI system and reducing appropriate AI reliance and trust.

Conversational explainers (Conversational XAI) could be a possible solution to these issues. The
conversational explainers can provide users with explanations in a dialogue-like manner similar to how
human-to-human interaction happens. They can be tweaked to answer user queries in a manner suit-
able to the user because they can support personalization for user-specific interactions. Through con-
versational means, we can also deliver selective explanations to the user as per user queries. This
ensures the users are not overloaded with information [30]. Additionally, the conversational explainer
allows a mutual exchange of information, ensuring that the user is more engaged in interpreting infor-
mation. Hence, it can also have the capability to steer users’ critical decision-making through dialogue
and using the concepts of cognitive forcing while it delivers explanations [5].

1.1. Research Objectives
In this work, we develop a dialogue rule-driven conversational XAI interface that provides users with
certain explanations as per their queries. The interface can improve explainer coherence by incorporat-
ing personalization through users’ internal mental models and interactive information interchange while
providing explanations. Ultimately in this work, we wish to conduct a crowd-sourced study to explore if
the conversational XAI technique of explanation improves users’ overall AI system understanding, trust
and reliance. This study is performed by comparing it to the scenarios where no AI model explanations
are provided and when it is delivered through XAI dashboard, which is a widely adapted way present
in the industry.

Based on the motivation discussed above, we aim to find answers for the following two research
questions (RQ):

1. (RQ1): How do the XAI dashboard and a conversational XAI interface shape user under-
standing of an AI system?

2. (RQ2) How do the XAI dashboard and the conversational XAI interface shape user trust
and reliance on an AI system?

Although XAI dashboard and conversational XAI interface have been recognized as promising ap-
proaches to assisting human understanding, there are limited empirical studies to understand how they
shape user understanding. At the same time, it is also unclear how they will affect user trust and re-
liance, which definitely deserves empirical evaluation. Thus, in this work, we explored them with an
empirical study (𝑁 = 245).

1.2. Contributions
Broadly through this work, an attempt has been made to understand the impact of the conversational
explainability technique on users’ understanding and utilization of AI systems. With this work, the
following contributions are made:

1. Provide an empirical study of human-AI decision making with dashboard and conversational XAI
interfaces.

2. Development of Generic Experimentation platform (XAILAB) with modular design for easily cre-
ating and deploying experiments for XAI interfaces.

3. Presenting key finding on over reliance due to explanation interfaces, benefits of conversational
XAI and how choice of explainer interface affect the trust on the AI system.

1.3. Outline
• Chapter 2 presents the existing machine learning explanation techniques that are utilized in this
work. Discussion related to research concerning aspects of AI system explanation delivery and
factors influencing user behaviour and understanding related to machine learning explanations
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and AI systems is also provided. Discussion about how conversational means of AI explanation
delivery may help resolve some of the underlying issues are presented and also its limitations.

• Chapter 3 presents the Implementation process related to the conversational XAI and XAI dash-
board that is utilized during this study. Discussion about the implementation of the experimenta-
tion platform XAI Laboratory is also present.

• Chapter 4 discusses hypotheses, and experimental setup and lists various metrics and parame-
ters part of the user studies.

• Chapter 5 presents the results obtained from the user studies.

• Chapter 6 discusses the key findings from the results. It further provides implications of the
findings and limitations related to the research work.

• Chapter 7 presents the conclusion of the research. It also lists out possible future work that can
be undertaken.





2
Background and Related Research

In this chapter, the background and related research is highlighted. Section 2.1 discusses why there
is a growing need for AI explainability and also highlight some standard approaches for implementing
explainability. Section 2.2 discusses why recent research show that Human-AI team perform worse
than AI. Section 2.3 lists challenges related to machine learning explanations and human-ai team per-
formance. In this section, we also explore several approaches that could aid in improving the AI system
understanding through explanations. Section 2.4 discusses how the conversational approach to pro-
viding explanations could address some of the issues discussed in previous sections. Finally, Section
2.5 provides an overview of how the choice of task and human expertise influence the performance of
Human-AI teams.

2.1. Explanability for AI Systems
Many businesses have adopted AI systems, which are now essential to numerous processes and
application areas. Some industries which have widely adapted to AI solutions are the autonomous
vehicle sector for functions including perception and localisation [36], healthcare [62], and policing [46].

However, as AI has revolutionized businesses, several challenges have emerged. Making sure
the AI system provides its services in a transparent and accountable manner is one of the major is-
sues [42]. To address this issue, there has been a broad interest in utilizing Human-AI teams. However,
a significant roadblock lies in the difficulty of explaining the AI system working to a human mind. This
is primarily due to the black-box nature of the underlying AI models used to create AI systems. As a
result, humans cannot directly grasp the underlying sophisticated functions, etc. that the AI system
utilizes to compute its outputs. This demand for enabling human-in-the-loop of decision-making is the
driving force behind the Explainable AI (XAI) field of AI research. In general, XAI refers to AI research
that focuses on developing methods, algorithms, etc., to describe AI system decisions in a way that is
human-understandable.

In order to focus on approach, problem domain and relevance for explainability a variety of ”tax-
onomies” have been proposed for developing XAI techniques [65]. The methods are generally devel-
oped based on how explanations are produced, the kind of explanation produced, the explanation’s
domain of application, the kind of AI model for which the explanations are produced, or any combina-
tion of these factors. Many research survey works have been published collating the information on
the latest available approaches in the explainability space [65, 22, 56, 38, 1, 61].

Some research has highlighted building AI models with human comprehensible complexity as the
basis for approaching AI explainability [33, 9, 53]. This approach involves developing AI models that are
inherently interpretable by humans, which is called interpretable machine learning. Another approach
to explainability is based on what perspective explanations are delivered. These include whether the
AI system working is being explained locally based on a single prediction [45] or globally from a top-
level view across diverse data [54, 41]. Model type for providing explanations is another basis for
defining AI explainability. This focuses on designing techniques independent of the type of AI model,
Model Agnostic or can only be applicable to certain AI model types, Model Specific. Some of the
Model Agnostic explanation techniques are: SHAP (Shapley Additive Explanations)[35] which is an

5
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explanation technique available for both local and global explanations. It is a model-agnostic technique
which highlights important features that were influencing the outcome of the AI system (underlying
machine learning model), MACE (Model-Agnostic Framework for Counterfactual Explanation) [59] is a
model-agnostic explanation technique that uses an RL-based method for finding good counterfactual
examples and a gradient-less descent method for improving proximity and PDP (Partial Dependency
Plots) [50] is a global explanation technique to capture the marginal influence of variation of an input
feature on the output of AI model prediction i.e. A partial dependence plot can be used to understand
the nature of the relationship and whether it is linear, monotonic or more complex. On the other hand,
some model-specific techniques include: Decision Tree [4]: which is a model-specific technique that
generates shallow decision trees as an explanation to guide users on if-else-like steps involved in
making decisions, GRADCAM [48], which is a visual explanation technique for deep learning models
that uses any target concept’s gradients, which flow into the last convolutional layer, to create a coarse
localization map emphasizing key areas in the image for concept prediction.

The explanation techniques can be accessed through their standalone implementations or through
several explanation toolboxes. Some of these include OmniXAI [60], [18], iml and aix360 [2].

2.2. Human-AI Teams
The premise of Human AI teams is motivated by the fact that together can improve each other. This
makes the overall system much more accurate and transparent. Some studies show that this collab-
oration has worked and improved the decision-making of Human-AI teams compared to Human-only
teams. Broadly recent studies suggest that they still perform worse compared to just AI making deci-
sions [6, 3, 7, 8].

One reason for the same is pointed out by Zhang et al. The researchers found that unless comple-
mentary expertise is built upon the problem domain, the Human-AI team performance is always worse
compared to AI. Hence humans should be able to spot where AI is making incorrect decisions and
mediate to reach the correct decision. At the same time, trust AI when it is correct. This leads to a
need to ensure that proper uncertainty awareness and system understanding is provided to the human
user.

2.3. What is a Good Explanation?
In the previous section, we pointed out that studies suggest that Human-AI Teams often perform worse
than just AI. So interesting questions come across when we try to understand what’s happening behind
the scene. Do human users fail to comprehend the explanations? Do the explanations fail to deliver
an appropriate level of AI system understanding? Do the explanations fail to initiate critical thought
processes and concept grasping for human users?

Buçinca et al [6] in their work suggest that the intention of the explainers was to reduce over-reliance
and bring human understanding into decision-making. However, the explanation techniques overall
have failed to deliver this mainly because the human mind, in general, is engineered to approach
issues using System 1 thinking, which employs heuristics and shortcuts which prevent human users
from adding valuable critical thinking while making decisions. This is supported by the findings of Wang
et al. [57] in their work. They show how human users over-rely on AI systems in cases where the AI
system solves a complex task that they have difficulty understanding. This highlights that when users
cannot grasp the inherent understanding of the system, they limit their critical thinking and trust what’s
available to them. Hence it’s crucial for a successful explanation to calibrate user trust and convey the
uncertainties with the AI systemwhile also ensuring that users can understand the AI System overall. To
support this, the authors show that complex AI models that are challenging to comprehend for humans
lead to poor causal reasoning for AI system predictions.

A possible reason for this inconsistent understanding is the fundamental difference between how the
explanations are produced and consumed by users. Liao et al. [34] in their work point out that without
a seekable outcome in relation to a task, humans struggle to comprehend what’s provided to them.
Hence, without an actionable focus, humans fail to infer from the information provided to them. The
authors also highlight another reason for degraded Human-AI performance. It is a disconnect between
the approach of providing explanations and people’s cognitive processes. Explanations which doesn’t
initiate critical thinking may lead to trust in AI systems but inappropriate AI reliance. Support for this
finding comes from Eiband et al. [16]. Their work shows how even untrue placebo-like explanations
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can create a similar level of trust in AI systems in users as genuine explanations can.
So how do we ensure that users can utilize critical thought processes while interpreting explana-

tions? In their work, Miller et al. [40] suggest that one possible approach is to create a sense of need
in human users. The need is observed in people with obtaining explanations when something contract-
ing their thought process is observed or when a shared meaning is desired. In their work, Buçinca et
al. [6] present some techniques that may enable a sense of need in humans and ultimately improve
critical evaluation by users. The authors discuss cognitive forcing strategies which enable the user’s
active and critical thought processes. Some strategies are: On demand availability of information by
asking user action to promote focus. Update strategies that force users to make a decision first and
then provide AI advice. Thus enabling a curious thought process in users to look for reasoning and
contradictions. Wait strategy to not provide explanations immediately but force the user to wait after
action thus creating a sense of curiosity [44].

Apart from the AI system, the Human-AI team performance could also be affected by human bias.
He et al. point out in their work that Dunning-Kruger Effect, a metacognitive bias among people, can
hinder their appropriate reliance on AI systems [23]. This bias may lead to less-competent individuals
overestimating their skills and performance, which may lead to reduced appropriate reliance. The
authors also point out that designing tutorial interventions for allowing humans to assess their skills in
the Human-AI teams could help reduce bias.

Jacovi et al. in their work suggest folk concepts that may act as a blueprint to develop coherent
explanations [26]. The authors draw a comparison to the human-to-human discussions. They suggest
that such conversations are not based on absolutes but are supposed to ensure that the other person’s
representation is brought in sync with the points discussed. The authors discuss the folk concepts for
generating such coherent explanations:

• Internal Representation: This involve interpreting how user’s mental model is in regard to the task
domain regarding the parameters involved and AI systems working.

• Representation Causes: This involves ensuring that the causal nature of certain aspects in the
prediction should have similar behaviour to what it is inside the user’s mental model and AI sys-
tem.

• External Causes: External causes relate to the facts and thought process that is not part of the
internal mental model of users. This may lead users to confuse things in regard to certain aspects
of explanation.

The findings of Dazeley et al support this. The authors argue that to ensure that an acceptable and
trusted explanation is delivered to the user, the AI system must continuously update and determine
user’s contextual position. This can be done through an interactive process which involves information
exchange between the AI system and the user [12]. This is similar to how humans discuss and make
decisions, where any argument is resolved through a series of information interchanges and grounding
of facts. The conversational approach of explainability could be a promising solution since due to its
interactive nature, it could potentially implement the desired characteristics of good explanations we
discussed so far.

2.4. Conversational Interface for Explanations
Today we see conversational AI systems in multiple domains, including internet search, finance, health-
care, etc. With every passing day, more and more domains are adopting conversational AI systems.
The primary reason why it has such high adaptability is that humans find it easy to associate with
conversational interfaces since it mimics the experience of talking to another intelligent being that can
interact back. Although such a means also comes with issues such as anthropomorphic bias [27] which
may lead to overtrust in the AI system. There is a growing trend in utilizing the advantages of the con-
versational system in improving the transparency of AI decisions by developing a machine learning
explanation system that can explain AI system decisions to users through conversations.

Lakkaraju et al., in their work, suggest some principles for delivering interactive explanations [32].
Such interactive systems should be able to have the ability to receive continuous user queries, respond
appropriately, and be capable of calibrating responses, reduce overhead for grasping information and
show responses in the correct context. Over the years, several systems have been built that approach
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machine learning explainability through conversational means. Slack et al. proposed an open-ended
dialogue system that can provide different explanations for the tabular model [49]. They point out how
such a systemmade it enabled the users to use and understand AI models more rapidly and accurately.
They also compared it to existing means of explainability, such as XAI dashboards. Although in their
work no statistical significance was analyzed.

Explanations delivered through conversations utilize the innate ability of humans to understand
through language without high cognitive effort. This may help users grasp information easily and with
more clarity [11, 15, 51]. Explanations delivered through conversational means can also be used to
indicate understanding and communicate confidence through adjustment of psychological distance in
conversation, a kind of word play.[37]. The findings of Zhang et al. further support this. The authors
evaluate the complementary expertise of human-ai teams utilizing explanations [63]. In their work, they
talk about utilizing two linguistic devices to mitigate over-reliance by ensuring that the user is made
aware of uncertainties. ”Belief markers” that convey the inherent confidence while explaining things to
the user and ensure the users can recognize when the system suggests uncertainty through the pro-
vided explanation. ”Point of View” to utilise the third person and first person means to relay to the users
the confidence associated with the explanation information want to relay to the user. Such uncertainty
awareness could also help in mitigating System 1 thinking and improving AI system understanding [6,
25]. Since the conversational XAI system inherently conveys information through utterances. Linguistic
devices can easily be integrated into such a system.

In their work, Lai et al. discuss the advantages of providing subsets or selective information when
providing an explanation for AI system decisions [30]. They show how such a method provides better
understanding to the users and thus reduces noise in the information and relays more appropriate
information to the user. The conversational XAI due to its interactive naturemay utilize themental model
of the users to deliver certain information selectively. This may further reinforce on-demand cognitive
forcing. This also makes users feel more in control of what they should expect out of their queries. This
may also help in reductive cognitive overload, which is found in other explanation approaches such as
XAI Dashboards.[49]

However, the conversational approach also comes with challenges. The human-like dialogue may
increase the anthropomorphic bias [27], which may lead to overtrust in the AI system. As Slack et
al. observed, machine learning practitioners under regard conversational approach compared to the
dashboard approach even though the overall appropriate reliance shown by them is greater in a con-
versational setting. This could be a case of increased Dunning Kruger Effect leading to worsening
performance of the AI-Human team [23, 49]. Finally, a significant limitation is that developing conver-
sational interfaces for explanation is more time taking and personalization that is too domain-specific
may further increase the required effort in designing such systems.

2.5. Tutorial, Task Selection And Their Effects
Zhang et al. show that the choice of tasks can also affect user performance and AI advice understand-
ing. In cases where human skills are complementary to AI, the human users trust their decision-making
in cases where they understand the problem and trust AI system decisions in cases when they are not
experts or have an understanding of the problem [63]. This is supported by Wang et al. show that the
complexity of tasks could affect reliance on AI systems [57].



3
Implementation

In this chapter, the design and implementation of components associated with this experiment would be
discussed. Section 3.1 provides information on the task, the dataset utilized and the machine learning
model trained using it. This section also discusses the explanation techniques part of the study and
the backend service design to obtain predictions and explanations. Section 3.2 discusses the XAI
Dashboard with which we are going to compare the Conversational XAI. 3.3 discusses the design
and working of Conversational XAI. Section 3.4 discusses an extension to Conversational XAI using
personalization and adaptive steering. Finally Section 3.5 discusses designing and implementation of
XAI Laboratory which is an experimentation platform to easily create experiments and deploy them.

3.1. Task and AI System
3.1.1. Task Overview

Figure 3.1: Loan Applicant Profile

The tasks used in this study involve a two stage process. The user is provided with a loan applicant’s
profile (Fig 3.1). The profile has several features associated with it. The user is supposed to determine
whether the given profile is Credit Worthy or Not Credit Worthy to get the loan. In the first stage, the
user has to decide on their own without any AI advice. In the second stage, an AI system utilises the
same information to advise whether the application is Credit worthy or Not credit worthy. The user now
makes a final decision again on whether the given profile is Credit worthy or Not credit worthy.

9
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Table 3.1: Features Used in Experiment.

Feature Name Type Description
Gender Categorial Gender of the loan applicant
Married Categorial When the loan applicant is Married or not
Dependents Categorial Dependents loan applicant has 0/1/2/3+
Education Categorial Whether the loan applicant is a Graduate or not
Self Employed Categorial Whether the loan applicant is a self employed or not
Applicant Income Continuous Income of the loan applicant
Coapplicant Income Continuous Income of the loan coapplicant
Loan Amount Continuous Loan amount for the application
Loan Amount Term Continuous Loan term for the application in months
Credit History Categorial Whether the loan applicant has a positive credit history or not
Property Area Categorial Whether the loan applicant lives in urban/semiurban/rural neighbourhood

Table 3.2: Machine Learning Model Information.

Model Type XGBoost Classifier
Library XGBoost
Accuracy 78.44%
Data Transformation Categorial (One-hot)
Prediction Credit Worthy & Not Credit Worthy

3.1.2. Dataset
The dataset utilized is the tabular Loan Prediction Problem Dataset1 from Kaggle. This dataset is
a binary prediction dataset. It has two possible prediction classes in Loan Status Yes and No. The
following choice is made to relabel classes: Class Yes should get the loan while No shouldn’t. They
are relabelled as Credit Worthy and Not Credit Worthy respectively.

• Credit Worthy: The person should get the Loan.

• Not Credit Worthy: The person should not get the Loan.

For the features, we encode all categorial values in label encoding format. Here features represent
various parameters associated with an applicant’s profile. The features used with type are provided in
table 3.1. The dataset is split into 80% training and 20% test for training the machine learning model
post randomization with seed 37.

3.1.3. Machine Learning Model
The binary classifier machine learning model is trained using a Tabular transform on the training data
from OmniXAI library [60]. All categorial features are one-hot encoded upon transformation. The model
trained on the transformed data is of type XGBClassifier provided by the XGBoost library [10]. Table
3.2 provides information on the machine learning model.

3.1.4. Explanation techniques
In the experiment five types of model explanations are provided: feature importance using SHAP [35],
counterfactual explanation using MACE [59], Global explanation using PDP [50], Decision Tree [4]
and What-If scenario simulation. For obtaining SHAP, MACE, PDP model agnostic explanations and
decision tree OmniXAI library has been used [60]. Table 3.3 gives information on available explanation
techniques and their use.

3.1.5. Inference Backend
The inference backend allows for REST API2. based endpoints that connect the explainer interfaces
with the model and explainers. To ensure scalability and easy implementation the whole infrastruc-
1Loan Prediction Problem Dataset
2REST

https://www.kaggle.com/datasets/altruistdelhite04/loan-prediction-problem-dataset
https://restfulapi.net/
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Table 3.3: Provided Explanation Techniques.

Explainer Type Scope Library Description
Feature Impor-
tance

Model Agnostic Local Omni Tabular
SHAP

Provides ex-
planation on
features influ-
encing current
model predic-
tion

Counterfactual Model Agnostic Local Omni Tabular
MACE

Provides mini-
mum changes
needed to input
value to switch
current model
prediction

Global Explana-
tion

Model Agnostic Global Omni Tabular
PDP

Provides
marginalized
influence of
variation in
a feature on
model outcome

Decision Tree Model Specific Local Omni Tabular
Decision Tree
Classifier

Provides tree
with decision
boundaries

What If Model Agnostic Local - Allows users to
run model pre-
diction on modi-
fied profile

Figure 3.2: Backend Inference for Model Prediction and Explainer

ture has been containerized using docker3. Flask application4 hosted using Gunicorn5 is used inside
3Docker
4Flask
5Gunicorn

https://www.docker.com/
https://flask.palletsprojects.com/en/2.3.x/
https://gunicorn.org/
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containers to implement REST endpoints.

3.2. XAI Dashboard
XAI dashboard implements prior discussed explainers in a dashboard tab view. The XAI dashboard
provides required explanations based on Task Metadata (applicant profile). Users can switch between
tabs to view different explanations.

3.2.1. Validation
In order to ensure that the users view multiple explanations before making a decision while working on
a task a validator has been placed. The validator ensures at least two explanation methods are viewed
by the user before they can proceed.

3.2.2. UI
Figure 3.3 shows different tabs displaying different explanations for the AI decision. The feature im-
portance tab provides a bar chart displaying the SHAP explanation for current profile. Here positive X
axis display supporting features SHAP scores while negative X axis display opposing features SHAP
scores. Global explanation tab allows users to view PDP based explanation after they choose a feature
to assess using the dropdown menu. Counterfactual tab displays features with their modified value,
that can lead to switching of current prediction to alternate prediction. Decision Tree tab displays de-
cision tree providing the decision steps to reach current prediction. Finally what if tab provides an UI
where users can modify the loan applicant profile and then receive the prediction for modified profile.

3.3. Conversational XAI
A conversational XAI interface provides explanations for the AI advice through the means of conver-
sations. In this work, the implemented solution uses a rule-driven approach to interact with users. The
user is provided with choices based on their prior selection, the user has to choose the choice to go
forward. The conversational XAI system would then update its internal state to provide the user with
the relevant information.

3.3.1. Architecture
Figure 3.4 shows the architecture of conversational XAI. The conversational XAI is loaded for task
metadata which sets feature values for a given task (applicant information). The various components
are discussed below:

1. Interactive View: This component corresponds to the user-side interactive UI. Figure 3.5 gives
an overview of the layout of the conversational XAI interface. This view has two primary functions:

• Provide the user with explanations and possible instructions. This is based on the choices
the users make. UI elements such as buttons, dropdowns etc are further used to implement
this.

• Suggest to the users, different explanations such as upon obtaining Decision Tree Explana-
tion ask the user to check Global Explanations of the feature of their choice.(Figure 3.6)

• Obtain the next expected action from the user and pass it to Action Unit.

2. State Information: It is the component which is responsible for loading relevant information in
interactive view. Every state contains the information on a present node in the rule-based decision
layout with the following components.

• Responses to the User.

• Modified explanation information from Action Unit in case the state provides an explanation.

• Images if any.

• Relevant choices for the users related to the next possible states.
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(a) XAI Dashboard: Feature Importance (b) XAI Dashboard: Global Importance

(c) XAI Dashboard: Counterfactuals (d) XAI Dashboard: Decision Tree

(e) XAI Dashboard: What If

Figure 3.3: XAI Dashboard Explanations
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Figure 3.4: Conversational XAI Architecture

Figure 3.5: Conversational XAI Overview

3. Action Unit: It is the core component of conversational XAI that is responsible for connecting
all different components. It is responsible for updating states based on user selection, updating
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Figure 3.6: Conversational XAI Links

journey and usage metadata, facilitating validation and export requests from external service,
and based on the user selection choice if the explanation is needed then call the relevant REST
API interface for obtaining a specific explanation from the backend service and update state
information.

4. Journey & Usage Metadata: This component keeps track of the usage journey of users. These
include the type of explainers used, the order in which explanations were utilized, and tracking
the time for the user journey.

5. Validation & Export: This ensures that users have viewed at least two different kinds of ex-
planations before proceeding with the next task.

6. REST Api interfaces: Provides interfaces that can be used to call backend services for obtaining
explanations.

3.3.2. UI
Figure 3.7 shows different explanations for the AI decision provided by conversational XAI. The image
generated for different explanation techniques are the same as the XAI dashboard. However additional
information based on user selection and generated explanations is also provided as utterance.

3.3.3. Advantages:
The ability to exchange information between the user and the conversational XAI interface enables
interactivity to explanations [32]. Since conversation flow happens step by step, this may allow smooth
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(a)Conversational XAI: Feature Importance (b)Conversational XAI: Global Importance

(c)Conversational XAI: Counterfactuals (d)Conversational XAI: Decision Tree

(e)Conversational XAI: What If

Figure 3.7: Conversational XAI Interface
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updation of the user’s contextual position, which may help improve acceptability [12] . With interactivity,
users get information on demand. We also add anticipated wait by utilizing chat typing dots before giving
results. Studies have shown that on-demand and on-wait can enable cognitive forcing, which may lead
to better critical thinking [6]. Additionally, user-making choices enable actionable focus, which may lead
to improved understanding [34, 40, 26]. Finally the use of language tools in phrasing conversations
may help improve the uncertainty awareness in users [63, 6]. Prior research suggests that a better
uncertainty awareness can lead to a better understanding of the AI system [25, 57].

3.4. Conversational XAI Personalized - With personalization and
adaptive steering

The extended version of Conversational XAI includes the ability to personalize and adaptive steer
conversations. This is achieved by utilizing the user’s prior belief on important features from before AI
advice stage to respond to the user with custom conversation utterances.

3.4.1. Extensions
1. User belief state based adaptive steering: In this extension (Figure 3.8a), the conversational

XAI personalized can inform the user on how they can use explainers while giving examples on
how they can use the explainer for different features. These features are chosen from the user’s
prior highlighted important features. This way, the user is motivated to evaluate their thought
process and AI system decision-making in the context of their prior belief.

2. User belief state based explanation personalization: In this extension (Figure 3.8b, 3.8c,
3.8d, 3.8e) the conversational XAI personalized provides explanations with additional selective
explanations. These selective explanation comments upon the role of the user’s prior highlighted
important features in the context of the current explanation. This may encourage users to evaluate
contradictions better and improve coherent understanding of the AI system.

3.4.2. Advantages
The personalization and steering may lead to improved critical thinking and curious exploration that
involves understanding uncertainty, spotting contradictions, exploring more explanations etc. Studies
have shown that such improvements may lead to more appropriate reliance and better understanding
of AI systems [30, 63, 6, 26].

3.5. XAI Laboratory
One of the effort-demanding tasks for an HCI researcher working in the XAI domain on any user study
is to define the UI for the user study. These UI includes things like designing pages for individual tasks,
instructions, consent, surveys etc. Additionally, further effort has to be put into adding and managing
variables of UI elements, storing them in databases in a structured format, integrating systems under
test to UI, deploying such systems live and more.

As part of the research work a generic easy-to-build modular experimentation platform XAI Labora-
tory was developed that allows users to write their entire experiment as JSON configuration without the
need to put effort into designing backend, database and frontend elements regarding the experimental
study. Any custom work in terms of UI can also be easily added as an add-on, while custom work in the
backend needs to be added as a REST API endpoint. In the present research, we use XAI interfaces
as custom work for the XAI Laboratory. However, the solution has also been built to be easily usable
for other use cases.

3.5.1. Architecture
The architecture (Figure 3.9) is divided into three parts based on the role they serve:

1. Frontend and Backend Builds: This is the architecture’s leaf level and enables the developer
to build frontend and backend components at the local system level.
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(a)Conversational XAI Personalized: Adaptive
Steering

(b)Conversational XAI Personalized: Feature
Importance

(c)Conversational XAI Personalized: Counterfactuals (d)Conversational XAI Personalized: Decision Tree

(e)Conversational XAI Personalized: Global
Importance

Figure 3.8: Conversational XAI Personalized
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• XAI Lab Frontend Core: This is responsible for building the frontend application based
on user provided user study configuration. Additionally, if any custom UI components ad-
dition needs to be done, necessary user components need to be imported at this stage. It
generates experiment pages that can be reached from root deployment with URL endpoint
given belong, here User ID that can be associated to a crowd worker etc. When storing in a
database, the user id is also stored in the entry.

Listing 3.1: Experiment Web Address

domain_name / dynamic− i n t e r f a c e / { exper iment_ id } / { user id }

• XAI Lab Backend Core: Flask-based backend, which by default, when live, receives user
study data from the FrontendCore component and stores it in a Postgres SQL-based database.
The format of the database is discussed in the next sections. Users can also add their own
services to the Backend Core as REST API endpoints for their custom UI components.

2. Containerization: Upon building the Frontend and Backend builds locally, the users can create
equivalent Docker images for the builds and also provide any necessary environment variables
needed for their deployment. The user needs to provide some default configurations such as
server url information.
Upon building the docker images they are pushed to the user’s docker hub.

3. User Server: In the user’s server a docker-compose file can be placed that utilizes the images
created in the previous step along with any secrets such as database credentials etc to launch
the frontend, backend and database services in the server as docker containers. Following this
users can configure their nginx site files with the certificates to allow web access to the running
service.

3.5.2. User Study Config
The XAI Laboratory’s flexibility in creating user interfaces is facilitated by the User Study Config JSON
file that serves as a blueprint for the experiment that needs to be conducted using the platform. By
default, the user interface loads a schema of a page with a next button at the bottom right of the
screen. The next button gets enabled only after a validation check. In case certain UI elements in the
current schema are defined as mandatory, only after the user enters information on the mandatory UI
element is the button enabled. Figure 3.10 highlights the structure of the configuration file.

1. Information Experiment: This includes information on Id of the Experiment, Title of the Experi-
ment for Display in the admin console, Group Name (if multiple groups in the study). Whenever
a entry is made in the backend database we store user

2. Experiment Sections: Ordering and Structuring of the pages are defined using experiment sec-
tions. This contains an array of sections each having its own utility for example it may contain
two sections corresponding to tasks and survey questions.

• Section: Each section contains an array of page groups. For example, a section for ”Tasks”
may have several page groups, each corresponding to one task.

• Page Group: Each Page Group is an array of schema ids. This allows a group of pages
in an experiment to be associated with a common origin. For example, if a single task has
several steps on different pages we can group all these different pages as one page group.

3. Section Ordering Nature: It is an array of booleans that are associated with equivalent indexes
in the Experiment Sections. Users can provide whether they want to randomize the ordering of
page groups within a section. For example for Task Section if you want to randomize the ordering
of different tasks.

4. Task List: (Optional) The XAI Laboratory also allows assigning index numbers in the user in-
terface to the randomized task order. The Task List has an array of schema ids that labels the
containing schemas to be recognized as a Task.
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Figure 3.9: XAI Laboratory Architecture

5. Schema List and Schema: Schema List contains an array of schemas. Each schema provides a
user interface configuration associated with the page displayed in the experiment. Each schema
contains the following properties:

(a) Key: This is the id corresponding to the schema.
(b) Information: This included stuff like the title to display in the UI interface, page descriptions

etc.
(c) Is Progress Step: XAI Dashboard also can notify the user of their progress (top-left). This

boolean highlights whether this schema should be associated with progress being made.
(d) Left Pane: Contains an array of UI elements to display on the left side of the screen. UI

element corresponds to the standard HTML component to be added. It contains the following
properties.
• Order: In the left pane states the order of occurrence of UI element.
• ID: (Optional) Provides the key to the UI element when storing in the database. The
entries aremadewith the key to recognize an element and the value as an entry provided
by the user. In case it’s just a descriptive element such as labels id is provided, which
instructs the system not to store it in the database.

• CSS: Define custom css properties.
• Required: Boolen to flag for validation.
• Type: Determines the type of UI element. Currently supported ones are labels, radio
buttons, checkboxes, drag and drops, images, text boxes and tables.

• Options: Specific sub-options for certain UI elements.
(e) Right Pane: Similar to the Left Pane however also allows the addition of custom compo-

nents.
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Figure 3.10: XAI Laboratory User Study Config

3.5.3. Additional Features of XAI Laboratory:
• Caching Facility for user-defined variables

• Caching System state allowing resumable progress.

• Admin Panel to access different study groups.

• Integration of external link for crowd platform success and attention check redirects.
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Experimental Setup

This chapter discusses goals, experimental conditions, measures, procedures and participation infor-
mation related to the study. Section 4.1 presents the goals and associated hypotheses for the study.
Section 4.2 discusses the experimental conditions related to the study. Section 4.3 discusses the
measures and variables associated with the experiment. Section 4.4 presents the experimental pro-
cedure for different groups. Finally, in section 4.5, the sampling plan and participation information are
discussed.

4.1. Goal and Hypotheses
Some hypotheses were formulated to answer the research questions discussed in section 1.1. To
answer RQ1 following hypotheses are proposed:

• (H1) Compared to the XAI dashboard, the conversational XAI interface creates a better
understanding of the AI system.
Users may get overloaded with too much information when using the XAI dashboard. This may
lead to increased cognitive load but sub-optimal understanding [12]. In contrast, through con-
versational XAI, the explanations can be provided on user demand. This increases the users’
actionable focus and cognitive forcing, which can improve understanding of the AI system [34,
40, 26]. Studies have shown that uncertainty awareness may also lead to a better understanding
of AI systems [25]. Uncertainty awareness can be improved through language phrasing tech-
niques in conversational utterances [63]. This could further improve AI system understanding in
conversational XAI interface.

To answer RQ2 the hypotheses proposed are as follows:

• (H2): Compared to the XAI dashboard, the conversational XAI interface will help users
exhibit a relatively higher trust in the underlying AI system.
Interactiveness has been linked to higher perceived trust by users [32, 49]. Hence, Conversa-
tional XAI, with its interactive setting, may lead to improved user trust. Additionally, the conver-
sational XAI’s on-demand information may lead to an improved mental model (understanding) of
the AI system. Studies have shown that user trust improves when understanding of the system
improves [12].

• (H3): Compared to the XAI dashboard, the conversational XAI interface will help users
exhibit a relatively more appropriate reliance on the underlying AI system.
Studies show that the interactive setting and cognitive forcing may lead to an improved mental
model of the user and uncertainty awareness. Hence conversational XAI may improve under-
standing of the AI system and trust [32, 49, 6]. Thus, users know when the AI advice is trustwor-
thy, leading to a more appropriate reliance on the AI system.
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• (H4): Personalizing explanations and adaptive steering of conversations in the conversa-
tional XAI interface will increase user trust and appropriate reliance on an AI system.

Adaptive steering can encourage users to verify their belief states, which can contribute to de-
veloping more critical thinking and a coherent mental model of the AI system. According to prior
work, critical thinking [5] and a coherent mental model [25] may facilitate appropriate trust and
reliance on the AI system. Additionally, personalizing the provided explanations selectively with
user’s prior understanding could motivate user to be more critical of AI system and their under-
standing [30, 63, 6].

The goal of this experimental study is to validate the hypotheses mentioned and ultimately answer the
research questions.

4.2. Experimental Conditions
4.2.1. Overview
The experiment would be performed for various study groups using crowd platform Prolific1. The
servers for the study is hosted on a cloud machine on SURF Cloud2 (Ubuntu 20.04 system). Par-
ticipants in each of the study groups would have to complete several steps to successfully participate.
These include consent, assessment of user technical awareness, training example, tasks and survey
questions. The steps would be discussed in more detail in later sections of the chapter (section 4.4).

4.2.2. Study Groups
Broadly, the study focuses on answering the different research questions with different explanation
interfaces. Multiple study groups associated with different explanation approaches are formed to do
so. These are given as follows:

1. Control: This study group would have access to the AI advice; however, no explanations. Hence
this group will act as a baseline for other explanation interfaces.

2. XAI Dashboard: This study group would have access to AI advice with XAI Dashboard as a
means to get an explanation regarding AI advice for the Loan Prediction AI model.

3. Conversational XAI: This study group would have access to AI advice with Conversational XAI
as a means to get an explanation regarding AI advice for the Loan Prediction AI model. However,
this group would not have access to personalization features.

4. Conversational XAI Personalized: This study group would have access to AI advice with Con-
versational XAI as a means to get an explanation regarding AI advice for the Loan Prediction AI
model. Additionally, personalization would also be present for this group.

Hence this study follows a between-subjects design with 1 factor (explanation of AI advice) and four
levels (No explanation, XAI Dashboard, Conversational XAI, and Conversational XAI Personalized).

4.2.3. Selection of Tasks
A total of 10 tasks would be present in the study across all groups. These ten tasks would have ten
different loan application profiles, respectively. Table 4.1 shows these ten profile choices. The choices
have seven correct predictions and three incorrect predictions; hence, the AI system accuracy is 70%

4.3. Measures and Variables
As discussed in the previous section, the experiment involves different steps. Different steps are used
to collect information on variables to validate the hypotheses and answer the research questions.

1Prolific Crowd Platform
2SURF Cloud

https://www.prolific.co/
https://www.surf.nl/en/surf-research-cloud-collaboration-portal-for-research
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Table 4.1: Selection of Tasks.

Ground Truth Model Prediction Correctness Model Confidence
Credit Worthy Credit Worthy Correct Highest
Credit Worthy Credit Worthy Correct Lowest
Credit Worthy Credit Worthy Correct Random
Credit Worthy Not Credit Worthy Incorrect Lowest
Credit Worthy Not Credit Worthy Incorrect Highest
Not Credit Worthy Not Credit Worthy Correct Highest
Not Credit Worthy Not Credit Worthy Correct Lowest
Not Credit Worthy Not Credit Worthy Correct Random
Not Credit Worthy Not Credit Worthy Correct Random
Not Credit Worthy Credit Worthy Incorrect Highest

4.3.1. Independent Variables
1. Explainer Interface: In the experimental setup different groups have different explanation in-

terfaces while the control group does not have access to explanations. Hence this independent
variable is a categorical variable taking four values namely:

• Control: With no XAI interface

• XAI Dashboard: With XAI dashboard interface

• Conversational XAI: With conversational XAI interface

• Conversational XAI Personalized: With personalized conversational XAI interface

4.3.2. Dependent Variables
To verify our hypotheses and further assess the impact of conversational XAI interface on user experi-
ence, we considered measures from different categories (cf. Table 4.2).

1. Perceived Feature Understanding:

• Description: A subjective variable based on user’s feedback in the survey questions. Good
explanations lead to a coherent understanding of AI systems [25] hence through this variable
user’s perceived understanding of various features is analysed.

• Associated Hypotheses: This variable addresses hypothesis H1.

2. Objective Feature Understanding (OFU):

• Description: An objective variable that quantifies the similarity between the user’s perceived
top 3 importance features with those suggested by the feature importance explanation. The
variable is based on the nDCG ranking of user decision features conditioned on the SHAP
ranking of features [58]. The DCG relevance score for a particular feature is obtained by
its rank in the array of features sorted according to ascending value of their SHAP values.
For example, the most significant feature out of 11 would have a relevance score of 11.
Meanwhile, the least important will have a relevance score of 1.

𝑂𝐹𝑈 = 𝑛𝐷𝐶𝐺𝑆𝐻𝐴𝑃(User Decision Features)

• Associated Hypotheses: This variable addresses hypothesis H1.

3. Explanation Completeness:
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• Description: A subjective variable based on user’s feedback in the survey questions. This
variable captures the user’s perceived completeness of the provided explanations. When
explanations are not complete, they can result in contradictions with the user’s mental model.
This may lead to an incorrect understanding of the AI system [6, 25].

• Associated Hypotheses: This variable addresses hypothesis H1.

4. Explanation Coherence:

• Description: A subjective variable based on user’s feedback in the survey questions. This
variable quantifies how coherence were the provided explanations as perceived by the user.

• Associated Hypotheses: This variable addresses hypothesis H1.

5. Explanation Usefulness:

• Description: A subjective variable based on the average feedback obtained over all tasks
for a user. This variable is used to quantify explanation usefulness as perceived by the
users [34, 6].

• Associated Hypotheses: This variable addresses hypothesis H1.

6. Explanation Clarity:

• Description: A subjective variable quantifying users’ perceived clarity associated with the
provided explanations. Clarity is essential in developing a good fundamental understanding
of the system.

• Associated Hypotheses: This variable addresses hypothesis H1.

7. Learning Effect Across Tasks:

• Description: A subjective variable quantifying the user’s learning effect between the first and
last tasks. The learning effect could indicate improved engagement and trust [34, 6].

• Associated Hypotheses: This variable addresses hypothesis H1.

8. Understanding of the AI system:

• Description: A subjective variable quantifying how much the user can understand about why
a certain explanation is provided.

• Associated Hypotheses: This variable addresses hypothesis H1.

9. TiA-Trust in Automation:

• Description: A subjective variable based on Trust in Automation Questionnaire for quantify-
ing user trust on AI system [29].

• Associated Hypotheses: This variable addresses hypothesis H2, and H4.

10. TiA-Understanding/Predictability :

• Description: A subjective variable based on Trust in Automation Questionnaire for quantify-
ing user trust due to uncertainty awareness of AI system [29].

• Associated Hypotheses: This variable addresses hypothesis H2 and H4.

11. TiA-Reliability/Competence:

• Description: A subjective variable based on Trust in Automation Questionnaire for quantify-
ing user’s trust due to perceived AI system reliability and competence [29].

• Associated Hypotheses: This variable addresses hypothesis H2 and H4.

12. Accuracy:
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• Description: An objective variable that represents the user’s appropriate reliance on the AI
system. It is defined as follows:

Accuracy = Number of correct final user decisions
Total number of decisions

• Associated Hypotheses: This variable addresses hypothesis H3 and H4.

13. Agreement Fraction:

• Description: An objective variable that quantifies user final decision alignment with AI advice.
It is defined as following:

Agreement Fraction = Number of final decisions same as AI advice
Total number of decisions

• Associated Hypotheses: This variable addresses hypothesis H3 and H4.

14. Switch Fraction:

• Description: An objective variable that quantifies the user’s change in decision to AI advice.
It is defined as following:

Switch Fraction = Number of decisions user switch to the AI advice
Total number of decisions with initial disagreement

• Associated Hypotheses: This variable addresses hypothesis H3 and H4.

15. Relative Positive AI Reliance (RAIR):

• Description: An objective variable quantifying positive AI reliance. Positive AI reliance is
when the AI advice is correct, the initial decision is incorrect, and the user switches to the
correct final decision. Meanwhile, negative self-reliance is when the user sticks to the original
incorrect decision under the same circumstances. It is defined as follows:

Relative Positive AI Reliance (RAIR) = Positive AI reliance
Positive AI reliance + Negative self reliance

• Associated Hypotheses: This variable addresses hypothesis H3 and H4.

16. Relative Positive Self Reliance (RSR) :

• Description: An objective variable quantifying positive self-reliance. Positive self-reliance
is when the AI advice is incorrect, the initial decision is correct, and the user sticks to the
original correct decision. Negative AI reliance is when under the same circumstances user
decides to switch decisions in favour of incorrect AI advice. It is defined as follows:

Relative Positive Self Reliance (RSR) = Positive self reliance
Positive self reliance + Negative AI reliance

• Associated Hypotheses: This variable addresses hypothesis H3 and H4.

17. Accuracy with Initial Disagreement (Accuracy-wid):

• Description: An objective variable that quantifies user performance with initial decision dif-
ferent from AI advice. It is defined as follows:

Accuracy-wid = Number of correct final decisions with initial disagreement
Total number of decisions with initial disagreement

• Associated Hypotheses: This variable addresses hypothesis H3 and H4.
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Table 4.2: Variable Measures

Variable Type Variable Name Value Nature Value Type Value Scale

Explanation Understanding

Perceived Feature Understanding Subjective Likert 1 SD - 5 SA
Objective Feature Understanding Objective Continuous [0,1]
Explanation Completeness Subjective Likert 1 SD - 5 SA
Explanation Coherence Subjective Likert 1 Inconsistent - 5 Consistent
Explanation Usefulness Subjective Likert 1 SD - 5 SA
Explanation Clarity Subjective Likert 1 SD - 5 SA
Learning effect across tasks Subjective Likert 1 SD - 5 SA
Understanding of the AI system Subjective Likert 1 SD - 5 SA

Trust
TiA-Reliability/Competence Subjective Likert 1 SD - 5 SA
TiA-Understanding/Predictability Subjective Likert 1 SD - 5 SA
TiA-Trust in Automation Subjective Likert 1 SD - 5 SA

Performance Accuracy Objective Continuous [0,1]
Accuracy-wid Objective Continuous [0,1]

Reliance

Agreement Fraction Objective Continuous [0,1]
Switch Fraction Objective Continuous [0,1]
RAIR Objective Continuous [0,1]
RSR Objective Continuous [0,1]

Covariate
ATI Subjective Likert 1 CD - 6 CA
TiA-Propensity to Trust Subjective Likert 1 SD - 5 SA
TiA-Familiarity Subjective Likert 1 SD - 5 SA

Other
Feature Switch Objective Continuous [0-3]
Confidence Subjective Likert 1 UC - 5 C
User Engagement Subjective Likert 1 SD - 5 SA

*SD - Strongly Disagree, SA - Strongly Agree, CD - Completely Disagree, CA - Completely Agree, UC - Unconfident, C - Confident

4.3.3. Covariate Variables
1. TiA-Familiarity:

• Description: A subjective variable to assess familiarity with the AI system based on Trust in
Automation Questionnaire [29].

2. ATI:

• Description: A subjective variable to understand user’s affinity to technology using the Affinity
for Technology Interaction Scale (ATI) [20].

3. TiA-Propensity to Trust:

• Description: A subjective variable to assess the user’s propensity to trust the AI system
based on Trust in Automation Questionnaire [29].

4.3.4. Other Variables
1. Feature Switch:

• Description: An average objective variable across all tasks. It represents the abstract dif-
ference of the user’s decision features (independent of the ranking) for a task at the post-AI
advice task stage relative to pre AI advice task stage. This is presented by continuous val-
ues between 0 and 3, where 0 means no difference, and 3 means all three decision features
changed in the post-AI advice stage.

2. Confidence:

• Description: A subjective variable which is average across all tasks representing feedback
from users on their perceived confidence while making a decision (pre and post-AI advice).

3. User Engagement:

• Description: A subjective variable that assesses user engagement in decision-making with
obtained AI advice and explanations. We adopted the user engagement scale short form
(UES-SF) [43] questionnaire.
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4.4. Procedure
The several steps involved in the study are discussed below:-

1. Consent The first step in the study involves welcoming participants and asking for their consent
to be part of the study. The participants are also asked to state their prior Machine Learning
Experience. The participants are informed that they would be part of a research study and how the
finding can be used. Their participation is voluntary, and they can withdraw from study anytime.
The participants are also informed that they must finish the study with their best effort to obtain
successful completion. They were also informed about the presence of attention checks and
bonuses they could get for making a correct final decision in the study. This step is common
across all groups. The UI layout is in the Appendix figure A.1.

2. ATI Questionnaire The second step is Affinity for Technology Interaction Scale (ATI) question-
naire [20]. Appendix figure A.2 shows an overview of the UI layout.

3. Training Example This step guides users on the UI interface and the inputs needed for every
task. The participants are asked to review a sample loan applicant profile provided in tabular and
text format. The training example consists of two steps:

(a) Pre-AI advice: The profile is provided with some instructions for every action they need to
make. Based on the profile, the participant decides whether the loan application is Credit
Worthy or Not Credit Worthy. The participants are not provided with any AI advice. The
participants were then asked to drag and drop three features with ranking, which they be-
lieved were most important in making the decision. The order of the features is randomized
to reduce the chances of non-attentive entry. They are also asked to state their confidence
level while making a decision based on a Likert 5 scale (Unconfident, Somewhat Confident,
Neutral, Somewhat Confident, Confident). The Pre-Ai advice UI interface remains the same
across all study groups.

(b) Post-AI advice: In the second step, the AI advice is shownwith instructions to the participant
for the same loan applicant profile. The participant is now asked to make a final prediction
and select the top 3 features for their decision-making and confidence. For the group XAI
dashboard, Conversational XAI and Conversational XAI Personalized group equivalent ex-
planation interfaces are also loaded on the right side of the UI. The participants can use
them to understand AI advice (at least two explanations must be viewed) before proceed-
ing. Additionally, the group participants also need to highlight how useful they found the
explanations in making their final decision. This is collected using a Likert-5 scale (Strongly
Disagree, Disagree, Neutral, Agree, Strongly Agree).

4. About Explanations Small guides on different available explanation techniques are provided to
the participant in this step. This information is provided only for XAI Dashboard, Conversational
XAI and Conversational XAI Personalized groups. For conversational explanation interfaces,
additional gifs showing the chat steps they need to take to obtain explanations are provided to
the users.

5. Tasks Ten randomly ordered tasks, each with two steps similar to the training phase, are pro-
vided to the participants. The layout is equivalent to explanation techniques in the training step,
except it no more has instructions (XAI Dashboard, Conversational XAI and Conversational XAI
Personalized).

6. Survey The participants provide their feedback through the questionnaire. These answer the
subjective variables discussed before (except average ones collected during tasks). This step
includes two different questionnaires:

(a) Explainer Questionnaire: This questionnaire is available only to groups with XAI Dashboard,
conversational XAI and conversational XAI personalized. This questionnaire consists of
questions related to explanation understanding.

(b) AI system Questionnaire: This questionnaire consists of questions based on Trust in Au-
tomation Questionnaire [29]. This is used to answer some of the subjective variables dis-
cussed before.
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Figure 4.1: Overview of the Experimental Procedure

4.5. Sampling Plan And Participation
4.5.1. Participant Selection
The participants for this study were recruited using the Prolific Crowd Platform3. The participants are
paid only after finishing the complete task assigned to them at a rate of £8.00/h. Furthermore, they are
provided with an additional bonus upon each correct final decision at £0.05 per correct final decision.

The software program G*power [19] is utilized to conduct power analysis. We selected option AN-
COVA: Fixed effects, special, main effects and interactions. Effect size f = 0.25, α = 0.05/4 = 0.0125,
power = 0.8, df = 3 = (number of groups − 1). Our target sample size is calculated to be 244 participants.
Total recruitment is up to 300, to accommodate participant exclusion.

All participants can only proceed once agreeing to the consent form present in the first step and can
participate only once. The following conditions are also used to prescreen candidates:

1. Must be 18 years or older.

2. Must be fluent in the English Language.

3. Must use a Personal computer to attempt the study.

4. Participants should have successfully completed more than 40 tasks and maintained an approval
rate of over 90%.

Prolific’s filter options allow the above conditions to be ensured. The age limit is to abide by legal
needs. The language condition ensures participants can understand the user interface and tasks, which
are available only in English. The device constraint is present due to the nature of UI elements utilized.

4.5.2. Quality Control
The training phase ensures the participants can explore the user interface used for the selection before
attempting the tasks. This reduces the chances of incorrect usage. Attention check-in form of dummy
task and questionnaire entry is used to validate the participant’s attention during the study. The entries
are also checked manually for redundant submissions, early stopping etc.

4.5.3. Sampling Plan
For continous variables, KS test is used to check if the distribution comes from a normal distribution. If
they have non-normal distribution, Kruskal-Wallis H-test is used to analyze across different groups. If
Kruskal-Wallis H-test suggests significance, a post-hoc analysis is performed using Mann-Whitney Test
to analyse pairwise significance between different groups. ANOVA analysis is performed for dependent
non continous Likert based variables. Additionally, in case ANOVA test suggests significance, post-hoc
analysis Tukey Test is used to check for pair-wise significance between different groups. The Spearman
rank-order test is used to explore how covariates correlate to the variables.

3Prolific Crowd Platform

https://www.prolific.co/
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Results

In this chapter, the results of the crowd study are presented. Section 5.1 discusses descriptive statistics
regarding the study groups. Section 5.2 presents results based on statistical tests for hypotheses. Sec-
tion 5.3 presents the results obtained for the study of other dependent variables. Finally, 5.4 provides
some exploratory studies performed on collected data.

5.1. Descriptive Statistics
To perform a statistical study from the pool of participants from the crowd study, only the participants
that passed all attention checks were selected for the study. The selection of participants on the crowd
platform was made in accordance with the numbers calculated by the G*power tool, as discussed in
the previous chapter. A minimum of 244 participants are needed for 1 factor 4 level study. Here the
four groups are based on the available explainer interface Control, Dashboard, Conversational XAI
and Conversational XAI Personalized.

Table 5.1: Number of crowd worker participants per group.

Group Participants
Control 61
Dashboard 61
Conversational XAI 62
Conversational XAI Personalized 61

Each participant completed ten randomly ordered tasks to mitigate any unwarranted effect due to
specific task ordering.

5.1.1. Distribution of covariates
The distribution of covariates for the selected participants is follows: ATI (Mean = 3.96, SD = 0.91),
TiA-Propensity to Trust (Mean = 2.89, SD = 0.67) and Familarity (Mean = 2.61, SD = 1.07).

5.2. Analysis of Hypotheses
5.2.1. Influence of explainer interfaces on user understanding of AI system
The analysis was performed for the different explainer interface groups. For hypothesis 1, we are in-
terested in the study with dashboard and conversational XAI explainer interfaces. The Likert-based
dependent variables of type ”explainer understanding” for explainer groups were first analyzed using
one-way ANOVA. This is done to understand whether the choice of explainer interface has any signifi-
cant impact on the variables ( significance level of 0.0125). Table 5.2 presents the mean and standard
of the variables as well as F and p values obtained from ANOVA analysis.

Table 5.2 presents the ANOVA analysis results for the ”explanation understanding” Likert-based
variables. The choice of explainer interface had no significant impact on the dependent variables.
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Table 5.2: Mean and Standard Deviation of (Likert Based) Dependent ”Explanation Understanding” Variables with ANOVA
analysis.

Dependent Variable F p Mean ± SD Mean ± SD Mean ± SD
dashboard conversational XAI conversational XAI

personalized
Perceived Feature Understanding 0.8425 0.4323 4.09 ± 0.88 4.24 ± 0.71 4.06 ± 0.78
Explanation Completeness 0.1460 0.8642 3.59 ± 0.66 3.55 ± 0.71 3.53 ± 0.63
Explanation Coherence 1.5954 0.2056 3.57 ± 0.96 3.80 ± 0.91 3.86 ± 0.98
Explanation Usefulness* 0.6781 0.5088 3.95 ± 0.73 4.09 ± 0.66 4.02 ± 0.58
Explanation Clarity <0.0001 0.9999 4.01 ± 0.81 4.01 ± 0.75 4.01 ± 0.81
Learning effect across tasks 0.4502 0.6382 3.93 ± 0.86 4.06 ± 0.75 4.03 ± 0.72
Understanding of the AI system 0.7039 0.4959 4.13 ± 0.77 3.95 ± 0.85 4.03 ± 0.86

*derived by averaging over all task for a participant

For the continuous dependent variable ”Objective Feature Understanding”, initially KS Test was
performed that validated that the distribution for the variable was not normal. In the next step, we
perform Kruskal-Wallis H-test [H: 53.94, p: <0.001, Mean ± SD (control): 0.79 ± 0.07, Mean ± SD
(dashboard): 0.88 ± 0.07, Mean ± SD (conversational XAI): 0.88 ± 0.08, Mean ± SD (conversational XAI
personalized): 0.88 ± 0.09] for the dependent variable, which was found to be significant with a change
in the explainer interface. However, the significance was found only for pairs control and explainer
interfaces when performing pair-wise post-hoc Mann-Whitney tests with a Bonferroni-adjusted alpha
level of 0.0125 (0.05/4). The statistics suggested that the dashboard and conversational XAI interfaces
significantly inform users’ choice of ranking of their perceived important features and thus improve
understanding. However, no significant difference was found between different explanation interface
groups, dashboards and conversational XAI. Overall for ”explanation understanding” type variables, no
significant impact is found for variables between the two explainer interfaces. ThusH1 is not supported.

5.2.2. Influence of explainer interface on trust in the AI system by the user
The validation of hypothesis 2 is performed using a similar ANOVA test for dependent variables of type
”Trust”. All dependent variables are trust in automation Likert-based scales. The mean and standard
deviation of the dependent variables are given in table 5.3. In the ANOVA test, there was a signifi-
cant impact of the choice of explainer interface on all three dependent variables. The F and p values
obtained are also given in the same table. Upon performing posthoc analysis, the results suggest
that for both TiA - Trust in Automation and TiA-Understanding/Predictability, positive significance was
observed for conversational XAI and dashboard interfaces compared to control. However, no signif-
icant impact was observed between the XAI dashboard and conversational XAI groups mutually for
TiA-Reliability/Competence dependent variables. These findings suggest that H2 is not supported.

Table 5.3: Mean, Standard Deviation and ANOVA analysis of ”Trust” type dependent variables with post-Hoc analysis
performed using paired Tukey HSD Test.

Dependent Variable F p Mean ± SD Mean ± SD Mean ± SD Mean ± SD Post-Hoc Results

control dashboard conversational XAI conversational XAI
personalized (Tukey HSD)

TiA
Reliability /
Competence

4.5600 0.0039 2.96 ± 0.73 3.30 ± 0.66 3.28 ± 0.70 3.41 ± 0.67

Conversational XAI
Personalized

>
Control

TiA
Understanding /
Predictability

9.1145 <0.0001 3.18 ± 0.81 3.67 ± 0.76 3.78 ± 0.67 3.79 ± 0.71

Conversational XAI,
Conversational XAI

Personalized,
Dashboard

>
Control

TiA
Trust in Automation 4.9477 0.0023 2.87 ± 0.98 3.40 ± 0.94 3.41 ± 0.87 3.38 ± 0.84

Conversational XAI,
Dashboard

>
Control
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5.2.3. Influence of explainer interface on appropriate reliance of the AI system
by the user

Like the previously discussed continous variable analysis method, for addressing appropriate reliance
- ”performance” and ”reliance” type dependent variables were analyzed. Upon confirming the non-
normal distribution of variables, Kruskal-Wallis H-test is performed, revealing the significant impact of
the explainer interface choice on Agreement Fraction, Switch Fraction, RAIR and RSR variables. Upon
performing the post-hoc analysis, and paired Mann-Whitney tests for different explainer interfaces, no
significant results were observed between conversational XAI and dashboard interfaces. However,
conversational XAI and the dashboard significantly positively impact the agreement fraction and switch
fraction compared to no explainer control case. On the other hand, they have a negative significant
impact on RSR compared to control. This suggests that explainer interfaces increase overreliance.
Additionally, borderline improvement is also observed for accuracy. All explainer interfaces improve
borderline accuracy. For RAIR, only conversational XAI has shown a significant impact compared to
control. The results are in the table 5.4. Overall mutually conversational XAI and dashboard groups do
not show any significant difference. Hence, hypothesis H3 is not supported.

Table 5.4: Mean, Standard Deviation and Kruskal-Wallis H-test results for Dependent ”Performance” and ”Reliance” type
variables with post-hoc analysis using Mann-Whitney tests.

Dependent Variable H p Mean ± SD Mean ± SD Mean ± SD Mean ± SD Post-hoc results

control dashboard conversational XAI conversational XAI
personalized

Based on
Mann-Whitney test

Accuracy 7.50 0.058 0.62 ± 0.13 0.65 ± 0.11 0.67 ± 0.10 0.64 ± 0.09 -
Accuracy-wid 2.04 0.563 0.46 ± 0.30 0.50 ± 0.36 0.52 ± 0.35 0.55 ± 0.38 -

Agreement Fraction 28.45 <0.001 0.74 ± 0.17 0.86 ± 0.17 0.89 ± 0.15 0.85 ± 0.16

Control
<

Dashboard,
Conversational XAI,
Conversational XAI

personalized

Switch Fraction 17.65 0.001 0.31 ± 0.34 0.57 ± 0.41 0.58 ± 0.43 0.57 ± 0.41

Control
<

Dashboard,
Conversational XAI,
Conversational XAI

Personalized

RAIR 10.93 0.012 0.35 ± 0.39 0.50 ± 0.44 0.60 ± 0.45 0.52 ± 0.44
Control

<
Conversational XAI

RSR 23.75 <0.001 0.57 ± 0.46 0.29 ± 0.44 0.23 ± 0.40 0.26 ± 0.41

Control
>

Dashboard,
Conversational XAI,
Conversational XAI

Personalized

5.2.4. Influence of added personalization to conversational XAI on appropriate
reliance and trust of the AI system

The dependent variable of type trust, performance, and reliance were obtained for the conversational
XAI personalized group similar to how they were obtained, as discussed in previous sections. These
are provided in tables 5.3 and 5.4. No significant impact was observedmutually between conversational
XAI and conversational XAI personalized groups. Compared to control, however, we observe a signif-
icant impact of only conversational XAI personalized on TiA-Reliability/Competence meanwhile, only
conversational XAI has a positive significant impact on TiA-Trust in Automation andRAIR. Other trends,
such as worse RSR (overreliance), show similar trends for conversational XAI and conversational XAI
personalized. Since no significant impact is observed for variables when comparing conversational XAI
and conversational XAI personalized mutually leads to the conclusion that H4 is not supported.

5.3. Analysis of Other Variables
The impact of the choice of explainer interface was also studied for other dependent variables. For
Likert-based dependent variables, Confidence and User Engagement ANOVA test was performed. No
significant impact of explainer interfaces was observed for the two dependent variables. This means
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user engagement and confidence do not vary significantly based on the type of explanation interface
used.

Additionally, for dependent continous other variable Feature Switch upon verifying non-normal dis-
tribution using the KS test, Kruskal-Wallis H-test is performed. The tests suggest a significant impact
on the variable by choice of explainer interface [H:40.55, p:<0.001, Mean ±SD (control): 0.50 ± 0.40,
Mean ±SD (dashboard): 0.96 ± 0.44, Mean ±SD (conversational XAI): 0.93 ± 0.47, and Mean ±SD
(conversational XAI personalized): 0.98 ± 0.46]. The post-hoc analysis using the Mann-Whitney test
reveals that dashboard, conversational XAI and conversational XAI personalized have positive signifi-
cant improvement over the control (no explainer) group. This means that the three explainer interfaces
positively influence the participants in changing their choice of important features in the post-AI ad-
vice step for a task. However, no significant impact was observed between the explainer interfaces
dashboard, conversational XAI and conversational XAI personalized.

5.4. Exploratory Studies
Several exploratory studies were further performed to explore external effects, over-task dynamics,
utilization metrics and underlying effects. The participants can have diverse interests, technical in-
clinations, experiences and a tendency to trust. We analyse the correlation between variables and
covariates to understand the impact of such external effects. Another essential aspect to explore is
how confidence and understanding dynamics change over tasks. This can help us understand how
these aspects evolve as the user completes their tasks for different explainer interfaces. Understand-
ing whether personalization can influence participants’ approach to exploring explanations is also useful
in quantifying the behavioural impact of personalization. Finally, understanding how agreement fraction
is associated with pre-AI advice could also help us understand whether specific explainer interfaces
can have a more passive learning impact on the user’s AI model understanding.

5.4.1. Impact of Covariates
The Spearman rank-order test was performed for the participant data to understand covariates’ impact
on the variables. For ATI, a significant positive correlation was observed for Understanding of the AI
system, TiA-Understanding/Predictability, Confidence and User Engagement. For TiA-Propensity to
Trust we see that it has a significant positive correlation with Perceived Feature Understanding, Expla-
nation Coherence, Explanation Usefulness, Explanation Clarity, Understanding of the AI System, TiA-
Reliability/Competence, TiA-Understanding/Predictability, TiA-Trust in Automation, Agreement Frac-
tion, Switch Fraction, RAIR, Feature Switch andUser Engagement. However, as a sign of overreliance,
we see that the RSR has a negative significant correlation, suggesting participants tend to overtrust
the AI system if they have a higher propensity to trust. Finally, for TiA-Familarity, we see a positive
significant correlation with TiA-Trust in Automation and User Engagement.

5.4.2. Variation in Objective Feature Understanding over task steps
To understand user feature understanding, an analysis of objective feature understanding variable was
also performed over task sequence. It is important to note that since task orders are randomized for
different participants, we found an average of the variable at every step. Figure 5.1 presents the re-
sults for different groups. The variable is computed for a task’s pre and post-AI advice stages. The
control group has a similar trend before and after AI advice. The participant’s mental model is updated
only as per their understanding since no external explanation influence is present. For all the explainer
interface groups, we see a considerable improvement in variable values for pre and post-AI advice
stages over task compared to the pre-AI advice stage, suggesting that explanations influence the par-
ticipant’s mental model. Although in the post AI advice stage of tasks, participants might be reinforced
due to the AI advice, especially feature importance. However, even at pre-stages, the objective feature
understanding has improved compared to control.

Further investigation with the Kruskal-Wallis H-test for the value of Objective Feature Understand-
ing was performed at pre-AI advice over the entire experiment. The results suggest a significant im-
pact of the choice of explainer interface (H:16.03, p:0.001). Additionally, post hoc analysis using the
Mann-Whitney test reveals that conversational XAI and conversational XAI personalized significantly
positively impact the objective feature understanding over the control group before AI advice. This
means that even without AI advice, the participant significantly changed their understanding of impor-
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Table 5.5: Spearman rank-order test for analysing effect due to covariates.

Dependent Variable ATI TiA Propensity to Trust TiA Familarity
Correlation p Correlation p Correlation p

Perceived Feature Understanding 0.156 0.084 0.316 <0.001 0.081 0.370
Explanation Completeness 0.047 0.601 0.203 0.024 -0.056 0.535
Explanation Coherence 0.148 0.101 0.270 0.002 0.159 0.078
Explanation Usefulness 0.177 0.050 0.355 <0.001 0.108 0.234
Explanation Clarity 0.171 0.058 0.365 <0.001 0.053 0.562
Learning effect across tasks 0.138 0.126 0.140 0.121 0.222 0.013
Understanding of the AI system 0.319 <0.001 0.306 0.001 0.099 0.272
Objective Feature Understanding 0.150 0.042 0.173 0.019 -0.041 0.581
TiA-Reliability/Competence 0.151 0.040 0.645 <0.001 0.101 0.170
TiA-Understanding/Predictability 0.304 <0.001 0.426 <0.001 0.084 0.253
TiA-Trust in Automation 0.142 0.053 0.769 <0.001 0.239 0.001
Accuracy -0.031 0.680 0.138 0.061 0.101 0.173
Accuracy-wid -0.145 0.048 0.099 0.180 -0.036 0.628
Agreement Fraction 0.085 0.251 0.305 <0.001 0.092 0.214
Switch Fraction -0.042 0.570 0.255 <0.001 0.001 0.986
RAIR -0.076 0.302 0.200 0.006 0.012 0.869
RSR -0.117 0.112 -0.249 0.001 -0.055 0.458
Feature Switch 0.038 0.606 0.264 <0.001 0.100 0.176
Confidence 0.288 <0.001 0.066 0.373 0.058 0.432
User Engagement 0.352 <0.001 0.356 <0.001 0.208 0.004

tant features similar to feature importance explainer. However, for the dashboard, this statistic is not
significant. Mutually, however, no significance was observed amongst any explainer groups. Hence we
cannot conclude whether one with the explainer group leads to a more similar participant understanding
as another with the explainer group.

5.4.3. Confidence over task steps
The average confidence per task step was analysed for all participants from different groups. The re-
sults (Figure 5.2) show that participants have similar confidence upon getting AI advice across groups
across tasks. However, their confidence in the pre-AI advice stage seems to have an overall positive
trend for conversational XAI interface in later tasks. However, this trend is not seen in other explainer
interfaces, including conversational XAI personalized interfaces. This could be because, in case of a
difference in perspective between the user and the feature explanation, the users may acquire a neg-
ative outlook about the certainty of their thought process and hence reduced confidence. Dashboard
does not inventive exploration of different explanation techniques and rather presents explanations
directly to the user. This could have led to similar reduced confidence in participants.

In the post-AI advice stage, the participants had an overall improvement in confidence across all
groups across tasks compared to pre AI advice stage.

5.4.4. Usage patterns for Conversational Explainers
Different explainers were analysed for conversational XAI and conversational XAI personalized groups
in every task step. Average overall participants are performed for every group at every task step.

Feature Importance explainer has a high use probability at every task step, with a personalized in-
terface having overall higher usability than a non-personalized conversational XAI interface. A possible
reason for this trend is the selective explanations providing feedback on feature importance for partici-
pants’ decision features, which could be a motivating cause for participants to verify their perspective
on the importance of certain features.

Global explanations are the only ones with an average usage per task step of more than one. This
means that an average of all participants used it more than once at every task step. This suggests that
participants were more inclined to view a global trend rather than getting specific explanations such as
the ones offered by feature importance for the current profile of load applicants. Additionally, a declining
usage for the global explainer is observed for both conversational explainer interface groups; this is
because the explanation is not task-specific, and the participant might not view the same results again.
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(a)Control Group (b)Dashboard Group

(c)Conversational XAI Group (d)Conversational XAI Personalized Group

Figure 5.1: Mean Objective Feature Understanding for every task step

(a) Pre AI advice confidence (b) Post AI advice confidence

Figure 5.2: Mean confidence per task step
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(a) Feature Importance (b)Global Explanation (c)Counterfactual

(d)What If (e)Decision Tree (f) Total Explanations Used

Figure 5.3: User Engagement with Explainers for Conversational explainer interfaces

Hence a declining trend of usage. Other explainers, on the other hand, have low usage.
Overall total usage of explainers also shows a drop in the number for both groups over task se-

quence. This can be attributed to the fact that after a few tasks, the participants understood the AI
system explanations and reduced their exploration for additional explanations. However, on average,
we see that more explanations have been viewed by users in personalized interface than the non-
personalized interface of conversational XAI.

5.4.5. Agreement Fraction before AI advice
Explanations influence the participant’s mental model of the AI system. Our study observed that the
agreement fraction for the post-AI advice stage was significantly higher for explainer interfaces than
for control. However, AI advice, when present, directly influences participants’ decision-making and
mental models when making it. Hence, looking at agreement fraction post AI advice doesn’t let us
understand whether the user’s internal mental decision-making model has passive aligment with how
AI system advice is provided.

Analyzing the agreement fraction before receiving AI advice could also indicate how much partic-
ipant decision-making resembles AI decision-making. The analysis using Kruskal-Wallis H-test sug-
gests a statistically significant impact of the choice of explainer interface (H:14.03, p:0.003). Additional
pairwise post-hoc analysis using the Mann-Whitney test reveals that both conversational XAI and con-
versational XAI personalized significant impact agreement fraction (before AI advice) compared to the
control. This could suggest that the conversational approach had a more significant impact on the
updation of participants’ mental model for decision-making.





6
Discussion

In this chapter, we presented the key findings, summarized our implications, and pointed out the limi-
tations of this work.

6.1. Key Findings
6.1.1. XAI interfaces can trigger over-reliance on AI systems
In our study, we find that the participants utilizing the explainer interfaces have shown over-reliance on
the AI system. This observation is for all explainer interface groups: XAI Dashboard, Conversational
XAI and Conversational XAI Personalized. The agreement and switch fraction are considerably higher
for explainer interfaces compared to the control group without any explainer interface. One may argue
that this could also be associated with appropriate reliance. However, the appropriate self-reliance
in tasks with incorrect AI advice was statistically significantly worse than the control group without an
explainer interface. This finding aligns with the previous research findings where participants overtrust
the AI system with explainers [57, 30, 55]. The presence of an explainer may lead to participants think-
ing that the AI system has a more rational way of making decisions compared to when no explanations
are provided. This leads to over-reliance on the AI system by the participants. In our study, all three
explainer interfaces fail to prevent over-reliance.

6.1.2. Benefits of Conversational XAI explainer interface
For achieving appropriate reliance on the AI system by users, it is important to ensure that the AI
system can lead to a high positive AI reliance and high positive self-reliance [23]. This means that
users should be aware of when the AI system is trustworthy and they should appropriately rely on the
AI advice. In our study, participants with explainer interfaces failed to ensure high positive self-reliance,
which indicates a clear over-reliance.

In contrast, the conversational XAI was the only group that significantly improved positive AI reliance
on AI advice compared to the control group. This was also achieved with almost the same accuracy
as the AI model. A possible reason for this could be that the added interactivity ensures that the
users easily interpret the explanations. This could lead to users’ improved judgment in switching to AI
advice [49]. However, a similar observation is not achieved for the conversational XAI personalized
interface. A possible cause, in line with the previous research, is that user’s perceived trust is lesser,
which in turn leads to a reduced agreement fraction with AI advice (Table 5.4) [30].

The mental model of users is attributed directly to their efficient decision-making and understanding
of the AI system [25]. Our study found conversational explainer interfaces (conversational XAI and con-
versational XAI personalized) positively influenced the user’s perceived important features and agree-
ment fraction. We also find that only the conversational explainer interfaces could passively influence
the user’s decision-making, even without AI advice. This suggests that the conversational approach
of explainability has a higher potential of delivering more coherent passive learning for the users. This
aligns with the folk concepts which suggest that such systems if built efficiently, can improve user’s
coherent understanding capabilities of AI systems [25].
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6.1.3. Explainer interfaces effect on trust
All explainer interfaces have been found to improve the understanding and predictability of AI systems.
This aligns with the existing research and the core function of the AI explainability [25, 49, 57, 2].

However, interesting results come when looking at trust perceived through reliability and trust in au-
tomation variables in users. The conversational XAI personalized has shown significant reliability com-
pared to the no explanation scenario but no significant trust. Meanwhile, XAI dashboard and conver-
sational XAI have shown significant trust compared to the no explanation scenario but non-significant
reliability. This contradictory behaviour could be because personalization improves uncertainty aware-
ness and reliability understanding by providing feedback on the user’s prior beliefs. However, this
happens at the cost of possible discovered contradictions and hence reduced trust. On the other hand,
for conversational XAI and dashboard, the likelihood of finding contradictions is reduced. This could
have led to increased trust. However, a lack of personalized feedback may have made users unclear
about the system’s reliability in a new scenario, leading to lower trust-reliability scores.

6.1.4. Influence of Covariates
Participants with higher ATI showed higher confidence, user engagement, trust and understanding of
the AI system. This positive correlation could be because participants with higher technological affinity
can better grasp technical systems.

On the other hand, participants with a higher propensity of trust display a higher inclination to agree
with the AI system. Hence in our study, such participants have been found to have a higher agree-
ment, feature switch etc. However, such participants have also shown strong over-reliance; this find-
ing is aligned with previous research, which shows that such participants struggle with appropriate
reliance [23].

Finally, familiarity with AI systems does not improve performance or understanding. This means
that likely experience using AI systems may not have any significant correlation when switching to a
new AI system.

6.2. Implications of the study
6.2.1. Guidelines for Conversational Approach to AI Explanability
This research work delved into understanding the impact of machine learning explanations through
conversational means. Several important takeaways for designing such conversational interfaces for
explainability are discussed below:

• Increased AI System Overreliance. In this study, we found that the conversational XAI interface
can promote an increased user overreliance on AI systems (Table 5.4). There was a significant
reduction in positive self-reliance. Conversational interfaces improved perceived trust in users
(Table 5.3). One reason this trend is seen could be that the presence of explainers makes users
think that the AI system is more rational and provides advice with supporting arguments. Any
future work must attempt to address this in designing their conversational XAI systems.

• Conversational XAI improves trust. Broadly conversational XAI interface led to significantly
higher user trust than the non-explanation interface (Table 5.3). This could be due to users’ higher
perceived understanding of the AI system. But this was motivated by trust in automation and
understanding but not reliability. Our results suggest (Table 5.3) that personalization techniques
can help significantly improve reliability at the cost of trust in automation.

• Conversational XAI promotes passive understanding. In our exploratory studies in section
5.4.5, we found that conversational XAI interfaces significantly improved the user’s passive fea-
ture understanding, similar to feature importance explanations. This hints that conversational XAI
interfaces can improve passive learning for users.

• Conversational XAI promotes positive AI reliance. Our findings suggest that only conversa-
tional XAI led to significant improvement in positive AI reliance over the non-explanation interface
(Table 5.4). This suggests that the conversational setting may positively impact AI model under-
standing that is not present in the dashboard setting of explainability.
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6.2.2. Addressing over-reliance due to explanations
This study found that all explanation approaches to explainability led to overreliance on the AI system
(Table 5.4). To mitigate these, alternate approaches to explainability can be explored for conversa-
tional settings such as evaluative AI [39]. In evaluative AI, The users are informed of possible features
supporting different possible predictions without providing explicit AI advice specifying a specific deci-
sion. The burden is left to the user to decide which prediction could be accurate. Other techniques like
self-assessment could also reduce over-reliance on AI systems [23].

6.3. Limitations of the study
The study is not exhaustive in its work and has several limitations. Hence the reader should interpret
the findings with the constraints this study was conducted in. Some caveats with this research study is
as follows:

1. Non-optimal Conversations. In this study, the conversational explainer interfaces are based on
rule-based architecture. Unlike other systems such as large language model-based systems, the
conversation flow is relatively rigid. This prevents the user from phrasing their own questions and
could limit the capabilities to utilize a conversational medium’s full interaction capabilities.

2. Generalizability. In this work, a binary classifier problem was addressed using the tabular
dataset. Hence the findings of this study cannot be directly attributed to different task domains,
such as image domain tasks. Additionally, a task with different levels of difficulty could lead to
completely different findings. Hence readers should take caution in understanding the limitations
of this research to incorporate only similar difficulty of tasks [57].

3. Possible cognitive biases. Studies can be susceptible to certain biases [14]. In this work there
are a few potential biases that may exist. Since the participants come from diverse backgrounds
and experiences. Different subsets of participants may show the Affect Heuristic Bias by pre-
ferring one approach of explainability over the other. Additionally, since participants come from
different parts of the work, they can have domestic diversity. Hence their prior knowledge related
to loan applicants may differ, which may cause Anchoring Effect. This bias may lead to non-
uniformity in perceived information from provided loan applicant profile. Finally, since this study
has no self-correction in the tutorial phase, the Dunning-Kruger Effect can also happen. This
leads to low-capability individuals overestimating their performance and can cause optimism bias
reducing appropriate reliance [23].





7
Conclusion

In this work, we want to analyze the impact of XAI dashboard and conversational XAI interface on
users’ understanding, trust and reliance. For that purpose, we conducted an empirical study based on
loan approval task. Based on findings from prior studies, we hypothesized that the conversational XAI
interface may facilitate user understanding and promote appropriate reliance, in comparison with the
XAI dashboard. However, no clues found in our experiment provide support for these hypotheses.

For RQ1, we find that both conversational and dashboard can help improve the user understanding
of AI systems. However, there are no clues to support any one is better than the other. Meanwhile,
when addressing RQ2 for user trust and reliance on the AI system. In our studies, we observed that the
conversational XAI and the XAI dashboard both had a positive impact on user trust in the AI system.
While we couldn’t statistically observe an edge of one over the other. We found that the explainer
interfaces overall improved trust compared to when we do not have such a system. Certain additions
such as personalization also helped improve trust. On the other hand, we found mixed observations for
reliance. While conversational XAI was found to improve positive AI reliance, all explainer interfaces
were found to make users more susceptible to over-trusting the AI system. We could not mutually
establish any significant difference among the choice of explanation interface. Hence answering RQ2
in regards to reliance we can say that while explanation interfaces improve user agreement to utilise
the AI system, it also leads to over-reliance.

Some possible future directions for additional studies are suggested as follows:

• One of the limitations, as pointed out in the previous chapter, is the use of a rule-based approach
for conversational setting. This leads to a rigid conversational layout. Several more dynamic
systems, such as those based on large language models, can enable more open-ended conver-
sational explanations.

• This research work focused on a tabular classification problem. Hence it lacks generalization
across possible task domains. Future research could also explore its impact in other task do-
mains.

• In this study, all XAI interfaces were found to cause overreliance. Another research direction could
be studying the impact of other approaches in conversational settings, such as the evaluative
approach [39] to explanations that address overreliance.
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A.1. UI Interfaces

Figure A.1: Consent
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Figure A.2: ATI Questionnaire

(a) Loan Profile and Decision (b) Important Features

(c)Decision Confidence

Figure A.3: Training Example - Pre AI Advice
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(a) AI Decision with XAI Dashboard (b) Explanation Usefulness

(c) AI Decision with Conversational XAI /
Conversational XAI Personalized (d) AI Decision without any Explanations (Control)

Figure A.4: Training Example - Post AI Advice

Figure A.5: Explanation Understanding Survey
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Figure A.6: Trust in Automation(1) Survey
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Figure A.7: Trust in Automation(2) Survey
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Figure A.8: User Engagement Survey
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