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ABSTRACT
A mayor challenge in human-robot interaction is the synthesis of
social signals through non-verbal behaviour expression. Appropri-
ate perception and expression of dominance (verticality) is essential
for social interaction. In this paper, we present our work on algorith-
mic modulation of robot bodily movement to control dominance
expression. We developed a parameter-based model for body ex-
pansiveness. This model was applied to a variety of behaviours
and evaluated by human observers in two different studies with
respectively static postures (N=772) and gestures (N=31). Modula-
tion of body expansiveness proved to robustly influence perceived
dominance independent of behaviour and viewing angles.

CCS CONCEPTS
• Human-centered computing → HCI theory, concepts and
models.
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1 INTRODUCTION
The need for the expression of social signals by robots and virtual
agents is grounded in the believe that social capabilities improve
human-agent interaction [12, 25]. An important interpersonal factor
is dominance. Interaction stance can be represented in the inter-
personal circumplex —Leary s Rose— a two dimensional model of
dominance-submissiveness and affiliation-hostility [18]. In social
signal processing this dominance dimension is referred to as verti-
cality [24]. Dominance is also a dimension of affect, emotions can
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be depicted in a multidimensional pleasure, arousal and dominance
(PAD) model [22].

Human behavioural cues that are used for dominance expression
include increased body expansiveness [6, 11], forward, upright and
oriented towards posture [7], and upward head tilt [7, 21]. Further,
specific gestures have been linked to dominance expression, for
example, pointing [1]. To the best of our knowledge, the exact
relation between motion performance and dominance expression
is unknown.

A common approach for emotional expressions of virtual agents
is to design specific behaviours based on human behaviour [12].
Facial expressions are a predominant cue [16], but often unavailable
for humanoid robots. Emotional expressions were proven possi-
ble with bodily features as well [10, 13]. Alternative to laborious
behaviour design, parameter-based transformations have been ex-
plored (e.g., [19, 26]), however, these methods still require a con-
siderate amount of work. Development of one modulation pat-
tern applicable to existing behaviours improves the flexibility of
parameter-based transformations.

This paper presents a model with one modulation pattern (i.e.,
body expansiveness) for dominance expression, and the results of
the perception study of the concerning expressions.

2 RELATEDWORK
Interest in synthesis of expressive behaviour is growing. Specifically,
dominance expression was subject of research before.

Some investigate the human perception of specific behaviours
(e.g., [4, 8]), classes of behaviours (e.g., [2, 14]), or behaviour se-
quences [9]. This line of work may indicate appropriate behaviours,
but not how to perform them; it gives no insight in the features of
the behaviours that convey the expression. Further, behaviours are
often created for a specific purpose, it is unclear whether effects are
valid in other systems with a different embodiment and/or function.

Studies on performance parameters report, for example, a pos-
itive relation between dominance and forward motion [15, 23],
forward gaze [3], head tilted upward [3, 17, 20], and posture open-
ness [14]. However, the latter modified multiple parameters in paral-
lel, making it impossible to conclude effects for unique parameters.
Xu [26] found no effect on perceived dominance for parallel manip-
ulation of, amongst others, gesture size, motion speed, and head
position. This does not mean that neither parameter had an effect,
only combined potential effects were not perceptible. Contradicting
results occurred also between studies testing single parameters.
For example, Kim [15] reported a positive effect for motion speed
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on dominance, while Saerbeck [23] found a negative effect. Most
likely the robot’s embodiment, (limited) selection of behaviours,
and scenario are moderating factors.

A limitation of prior studies is that findings are often context, or
behaviour specific and have limited value for future agent design.
Therefore, we focus on identifying the effect of a generic param-
eter, body expansiveness, on perceived dominance for a range of
behaviours.

3 ROBOT DOMINANCE MODEL
Based on human behavioural cues, we created a parametric model
of body expansiveness for dominance expression by a NAO robot.

First, we specified the generic body expansiveness manipulation.
An expanded body shape relates to dominance display, whereas
an enclosed shape signals submissiveness. To manipulate body
expansiveness, and thereby dominance expression, the following
parameters were adjusted: vertical head angle, horizontal shoulder
angle, horizontal and sagittal hip angle, and vertical leg stretch.
Transformations applied onto a base position are: for maximum
dominance, head tilt 18°, shoulder angle 40°, leg angle 9° and leg
stretch 30cm (Fig. 1a); and for maximum submissiveness, head tilt
-10°, shoulder angle 10°, leg angle 0° and leg stretch 26.5cm (Fig. 1b).

Next, we implemented this model on a NAO robot. Linear joint
modulations are applied relative to the original movement trajec-
tory and proportional to the dominance level [−1.00, 1.00]. Affected
joints and NAO specific adjustment patterns are given in Table 1.

Space limitations do not allow us to explain the computational
model in more detail here.

(a) spreading/dominant (b) enclosed/submissive

Figure 1: angle adjustments from a neutral standing pose.

Table 1: affected joints and angle adjustments for max. dom-
inant, neutral and max. submissive stance.

Parameter Joint Dom (1) Neutral (0) Sub (-1)

Head tilt HeadPitch 0.51 0.00 0.67

Shoulder angle LShoulderRoll 1.33 0.00 -0.31

Leg angle LHipYawPitch -0.17 0.00 0.00
LHipRoll 0.09 0.00 0.00

Leg stretch LHipPitch 0.13 0.00 -0.44
LKneePitch -0.08 0.00 0.69

Stability LAnklePitch 0.08 0.00 -0.35
correction LAnkleRoll -0.13 0.00 0.00

4 VALIDATION
In two consecutive perception studieswe validatedwhether changes
in body expansiveness as presented in Section 3 influenced ob-
servers’ perceptions of dominance expressed by a robot.

4.1 Postures
Method. We conducted a 2 (expansiveness) × 2 (horizontal angle)

× 2 (vertical angle) between-subject, factorial perception study to
evaluate the effect of posture expansiveness on perceived domi-
nance. For this, we prepared 88 pictures of 11 distinctive postures
performed by a NAO robot (SoftBank Robotics, France), taken from
a 0° and 30° horizontal angle and with the robot on ground level
and a table. Further, we created an on-line survey at Amazon Me-
chanical Turk. A total of 772 participants (aged 20–83, 60% male)
viewed and rated (on a 5-point bipolar scale) one by one the 11
pictures in the assigned condition.

Results. A repeated measures MANOVA revealed a significant
main effect for body expansiveness on perceived dominance, F =
262.52,p < 0.001, and a small, positive, interaction effect for vertical
view angle × expansiveness on perceived dominance, F = 9.79,p =
0.002. In other words, overall participants perceived the robot with
spreading postures as more dominant (µ = 3.26, Std = 0.44) than
the enclosed postures (µ = 2.69, Std = 0.54), and this effect was
stronger for a robot standing on a table compared to ground level
(Fig. 2). This shows that our body expansiveness manipulation
affected perceived dominance in the desired direction consistent
over multiple postures and viewing angles.

4.2 Synthesised Gestures
Method. We conducted a multivariate test with between-subject

variable body expansiveness, and within-subject variable gesture
to evaluate the effect of gesture expansiveness modulation on ob-
servers’ perceptions of the robot’s dominance display. First, we
selected 10 behaviours designed as neutral expressive and with
various functions. And we developed software for real-time mod-
ulation following Section 3. For the purpose of this experiment,
we displayed the original and the maximum high and low dom-
inance modulated behaviours on a physical NAO robot. A total
of 31 participants (aged 23–62, male=17, female=14) observed 10
gestures each in the assigned condition (i.e., original/neural, spread-
ing/dominant, or enclosed/submissive) one by one and for each
completed the Self Assessment Manikin (SAM) questionnaire [5],
measuring dominance, valence and arousal on a 9-point Likert scale.

spreading/dominant enclosed/submissive
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Figure 2: mean perceived robot dominance (range [0, 5])
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Results & Discussion. Using Pillai’s trace, the multivariate test
showed amoderate tendency of body expansiveness to affect overall
perception, V = 0.35, F (6, 54) = 1.90,p = 0.098. However, sepa-
rate univariate ANOVAs on the outcome variables revealed signifi-
cant positive body expansiveness effects on perceived dominance,
F (2, 28) = 4.41,p = 0.022; and arousal, F (2, 28) = 5.10,p = 0.013.
In other words, overall participants perceived the robot display-
ing spreading gestures as more dominant (µ = 5.6) and aroused
(µ = 5.93) than a robot showing enclosed gestures (dominance,
µ = 4.58; arousal, µ = 4.76), and perceived valence was not affected
by the body expansiveness modulation. This means that parameter-
based modulation of expansiveness successfully moderated dom-
inance expression for various gestures. Further, normalising and
comparing measures from both studies there is no difference in per-
ceived dominance between postures (spreading, µ = 0.65; enclosed,
µ = 0.54) and gestures (spreading, µ = 0.6; enclosed, µ = 0.51).
This means that the expansiveness modulation effect is behaviour
as well as modality (gesture versus posture) and embodiment (real
versus picture) independent.

5 CONCLUSION
We have shown the validity of body expansiveness modulation
for dominance expression in both postures and gestures. We show
that with a limited set of parameters we can moderate dominance
expression.

Body expansiveness has been manipulated by the parameters
head tilt, shoulder angle, leg angle, and leg stretch. Consistent
modulation of these parameters influences perceived dominance in
the intended direction for various postures and gestures.

Although the joint angles are specific to the NAO robot, the body
expansiveness modulation can be applied to any humanoid robot
or embodied agent. This makes our method applicable to other
systems and scenario’s as well, although the perception effects we
report should be verified with other robots.

These studies provide evidence that body expansiveness is an
important factor for dominance expression and that this effect is
behaviour independent and independent of view angle.
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