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Introduction

E-commerce was growing fast before COVID-19 hit. During the COVID-19 pandemic, the demand for on-
line shopping grew tremendously. An inefficient supply chain and some inefficient operations have been the
biggest obstacles to expansion in the e-grocery sector, frequently resulting in capital being expended on op-
erating costs. E-grocery is business-to-consumer e-commerce for the primary purpose of selling groceries
online. As a result, a clear and well-developed operational supply chain is required for sustainable and scal-
able growth. Picnic, an e-grocery retailer, has been disrupting the e-grocery market since 2015. Their efficient
operations and data-driven approach cause large cost savings to be compatible with other major grocery or-
ganisations. One of the critical drivers to maintaining its competitive position in the market is efficiency.

Matching workload (anticipated work) with the workforce (employees) is a significant driver for efficient
operations. Regulations commit Picnic to scheduling people to a specific shift a week before the working
day starts. However, the number of workers necessary for the shift is known only one day upfront. The dis-
crepancy between the availability of people and the forecasted amount of work converges to an ideal mix of
workload and workforce defined that day. Yet, fluctuations frequently cause a mismatch between workforce
and workload, resulting in inefficiencies. The current planning process heavily relies on precedence relation-
ships, break management systems, dynamic start- and end times, and other regulations.

Picnic is not able to monitor the performance of its current planning and scheduling process. Therefore,
the research focuses on solving a task allocation algorithm within Picnic’s fulfilment and distribution centres.
Both an exact and a meta-heuristic model have been constructed to study the task allocation process that
can be solved efficiently. Historical data from Picnic is used to set up a realistic model. For the exact model, a
Branch & Cut algorithm is used to solve a Mixed Integer Linear Programming formulation with lexicographi-
cal objectives. The proposed model is compared to a meta-heuristic Variable Neighbourhood Search, which
uses nested neighbourhood loops to modify the solution. The research aims to implement the algorithms in
a real-life FC to test the performance, increase productivity, and save costs.

The research is carried out as part of a Master’s thesis in Air Transport Operations from the faculty of
Aerospace Engineering at the Delft University of Technology. This thesis report has the following structure.
Part I presents the scientific paper of the research. After that, Part II contains a report of the Literature Study,
providing background information on e-groceries, planning and scheduling, and different exact and heuris-
tic solution methods proposed in related work. Finally, Part III provides supporting work for the research
presented in the scientific paper. All definitions of the activities are mentioned, as well as a short description
of the extensions used named Numba and Tableau, respectively.
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Solving a flexible resource-constrained project scheduling problem for
an e-grocery fulfilment centre: a meta-heuristic approach

Jop van Teeffelen∗

Delft University of Technology, Delft, The Netherlands

Abstract

The demand for online shopping has grown tremendously in the last couple of years. Picnic, a major player in
the online grocery industry, is struggling to achieve long-term growth within its current operations. Schedul-
ing and planning are key drivers for maintaining operational efficiency. The Fulfilment Centre (FC) and
Distribution Centre (DC) costs heavily depend on efficient operations. This research focuses on improving
the scheduling process in an e-grocery FC and DC. The main objective of the model is to maximise the
quality of the schedule, which is achieved through two lexicographical objectives. First, the make span is
minimised to improve efficiency and to calculate the number of employees required to fulfil the workload.
The make span of a schedule is defined as the time between the first scheduled activity i and the last activity
j in a schedule s. Next, the number of switches between activities is reduced. The second objective is to
increase overall productivity since switching moments cause slack in the operations. Two solution methods
are proposed to solve the Flexible Resource Constrained Project Scheduling Problem (FRCPSP). The first
solution method is a Mixed Integer Linear Programming (MILP) formulation that is solved with a Branch
& Cut (B&C) algorithm. Next, a meta-heuristic is proposed named Variable Neighbourhood Search (VNS).
The initial solution is computed by solving the MILP for one objective, minimising the make span. Next,
the VNS uses nested neighbourhoods to modify the answer resulting in fewer switches per schedule. For
small instances, the exact formulation outperforms the meta-heuristic in most cases. Conversely, the meta-
heuristic features a higher efficacy and efficiency when tackling more significant instances, being the only
solution method capable of yielding feasible solutions for real-world scheduling problems. Despite the effec-
tiveness of the proposed meta-heuristic, some operational adjustments are still required before implementing
the proposed decision-making tool.
Keywords: Project Scheduling, Job Shop Scheduling Problems, E-grocery, Flexible Resource Constrained
Project Scheduling Problem, Meta-heuristic, Variable Neighbourhood Search

1 Introduction
E-commerce was growing fast before COVID-19 hit. During the COVID-19 pandemic, the demand for online
shopping grew even more substantial. Furthermore, changes in customer behaviour and consumer awareness of
the need to find safe shopping alternatives resulted in a 55% growth in 2020, up from 10% in 2019 [McKinsey,
2022]. The largest stumbling block for growth in the e-grocery industry has been an inefficient supply chain
and inefficient operations, which frequently led to capital being used up on operating expenses [Nicolo Galante
et al., 2013]. E-grocery is B2C e-commerce for the primary purpose of selling groceries online. As a result, a
clear and well-developed operational supply chain is required for sustainable and scalable growth.

Today, customers tend to have more requirements and demands from online retailers. Customers want
delivery within 24 hours and a reliable return policy. Delivering groceries within one day comes with challenges.
All products should be in stock and have to be fresh, and no damages or completeness issues should occur
during the operations. As a result, enough workforce (employees) should be in place to process the workload
(hours) for delivery the next day.

The online supermarket Picnic, which operates in the Netherlands, Belgium, and France, is one example of
a company looking to improve its supply chain. Picnic’s supply chain starts with the supplier, who delivers
its products to the Distribution Centres (DC). A large warehouse for the storage of products. Next, the
products are processed, subdivided, and transferred to regional Fulfilment Centres (FC). An FC replaces the
physical grocery shop so online orders can be received, processed, and filled, ready for transportation to the
hubs. Subsequently, the products are transferred to local hubs, where the groceries are delivered to someone’s
doorstep. An illustrative example of the supply chain is shown in Figure 1. Picnic offers customers the possibility
to order groceries one day upfront and promises to deliver the products within a 20-minute time frame the next
day. On the other hand, processing the entire operation from the supplier to a customer’s doorstep takes about
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24 hours. Their Just-in-Time (JIT) service significantly depends on a precise prognosis and comprehensive
planning techniques.

As potential orders are abundant at Picnic, it is desired to schedule tasks among employees efficiently to
serve more customers. The allocation of charges among employees in an FC is a very time-consuming process
and is currently done by a team captain (an experienced employee with a leadership role). The quality of the
timetables heavily relies on the expertise of a captain, which bases their decisions on personal preferences and
experience. A job allocation algorithm will automatically resolve the time-consuming procedure. The algorithm
provides the captain with optimal schedules, which can be used as a benchmark for last-moment adjustments.

In addition, higher productivity and efficient scheduling can result in significant cost savings. The increase
in productivity directly decreases the number of employees required. Additionally, more clients may be serviced
by processing more orders.

Figure 1: Illustrative example of the supply chain of Picnic

Regulations commit Picnic to schedule people a week before the working day starts. However, the number
of employees required is known one day in advance. The discrepancy between the availability of people and the
future amount of work converges to an ideal mix of workload and workforce defined that day. Nevertheless,
fluctuations frequently cause a mismatch between workforce and workload, resulting in inefficiencies. The
mismatch might therefore lead to operational constraints.

The research objective is to improve the current scheduling process by optimising a task allocation algorithm
in an e-grocery fulfilment centre while maintaining productivity. Specifically, the research aims to optimise the
trade-off between constrained workforce and workload. The created decision tool will be used as fundamental
for allocating employees to specific tasks required that day.

The problem definition is formulated as a Flexible Resource Constrained Project Scheduling Problem (FR-
CPSP). Two ways of solving the FRCPSP are proposed in this research. First, the FRCPSP is mathematically
formulated as a Mixed Integer Linear Problem (MILP) and solved through a Branch & Cut (B&C) algorithm
to retrieve an exact solution. Next, VNS is used as a meta-heuristic to solve the FRCPSP for a real-time data
instance.

The paper has the following structure. First, related work on planning and scheduling is elaborated in
Section 2. Next, the problem description is discussed briefly in Section 3. Subsequently, the methodology,
research setting, and mathematical model are elaborated in Section 4. Next, a proposed meta-heuristic is
further elaborated in Section 5. Section 6 presents the MILP and the meta-heuristic results. Finally, the
conclusion and discussion are discussed in Section 7

2 Literature Review
The topic of job scheduling and task allocation is already a common subject for many applications in published
literature. Therefore, it is crucial to consider what has already been studied and where new research can add
value to the academic body. First, a brief description of the Job Shop Scheduling Problem (JSSP) is provided
in Subsection 2.1. Subsequently, related work of the FRCPSP is elaborated in Subsection 2.2. Subsequently,
exact solution techniques are described in Subsection 2.3. Finally, more information on the VNS is provided in
Subsection 2.4.

2.1 Job Shop Scheduling Problem
One of the oldest and most essential studies in scheduling is JSSP [Asadzadeh, 2015]. A JSSP is an optimisa-
tion problem mainly addressed in operations research and computer science to schedule jobs among machines or
employees. JSSPs are considered NP-hard problems. In other words, among one of the most challenging com-
binatorial optimisation problems to solve [Christodoulos A. Floudas and Panos M. Pardalos, 2019, Asadzadeh,
2015, Leusin et al., 2018, Applegate and Cook, 1991, Ham and Cakici, 2016]. Informally, the problem can be
described as follows: there are a set of jobs and a set of machines. Each job consists of a chain of operations that
must be processed during an uninterrupted period of a given length per machine. Each machine can only process
at most one operation at a time. A schedule allocates tasks to specific time intervals on different machines.
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The objective of JSSP is to find a schedule with a minimum make span to complete the operations. JSSP has
inherent intractability characteristics, resulting in a preference for solving the problem with a meta-heuristic
procedure [Cheng et al., 1996].

One of the main limitations of a JSSP is based on the resource consumption of tasks where the capacity of
resources is unitary. In other words, one machine can only process one task simultaneously. Additionally, one
task (operation) requires only one resource (employee) to be fulfilled. In this study, one task (e.g. picking) has
to be completed by many employees during the same time interval. Next, precedence constraints form chains
within a JSSP algorithm, and the preemption of tasks is not incorporated within the classic JSSPs. Finally,
the number of employees (resources) in an FC is constrained for which the JSSP does not hold. As a result, an
alternative to the JSSP should be formulated.

2.2 Flexible Resource Constrained Project Scheduling Problem
Another way of addressing the problem description is by formulating an RCPSP [Habibi et al., 2018]. An RCPSP
determines the time required to implement the tasks of a project to achieve a specific objective. Classical RCPSP
have two restrictions within its formulation. First, precedence relations indicate that some tasks must end before
another can start. Second, resource constraints are formulated where renewable resources are available at a
constant and fixed rate throughout the project. One of the most common additional restrictions is that some
tasks must end before a given due date and time [Rajeev et al., 2015]. The origin of RCPSP is referred to
as a JSSP and was first formulated by J. Blazwicz & J. Lenstra in Blazewicz et al. [1983]. Hence, the JSSP
and the RCPSP are also defined as NP-hard problems, indicating their difficulty in resolving the mathematical
formulation.

RSPCP formulations are considered by researchers as one of the most commonly used and fundamental
issues, addressing the urge and the quantity of research in the planning domain [Habibi et al., 2018, Blazewicz
et al., 1983, Rajeev et al., 2015]. Many variations on the classic RCPSP are possible as many different problems
can be categorised accordingly. Literature about RCPSP problems incorporating information on renewable re-
sources, Preemption of tasks, time-based & multi-objective economic objective functions and a non-deterministic
approach offers various insights to formulate the problem mathematically. Naber and Kolisch [2014] discusses
the definition of a FRCPSP. Here, they simultaneously determine each activity’s start time and duration while
minimising the make span. The model is subject to precedence relationships, limited availability of multiple
resources, and resource profile constraints.

2.3 Exact Solution Techniques
Optimisation methods can be classified into two types. First, an exact solution method ensures that an optimal
solution is found, by solving a MILP for example. Second, a heuristic can be defined to approximate the optimal
answer. The advantage of a well-developed heuristic is that it reduces the computational time required to obtain
a high-quality approximation to the optimal answer.

Two different exact solution methods are frequently elaborated in literature for scheduling and planning
problems. Respectively, Branch & Bound (B&B) and B&C. The theory on B&B is commonly used to solve
JSSPs and RCPSPs. The classic B&B algorithm explores a set of candidate solutions defined within a rooted
tree. The algorithm decides which branch improves the main objective function and explores every possibility
to achieve the optimal solution [Morrison et al., 2016]. Christofides proposes a B&B algorithm based on the
idea of using disjunctive arcs. The algorithm is used for resolving conflicts created whenever sets of tasks have
to be scheduled whose total resource requirements exceed the availability in some periods [Christofides et al.,
1987]. The computational time of a B&B algorithm is quite significant since all solutions need to be compiled
to find an optimal solution.

Padberg also proposes a B&C algorithm applied to the B&B logic with the implementation of cutting planes
within a classic Travelling Salesman Problem [Padberg and Rinaldi, 1991]. Cutting planes are constraints that
can be added to an integer program to tighten the feasible region without removing integer solutions. Eventually,
this technique is often used in literature to solve RSPCP definitions with remarkably better results than a B&B
algorithm [Zhu et al., 2006, Chakrabortty et al., 2015]. Therefore, a B&C algorithm is proposed to solve the
FRCPSP in this research.

2.4 Variable Neighbourhood Search
The typical complexity and size of the RCPSP cause the exact solution to be suitable for smaller data instances
resulting in a reasonable computational time. However, because it takes much time to compute, it is frequently
preferred to use meta-heuristics, as meta-heuristics tend to solve the problem with a large data instance relatively
fast while still aiming for a high-quality answer.
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VNS is a meta-heuristic based on specific local search algorithms made available by Mladenovir and Hansen’t’
[1997]. The combination of different local search algorithms as a subroutine fungate as an efficient heuristic. A
set of different neighbourhoods (Nk with k = 0, ..., 3) presenting different local searches is defined in which every
neighbourhood consists of a local search heuristic. Local Search heuristics usually uses only one neighbourhood
to resolve the problem and come to an answer. The VNS iterates through a nested set of neighbourhoods until
an improved solution is found. Contrary to most other local search methods, VNS does not follow a trajectory
but explores increasingly distant neighbourhoods of the incumbent solution and jumps to a new incumbent
solution whenever an improvement is made. After an improvement is initiated, the VNS starts at the first
neighbourhood again. Various stopping criteria (e.g. maximum number of iterations, maximum CPU time, or
a maximum number of iterations between two improvements) could be formulated to terminate the heuristic.
The basic version of a VNS is a descent, first improvement method. The success of a VNS is because each
neighbourhood has a different local optimum

2.5 Research Gap
The contributions of this work are three-fold. First, the meta-heuristic proposed to solve the FRCPSP allows for
non-preemptive scheduling. Regulations require employees to take a break after a consecutive number of hours.
The break management constraints directly cause the MILP and meta-heuristic to comply with non-preemptive
scheduling. Non-preemptive scheduling enables employees to stop their activity before completing the workload.
As a result, employees can switch to another task or break before the complete activity is fulfilled. Second, as far
as we could corroborate, no existing work captures the decision-making tool for creating operational schedules
in an e-grocery FC. The operation’s complexity and the symmetry caused by employees permitted to perform
all activities create a one-of-a-kind problem. Third, the availability and quality of the data are unique. Picnic’s
Data Warehouse (DWH) is enriched with data from all processes. The DWH is a cloud-based data vault with
information on historical processes, HR, and other events in Picnic’s daily operations. As a result, any form of
stochastic modelling is not required to obtain efficient and robust timetables in an FC.

3 Problem Statement
The goal of this research is to improve the planning process in an e-grocery FC & DC. The current planning
process, particular difficulties, and the future planning process are all covered in more detail within this sec-
tion. First, Subsection 3.1 elaborates on the current planning process alongside its limitations. Subsequently,
Subsection 3.2 elaborates on the future workload planning system. Furthermore, a deep dive into challenges
around scheduling is discussed in Subsection 3.3. Finally, a brief explanation of the issues raised by precedence
relations and break management systems is expanded in Subsection 3.5. Finally, the input data, the schedule
matrix and the assumptions are discussed in Subsection 3.7 - 3.9.

3.1 Current Planning Process
Today, Picnic’s forecasting team plays a significant role in planning. Historical data, trends in economics,
and other factors influence the demand, expressed in an exact number of orders. Subsequently, orders can be
translated into the number of products that should be processed to meet the required demand. The organisation
is aware of each employee’s productivity for all jobs thanks to clocking data. All historical data is cleaned and
stored within the Data Warehouse (DWH). The number of hours required for a shift may be calculated by
combining the productivity and the total number of products handled. As a result, the absolute number of
necessary employees can be computed.

Allocating employees to activities is done through FC captains a day before the shift starts. The allocation
is based on personal preferences and the experience of the team captain. Employees are allocated to one activity
for which they become responsible during the shift. The task allocation process is done manually and it takes
up to 2 hours to create a schedule for one shift. The current decentralised method of planning causes a lot
of inefficiencies and discrepancies between FCs. Because of this, it is challenging to evaluate or compare the
effectiveness of the scheduling process within different FCs. Additionally, the current method heavily relies on
the expertise of a team captain which is therefore sensitive to human errors.

To meet all deadlines, team captains keep an eye on productivity and other factors during shifts. Based on
numerous operational constraints, employees are moved from one activity to another during a shift. The time
to change locations and routine adds up in spilled time and thus slack.

3.2 Future planning Process
Picnic is currently creating a new centralised method, named the Workload Planning System (WPS). The
WPS is defined within four steps and illustrated in Figure 2. First, workload packages are created based on
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information from the forecast data two weeks before the operations start. The growth team forecasts demand
for various products and calculate the hours required per activity two weeks before the operational day.

Second, the workload packages are used as input for scheduling the required workforce to shifts. Employees
can hand in their availability nine days before a day starts (2a). Next, Employees must be scheduled a week in
advance (2b), but exact numbers are only available 24 hours before the operating day. The people team within
Picnic operates an algorithm matching the workforce’s demand and supply per shift.

Third, workforce has to be time-aligned with the workload. A task allocation algorithm should assign specific
tasks to specific time intervals based on deadlines, precedence relationships and break management constraints.
The task allocation is purely based on quantitative operational data and not dependent on qualitative personal
preferences.

Fourth, the timetables should be assigned to the available shoppers. Capabilities per employee play a role
while assigning employees to specific timetables. However, this step is not covered in the scope.

Figure 2: Timeline workload planning system in days

3.3 Scheduling
Schedules are projections or forecasts of future conditions and events for the project. They are based on infor-
mation and expertise known at the time the schedules were created. Unexpected occurrences or irregularities
after the schedule has been made directly impact the result. For this reason, a robust schedule should be defined
to increase its flexibility of the schedule. Robust schedules can handle different inconsistencies or slack without
creating a new one. The robustness problem is resolved by minimising the make span of the schedules. The
workload can be scheduled to be fulfilled before the 9-hour duration of the shift. Slack or irregularities can be
compensated with the bonus time made available through the extra time. In other words, bonus time addresses
time that can be used for any other activity before scheduled before the shift ends.

Responsively, work can be exchanged among shifts to compensate for the availability of the workforce. An
FC’s primary tasks have strict time constraints. They can, therefore, only occasionally be switched during
the day. The procedures only succeed if crucial tasks are completed within the suggested start- and end
times. Trucks must leave at a specific time and packed fulfilled orders must be moved to the appropriate hubs.
Performance indicators should clarify whether an FC is under- or overplanned so that the specific tasks to be
shifted can be determined.

Another obstacle is the percentage of no-shows in an FC’s current planning process. The churn rate of
employees working in a DC or FC is remarkably high. The no-show rate for a shift might occasionally reach
higher numbers, especially among new employees. Scheduling the workload very tightly might cause issues with
the no-show rate.

In current operations, FCs are adjusting work from shifts as a reaction to the no-show rate. For instance,
low-priority tasks can be completed at different times of the day. Therefore, schedules need to be reliable,
adaptable to last-minute modifications, and flexible to the available workload’s limitations.

3.4 Precedence Relationships
Sequential activities add complexity to the planning process of an FC. Various activities depend entirely or
linearly on another predecessor. Figure 3 illustrates an example of the operations within an FC. For example,
an order can contain different products from different suppliers (trucks). The trucks transporting the different
goods will have different arrival times. In contrast, the picking procedure cannot begin until both shelves have
been restocked with the products from the trucks. The picking can only be completed after all products from
both trucks have been replenished. This is an example of full precedence relations between two successive
activities; replenishment and picking. Next, the dispatching activity has to be linearly executed with picking.
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When a pick round is completed, the crates from the filled pick cars have to be lifted in the dispatching frames.
Dispatching can only be executed after the corresponding proportion of picking has been fulfilled. This is an
example of linear precedence relations between two successive activities; picking and dispatching.

Figure 3: Sequential relations between tasks in a fulfilment centre [Picnic, 2022]

3.5 Break Management System
Employees must take a break after executing work for a specific number of hours. Government laws specify
the required length of a break dependent on the length of a shift. Today, Picnic is operating within a two-shift
structure. The first shift starts at 06.00 in the morning with a nine-hour duration until 3.00 in the afternoon.
The second shift starts subsequently at 3.00 in the afternoon and until midnight. There are three planned
breaks for each shift. After almost two hours, the first fifteen-minute break is scheduled. Employees should
split break times among themselves so that the number of hours available for work remains high. Next is a
30-minute lunch break, during which the canteen can only accommodate employees to a certain extent. The
last break is planned two hours before the shift’s finish time.

A strictly planned timetable directly increases productivity. Employees have to be persistent to meet all
daily deadlines. Productivity will decrease if there is less work that needs to be done at the end of the day.
Breaks are introduced for employees to take rest and have free time. When several employees take a break,
fewer hours are available to work.

Different methods of break management may result in deadlines being met or violated. Figure 4 illustrates
two examples of break management: (i) employees distribute their breaks within three consecutive time intervals,
(ii) all employees take a break simultaneously. The vertical blue bars illustrate the cumulative hours of work
during morning and evening shifts without the implementation of breaks. The vertical red bars illustrate the
cumulative number of hours that should be completed to meet specific deadlines. The red line visualises the
actual hours worked for the two respective situations of break management. During the break, an employee is
not able to perform work which is planned for during a shift. As a result, fewer employees are available during
the break intervals. Therefore, the allocation of breaks at various intervals depicted in situation (i) leads to
fulfilling all deadlines. Situation (ii) illustrates how simultaneously planned breaks may prevent deadlines from
being met.
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Figure 4: Distributed scheduled breaks versus simultaneously scheduled breaks

3.6 Symmetry
In optimisation models, symmetry can directly cause slow convergences as an effect of several solutions with
the same equivalent outcome. For example, the exact model formulated in Subsection 4.2 has to deal with
symmetry. Every schedule’s tasks can be switched inside a particular time block since every employee can
perform every task. Swapping workload from schedules will result in the same make span of the schedules.
Symmetry is discussed in various research as a common problem in operations optimisation research Jans and
Desrosiers [2013].

3.7 Input Data
The model’s data is extracted from Picnic’s DWH. All information on orders, productivity, performance, and
other processes in the supply chain for any date and time is stored in the DWH.

An actual test can be carried out in an FC, presuming the algorithm is linked to Picnic’s internal systems.
The algorithm should first be transferred to the organisation’s internal server. Next, the model should have a
live connection with the DWH to transfer real-time data. At some point, a real-time test can be conducted to
evaluate the model’s effectiveness in practice. Finally, if the experiments occur, the algorithm can be tweaked
based on actual practicalities.

3.8 Schedule Matrix
For simplicity, the schedules are discretised in time steps of fifteen minutes. As a result, 36-time units are required
to fill a schedule based on nine hours. The schedule matrix, M(Ns, Nt) is defined with Ns, corresponding to
the number of schedules and Nt, corresponding to the number of time units. The schedule matrix is filled
with integers corresponding to a specific activity. This way, every row can be seen as an individual schedule
containing a unique activity for each time unit.
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3.9 Assumptions
Summarising, the following assumptions are made to solve the FRCPSP:

• All employees can perform all clocking activities.

• The no-show percentage is already accounted for while planning the employees required for a shift. There-
fore, no stochastic formulations are used in this research.

• The number of hours necessary to fulfil a task, defined in a workload package, is based on an average
productivity per employee.

• Only "mature" employees, having work experience of over a week, are considered in the scheduling process.

• The time used within the model is discretised to slots of 15 minutes.

• The algorithms create schedules per shift and thus only consider 36-time units.

• Robustness of a schedule is achieved through minimising the maximum make span. Bonus hours are
formulated to compensate for slack during the day.

4 Exact Solution Method
Subsection 4.1 describes the decision variables used in the model, the data sets, and the parameters for the
task allocation algorithm. Subsequently, the MILP formulation used to solve the FRCPSP is described in
Subsection 4.2.

4.1 Decision Variables, Sets, and Parameters
The mathematical model of the FRCPSP is formulated as a MILP with three sets mapped in Table 1, and six
decision variables (DV) mapped in Table 2. The main DV is defined as xi,s,t, which is a binary variable that
denotes a value 1 if task i is assigned to schedule s at timestamp t and zero otherwise. The data sets used to
define the DV xi,s,t are illustrated in Table 1. Next, the set of schedules S depends on the available number
of employees during a shift. As described in Subsection 3.3, the schedules are discretised in parts of fifteen
minutes, contributing to a shift duration of nine hours defined in set T . The number of available activities
and the time units are uniform for every schedule, whereas the number of schedules depends on the availability
of employees. The DV cs is an integer variable defined as the make span of a schedule. In other words, the
interval from the first scheduled task to the final scheduled task per schedule. The maximum value of the make
span, aggregated over all schedules, is defined as cmax. zi,s,t is a binary DV, which is 1 when the activity i at
timestamp t + 1 is different compared to timestamp t at the same schedule. The next DV, ls,t, indicates the
start of a lunch break. A lunch break consists of two consecutive time units and could be scheduled among an
interval defined as set Bb. Finally, the last DV is used to linearise the full precedence relationship constraint
and is shown in Equation 12. The linearisation of the second objective and the full precedence constraint is
derived in Appendix A. Other parameters used to define the model are listed in Table 3.

Minimising the make span is critical for increasing the robustness of the schedules and maintaining high
productivity through a tight schedule. As a result, both objectives of the mathematical model are formulated
in lexicographical order, meaning that the second objective is computed after the first. The second objective
can not influence the outcome of the first objective.

The first objective increases the robustness of the model by initialising bonus hours. Bonus hours are
scheduled to compensate for possible slack gathered during the execution of activities. Second, the minimisation
of the make span results in tight schedules. The desired productivity of employees is used for scheduling
employees to given tasks. Picnic is able to monitor if employees are underperforming during the operations to
know which activity is a bottleneck. Picnic observes employees being less productive when they have more time
to fulfil their tasks.

The second objective (Equation 2) minimises the number of switches per schedule. As described in Section 3,
switches cause drops in productivity, as Employees must stop work, move to a new location in the FC, and start
a new activity. The second objective is multiplied with a cost factor Q to compensate for switches from a break
to another activity. A switch from a break to another activity should not be counted as a switch. Employees
should migrate to the new activity during the break to avoid wasting time. Moreover, breaks are regulated and
therefore described as mandatory.
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Table 1: Mathematical Model - Data Sets

Sets
I Set of all activities, indexed by i
I1 Subset of activities with priority level 1, indexed by i
I2 Subset of activities with priority level 2, indexed by i
S Set of schedules during a day, indexed by s
T Set of time units of 15 min starting from 06.00 PM, indexed by t
B Subset of all time units that contains a break
Bb Subset of specific time intervals indicating a break, indexed by b*

Table 2: Mathematical Model - Decision Variables

Decision Variables
xi,s,t Binary Decision variable, equal to 1 if task i is performed in schedule s during time unit t, else 0
cs Continuous Make span of schedule s
cmax Continuous Maximum make span
zi,s,t Binary Decision variable for the number of switches
ls,t Binary Decision variable indication of the start of a lunch break.
yi,t Binary Decision variable to operate the full precedence relationship linearisation constraint

Table 3: Mathematical Model - Parameters

Parameters
Wi Workload of activity i in hours
Ki Maximum capacity of employees on activity i
Tt Parameters which is equal to the scheduling time unit t
Si Start time of activity i in time units t
P l
i,j Parameter for linear relationship between task i and task j

P f
i,j Parameter to indicate if task i should be fully executed before task j can start

Si Start time for activity i based on time unit t
Di Deadline for task i in time units t
Vb Parameter to indicate the duration of specific breaks
Emax Maximum difference of employees allowed to take a break
η Parameter indicating the % hrs of tasks with priority 2 should be scheduled
Qi Parameter defined to penalise a switch from activity i
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4.2 Mathematical Model

min cmax (1)

min
∑
i∈I

Qi

∑
s∈S

∑
t∈T

zi,s,t (2)

subject to

cs ≥ t
∑
i∈I

xi,s,t ∀s ∈ S, t ∈ T (3)

cmax ≥ cs ∀s ∈ S (4)∑
s∈S

t≤Di∑
t≥Si

xi,s,t ≥ Wi ∀i ∈ I1 (5)

∑
s∈S

t≤Di∑
t≥Si

xi,s,t ≥ η ·Wi ∀i ∈ I2 (6)

∑
s∈S

∑
t∈T

xi,s,t ≤ Ki ∀i ∈ I (7)∑
i∈I

xi,s,t ≤ 1 ∀s ∈ S, t ∈ T (8)

xi,s,t · t ≤ Di ∀i ∈ I, s ∈ S, t ∈ T (9)
xi,s,t · t = 0 ∀i ∈ I, s ∈ S, t ∈ {0, ..., si} (10)∑

s∈S

∑min(Tcomp,di)
t≥si

xi,s,t

Wi
≥

∑
s∈S

∑min(Tcomp,dj)
t≥sj

xj,s,t

Wj
P l
i,j ∀(i, j) ∈ I (11)

Di∑
t=Si

∑
s∈S

xi,s,t −
Tcomp∑
t=Si

∑
s∈S

xi,s,t ≤ M i
1yi,t ∀i ∈ I, t ∈ {Si, . . . , Di} (12)

∑
s∈S

xj,s,tPi,j ≤ M j
1 (1− yi,t) ∀i, j ∈ I, t ∈ {sj , . . . , dj} (13)∑

t∈B
x0,s,t = Bb ∀s ∈ S, t ∈ T , b ∈ B (14)∑

t∈Tbl

ls,t = 1 s ∈ S (15)

x0,s,t ≥ ls,t ∀s ∈ S, t ∈ T (16)
x0,s,t+1 ≥ ls,t ∀s ∈ S, t ∈ Tbl (17)∑
s∈S

x0,s,t ≤ Emax ∀t ∈ B (18)

xi,s,t − xi,s,t+1 ≤ zi,s,t ∀i ∈ I, s ∈ S, t ∈ T (19)
xi,s,t+1 − xi,s,t ≤ zi,s,t ∀i ∈ I, s ∈ S (20)
zi,s,t ≥ 0 ∀i ∈ I, s ∈ S, t ∈ T (21)
xi,s,t ∈ {0, 1} ∀i ∈ I, s ∈ S, t ∈ T (22)
cs ∈ {0, ..., t} ∀s ∈ S, t ∈ T (23)
cmax ∈ {0, ..., t} ∀t ∈ T (24)
yi,t ∈ {0, 1} ∀i ∈ I, t ∈ T (25)
zi,s,t ∈ {0, 1} ∀i ∈ I, s ∈ S, t ∈ T (26)
ls,t ∈ {0, 1} ∀s ∈ S, t ∈ T (27)
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The first set of constraints shown in Equations 3 and 4 describes the definition of the make span. The maximum
value of all make spans cs is the maximum make span cmax. Next, the constraints depicted in Equation 5 ensure
that all workloads with a high priority are scheduled. Subsequently, Equation 6 describes the workload which
should be scheduled for low-priority tasks. The η parameter regulates the percentage low-priority tasks that
should be completed in a shift. low-priority tasks are defined as tasks that does not directly influence the
operations of an FC. The capacity of FCs to execute specific activities is limited to number of employees. As a
result, Equation 7 is defined to account for the capacity within FCs.

Furthermore, scheduling constraints are shown in Equations 8 and 9. First, Equation 8 ensures only one
activity is scheduled at a specific time stamp. The other two Equations 9 & 10, are defined to meet all required
starting times and deadlines.

Next, sequential operational processes cause precedence relationships. Three different sequential relations
are formulated within this research. First, linear relationships are described in Equation 11, which defines
a certain percentage of work that can be done before the same percentage of the following activity could be
executed. The binary parameter P l

i,j is active when an activity i is related to activity j. Second, Equation 12
and 13 describe full precedence relationships between tasks. In other words, task i should be fully executed
before task j can start. Parameter P f

i,s is active when two activities have full precedence relations. Third,
tasks without any relationships to each other are not defined within the constraints. Figure 5 illustrates the
relationships for the three different scenarios.

Figure 5: Different types of precedence relations

The full precedence constraint is linearised through a big-M method and derived in Appendix A. The big-M
used in Equation 12 has to be carefully chosen. M i

1 should be large enough to cover the entire feasible space
but should be as small as possible to prevent unnecessary slow progress of the B&C algorithm. As a result,
Equation 28 illustrates that the value for M i

1 depends on the predecessor task the constraint applies to.

M i
1 = Wi (28)

Subsequently, the break management constraints are defined and described in Equations 14 - 18. First,
Equation 14 describes the different time units t for which a break should be scheduled. The subset B derived
from values in set T describes all values t for which a break can be scheduled. For instance, the lunch break
consists of a 30-minute uninterrupted break and the other two coffee breaks of 15 minutes. Therefore, the
following constraints shown in Equations 15 - 17 define that two consecutive time units should be scheduled
for a lunch break within the subset B. Next, the constraints formulated in Equation 18 defines the maximum
number of employees allowed to take a break at the same time unit t. The maximum allowed employees going
on a break can be constrained with the capacity constraint (Equation 7) and the maximum break constraint
(Equation 18).

Finally, the second objective is complemented with a set of constraints to define the DV zi,s,t. The second
objective was formally defined as an absolute constraint, measuring the differences in activities between two
consecutive time stamps. The linearisation of the second objective is the result of Equations 19 - 21. Absolute
values produce a nonlinear constraint in a MILP, which makes them undesirable. The linearisation of the ab-
solute constraints is derived in Appendix A.

5 Meta-Heuristic
This section elaborates on the decision of a VNS in combination with the outcome of the exact model, optimising
the make span. First, an illustration of the proposed neighbourhood search is discussed in Subsection 5.1. Next,
the method used to retrieve an initial solution is elaborated in Subsection 5.2. Subsequently, the VNS used to
modify the initial answer to strive for fewer switches is discussed in Subsection 5.3
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5.1 Overview of the Meta-Heuristic
Solving the MILP with an exact solution method is too time-consuming for real-time data instances. The
exact model’s limitations are due to the size of the problem and, as a result, the memory available on the used
computer. Another option is to improve the computational time by solving the problem with a meta-heuristic.
A definition of a meta-heuristic is provided by van Gils et al. [2018]: "A meta-heuristic is a computational
procedure that determines an optimal solution by iterative attempting to improve a candidate solution to a
given quality measure." Moreover, using a meta-heuristic is another technique to approximate the optimal
solution. A well-performing meta-heuristic generally solves the problem with a lower computational time.

Figure 6 illustrates the intermediary steps of the meta-heuristic. First, the model’s input combines workload
(workload packages), workforce, and other FC characteristics. Then, an exact model is proposed to get an
initial solution that complies with the requirements stated in the MILP. The number of switches within the
schedule matrix is analysed in the next step. Consequently, the VNS retrieves a scheduling matrix with fewer
switching moments.

Figure 6: Overview of the variable neighbourhood search

5.2 Initial Solution for the Variable Neighbourhood Search
The B&C algorithm is able to solve the MILP for minimising the make span in a reasonable time frame for
more significant data instances. However, the number of switches must be accounted for in the first step.
The distribution of activities per schedule only depends on constraints regarding starting time, end time, and
precedence relationships. Therefore, the exact algorithm needs to consider the various activities per schedule.
Solving the minimisation of the make span resolves in a set of schedules, each with the minimal make span.
Instead of using a different approach that involves starting from scratch with a fresh schedule, the MILP
formulation extracts an answer bound by all constraints.

5.3 Variable Neighbourhood Search
Applying a VNS to a regular FRCPSP has proven successful in literature [Chakrabortty et al., 2020, Cui et al.,
2021]. The meta-heuristic is chosen for its adaptability, flexibility, and ease of implementation. As discussed, the
VNS consists of nested neighbourhoods, combinations of resource transfers that can be easily accessed within
the algorithm. The neighbourhoods are explicitly defined to create the desired outcome. The meta-heuristic’s
adaptability and flexibility is the result of multiple neighbourhoods active in the VNS. The outcome can be
adjusted by formulating another set of neighbourhoods.

Three different neighbourhoods are defined and elaborated in Table 4. The meta-heuristic uses neigh-
bourhoods in the listed order, progressing from small to large. Neighbourhoods are established to ensure no
constraints are broken when constructing the solution. Furthermore, the meta-heuristic cannot worsen the make
span returned by the initial solution. The VNS only adjusts the time units are scheduled with clocking activities
within the initial solution so that no bonus hours can be swapped. As a result, the make span of the schedules
can not increase, which is essential because the objectives of the MILP are defined in lexicographical order.

The logic of the VNS is derived in Algorithm 1. The first neighbourhood evaluates all possible swaps within
the same time unit t. If a swap causes a decrease in the number of switches compared to the old situation,
the swap is performed. Suppose no swaps within the schedule matrix will result in a better solution, the meta-
heuristic jumps to the second neighbourhood. The second neighbourhood consists of three consecutive swaps
within the same time unit t, contributing to a better solution. If a swap is performed, the first neighbourhood
will be used again. If no improvement is found, the third neighbourhood function is used to find a poten-
tial improvement. The nested neighbourhood loops will be conducted until no improvement is found. Each
neighbourhood function has an unique local optimum compensated by moving to a different neighbourhood.
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Table 4: Definitions of different neighbourhoods

Neighbourhood Definition
N1 Swapping two tasks within the same time unit t
N2 Swapping three tasks within the same time unit t
N3 Swapping a task from time unit t with time unit t+ 1

Algorithm 1 Variable Neighbourhood Search
Data: Schedule_Matrix
Result: Schedule_Matrix
k := 1;
Opt_schedule_Matrix = Schedule_matrix;
while k < Total_Neighbourhoods; do

(Schedule_matrix,∆) := Nk(Opt_Schedule_matrix);
if ∆ < 0 then

k := 1;
Opt_Schedule_matrix = Schedule_matrix

else
k += 1

end
end
return Opt_Schedule_Matrix

6 Results
This section is used to describe the results. First, the result of the initial workload package is described in
Subsection 6.1. Second, the computational results are evaluated and analysed in Subsection 6.2. Third, a
real-life data instance is analysed and discussed in Subsection 6.3

6.1 Description of Initial Instance
An initial test instance is created to test the behaviour of the constraints and the objective functions in lexico-
graphical order. A small data instance shown in, Table 5 illustrates the initial workload package. The workload
package contains four different activities with workload for ten employees.

Table 5: Illustrative example of initial workload package

Date Task ID Temp Zone Start Time End Time Hours
22/07/2022 picking AM 09:00:00 14:00:00 10
22/07/2022 replenishment AM 07:00:00 16:00:00 10
22/07/2022 dispatching AM 07:00:00 16:00:00 4
22/07/2022 transport_inbound x 07:00:00 16:00:00 2

Figure 7, illustrates the results for compiling the initial workload package. The figure clearly shows the prece-
dence relationships and the mutual end times of all schedules at 13.15. Slack and/or irregularities can be
compensated for over 2.75 hours per schedule due to the bonus hours. Next, the minimisation of switches is
clear. As can be seen from Figure 7, the breaks are used as a connection to switch to another task.

The effect of other constraints are also visible in the figure. The lunch and initial coffee breaks are distributed
within the right time slots. Observing the coffee breaks in the first time slot, most of the coffee breaks are
scheduled at 09.30 to compensate for a switch.

Additionally, the precedence relationships are observed within the initial data set. First, full precedence
relationship constraints are defined for the transport_inbound and replenishment activities. Second, the same
constraints hold for the replenishment and picking activities.
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Figure 7: Initial set of schedules, workload package from Table 5

6.2 Computational Results
All models are developed in Python version 3.10 with Pycharm (Pycharm Community Edition 2021.3.3) as an
integrated development environment (IDE) and compiled on a Dell 5410 I5-10310U CPU. Gurobi is used to
solve the MILP with a B&C algorithm. The meta-heuristic is coded solely with the NumPy library, such that a
JIT extension named Numba is able to speed up the process. A JIT compiler initialises the functions used for
the meta-heuristic into machine code. Once the functions have been initialised, calculations in machine code
will be executedăvery fast. Transferring the functions into machine code requires the code to be compatible
with NoPython mode. NoPyhton mode ensures the code is used without any python extension. Finally, the
solution will be visualised through Tableau, a commercial data visualisation tool.

The performance of the MILP solving objective 1 is shown in Table 6. The table is built in two sections; the
left side of the table describes the data used, and the right side illustrates the model’s performance. The B&C
algorithm can solve all data instances within reasonable time limits. Picnic sets the feasible operational time
to create schedules within a time horizon of 2 consecutive hours. All results are obtained within a fraction of
the 2 hours defined as yhe operational maximum by Picnic. Therefore, the convergence of the best incumbent
to the lower bound is obtained within a reasonable time frame, considering the computational complexity. The
computer’s size, and consequently available memory, is the limiting factor for getting a solution with 1000
schedules. The number of DVs for 500 schedules with 30 activities minimising the make span is already 559,581.

Table 6: Exact method solutions for the minimisation of the make span

# Schedules # Activities Best Incumbent [t] Lower Bound [t] Optimality Gap [%] Comp. Time [s]
10 6 31 31 0 0.4
10 11 32 32 0 0.7
10 30 35 35 0 1.2
50 6 31 31 0 2.3
50 11 31 31 0 6.5
50 30 35 35 0 6.6
100 6 31 31 0 7.7
100 11 32 32 0 48.6
100 30 35 35 0 50.2
150 30 30 30 0 76.1
250 30 35 35 0 184.7
500 30 35 35 0 196.7
1000 30 n.a. n.a. n.a. n.a.

The second objective, minimising the number of switches, is very time-consuming, partly due to symmetry
and the increased size of the problems due to increased DVs and constraints. The second objective introduces
another decision variable (zi,s,t) with three variables, almost doubling the size of the problem compared to
the optimisation of objective 1. The exact model’s performance and the second objective’s meta-heuristic are
shown in Table 7. The table is built in three sections; first, the data type is described. Second, the exact model
performance is described by illustrating the Best Incumbent solution (B.I.) for the number of switches, the
Lower Bound (L.B.) of the number of switches, the Optimality Gap (O.G.), Time To Best (T.T.B.), and the
Computational Time (C.T.). Third, the performance of the meta-heuristic is described. The Initial Solution
(I.S.) describes the number of switches before executing the VNS. Next, the Best Solution (B.S.) describes the
number of switches after the meta-heuristic is computed. Finally, the computational time of both the exact
model (C.T.E) and the meta-heuristic (C.T.H.) is provided in seconds. The sum of both values is the overall
computation time of the algorithm.

It is evident from the Table 7 that for smaller data instances, an exact solution strategy may address the
problem more effectively. Both the computational time to converge to an answer as the quality of the solution
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outperforms the meta-heuristic. The meta-heuristic can find an improvement if the best solution is between
the best incumbent and the lower bound. The best solution found within the operational time of 7200s is
highlighted in bold in Table 7.

Another conclusion can be drawn from Table 7 focused on computational time. The computational time
constraint prevents the MILP from finding an ideal solution to any additional instances, except the first data
type. The performance of the meta-heuristic and the exact solution method should be observed per data
instance, thus per row. The discrepancies per initial solution result in differences when comparing the meta-
heuristic and the MILP.

The meta-heuristic improves the solution for half of the data instances. Table 7 illustrated that the perfor-
mance of the meta-heuristic starts improving the solution from a specific size of 50 schedules with at least 30
activities. Therefore, the VNS outperforms the B&C method for realistic data instances. On the contrary, the
exact solution method is preferably used for smaller data instances.

In reality, FCs handle 30 activities and schedule around 100 employees per shift. An exception can be
made on larger FCs, scheduling around 150 employees per shift compared to smaller FCs scheduling around 70
employees. Therefore, the meta-heuristic is proposed for actual data instances since the table illustrates the
sweet spot for the VNS.

Currently, the limiting factor of solving 1000 schedules with 30 activities is due to the exact model. The
MILP can not calculate an initial answer due to the size of the problem. If an initial answer provides a set
of feasible schedules, the VNS can optimise the number of switches even for larger data instances. A peak in
computational time is visible at 500 schedules with 30 activities. After that, the computational time increases
from 1000s to 10000s by doubling the data instance. The VNS also fails to retrieve an answer within 7200s
for 500 schedules with 30 activities. Symmetry and the size of the problem cause an increase in computational
time.

Table 7: Exact model compared to the meta-heuristic for the minimisation of switches

Data Type MILP VNS
# Schedules # Activities B.I. L.B. O.G. [%] T.T.B. [s] C.T. [s] I.S. B.S. C.T.E. [s] C.T.H. [s]
10 6 66 66 0 1 1 159 82 0 1.7
10 11 76 75 1.3 18 7200 184 105 1 1.8
10 30 66 52 21.5 1363 7200 281 160 1 1.8
50 6 300 287.3 4.2 416 7200 798 342 2 3.3
50 11 384 381.6 0.6 1012 7200 939 395 6 2.4
50 30 590 174 70.5 3219 7200 306 281 7 1.9
100 6 684 596 12.8 6523 7200 1828 698 8 5.4
100 11 960 702 26.2 6763 7200 2030 760 49 21.2
100 30 1212 390 67.8 2300 7200 2747 1031 50 15.3
150 30 2158 1035 52.0 5260 7200 3446 1489 76 222.8
250 30 4482 618.2 86.2 5349 7200 6966 2494 184 1005.4
500 30 16758 861.7 94.9 5415 7200 13527 4511 196 10656.3
1000 30 n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

6.3 Case Study
The meta-heuristic is able to generate schedules for real time data within reasonable computational time. The
figure in Figure 8 illustrates a snapshot of 50 from the 150 schedules produced by the meta-heuristic using a
real-time workload package as input. The input workload package is shown in Appendix B and consists of
workload for 26 activities.

Figure 8 clearly illustrates the make span’s performance. Each schedule ends at a maximum of 14:45 AM
(31-time units). The fact that no bonus hours are planned before the shift finishes demonstrate how the first
objective ensures that the activities are scheduled tight.

Nevertheless, the schedules still contain around seven or eight switches per shift. Ideally, the number of
activities should be limited to four. Picnic observes A person being less productive throughout a shift if many
different activities are executed. The drawback of restricting employees to four tasks every shift is that more
employees are required to do the same workload. As a result, the total salary costs increases.

The 50th schedule is an example of breaks used to switch between activities. After the first 15-minute break,
the employee has to start performing transport_outbound. After the lunch break, the employee picks until the
next break. This pattern is a desired outcome for all of the schedules.

The number of switches can be decreased with a relaxation on the first objective. Currently, the meta-
heuristic cannot modify the maximum make span calculated in the initial solution. If the VNS is able to
increase the maximum make span, more space is created to pair consecutive activities in order to reduce the
number of switches. In daily operations, most employees have to work until the end of their shift. Therefore,
the schedule is still feasible if the maximum make span is defined within the boundaries of T .
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Next, the same observations discussed from the initial solution (Figure 7) can be concluded by observing
Figure 8. The precedence relationships and the break management systems are visible in both figures. The
precedent relationship constraints force the algorithm to schedule morning activities at the start of the shift.
Furthermore, Figure 8 illustrates three break moments planned over all schedules within three specific time
horizons.

Implementing the task allocation algorithm reduces a lot of costs for Picnic. Currently, the scheduling
process takes over 2 hours per shift due to the manual allocation of tasks per employee and the verification
process. The proposed work allocation technique reduces the scheduling time to a maximum of 30 minutes.
Scheduling two shifts daily for 350 days adds up to 1400 hours per FC each year. Picnic currently operates
12 FCs resulting in 16800 hours each year. Based on hourly costs of e 22 per hour, the model will save Picnic
approximately e 369.600 - e 92.400 = e 277.200 annually. The calculation does not include the possible increase
in productivity from the new schedules.

Figure 8: Visualisation of 50/150 schedules from a real-life workload package

6.4 Discussion of the Results
The case study shows that the meta-heuristic is able to compile schedules for any operational day. The algorithm
also indicates how many additional hours might be planned to complete more work. However, a few additions
should integrate before the model can be used for daily operations.

The current output still requires modifications before it can be implemented in daily operations. First, the
number of switches during a shift should be constrained to four or five maximum. Second, Figure 8 contains
different activities which are scheduled for 15 minutes. Scheduling activities for 15 minutes is not desired during
daily operations. Third, particular tasks like quality should be planned for the entire shift.

The current objectives are formulated in lexicographical order. Formulating the objectives as a multi-
objective FRCPSP could increase the quality of the schedules. Subsequently, The weights for both objective
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functions should be analysed according to Pareto efficiency. The number of switches can be reduced by relaxing
the make span.

Picnic is planning on introducing dedicated teams specialised in one activity to increase productivity. Being
able to do one task for a long time each day of the week will increase the handling speed of an employee.
Although for some employees, the work can feel monotonous, indirectly decreasing productivity. Adjustments
within the planning process should be taken into account while aiming for the integration of teams.

It can be seen that the VNS outperforms the exact model for real-life instances by 31% whilst reducing
the computational time by 95%. The meta-heuristic is obtaining far superior results observing both objective
functions. Yet, for smaller instances of around ten schedules, the exact solution method outperforms the
meta-heuristic with 76%. The B&C algorithm still requires a lot of time, being stopped by the computational
constraint of two hours.

Currently, the model is compiled on an i5 8GB ram desktop. The computational time will drop if the model
is compiled on a computer with better computational power. Having the system set up in Picnic servers will
almost immediately cause the computational time to decrease compared to the current setup.

7 Conclusion, Discussion, and Future Research
The e-grocery market is expected to continue to grow in the future. Picnic is continually seeking innovations
to keep disrupting the e-grocery industry. Innovations and growth come with challenges. The importance of a
centralised planning method increases with the expansion of new FCs and DCs. An overarching edge system is
set up to deal with the new planning system discussed in the paper.

This paper aimed to improve the current planning process by optimising a task allocation algorithm to
retrieve individual timetables on employee level automatically. The decision tool is designed to replace the cur-
rent scheduling method by implementing specific adjustments. The algorithm is built upon retrieving workload
packages as input. Based on the input, timetables for individual employees are created within the operational
time of two hours.

This research resulted in an exact algorithm and a meta-heuristic, which matches workload with workforce
to retrieve high-quality solutions. The model is specifically designed for operations within Picnic’s FCs and
DCs. To our knowledge, no model of this kind has been developed before this study. As far as we could
corroborate, no existing work captures all the access to various (historical) data and preemptive sequential
processes. However, the main problem can be subdivided into smaller pieces that have been studied before.
The chosen exact method to solve the FRSPCP resulted in efficient schedules for small data instances.

The objective functions are defined in lexicographical order. Proposing a trade-off between the outcome
of the different objective functions to form Pareto efficiency could improve the solution. More consecutive
activities could be scheduled to decrease the number of switches per schedule when a relaxation of the make
span is allowed.

Next, specific meta-heuristics are analysed to decrease the computational time for processing larger data
instances. The chosen method to solve the FRSPCP resulted in significant improvements to decrease the number
of switches. Namely, the meta-heuristic reduced the computational time from multiple hours to several minutes.
However, The computational time of the planning model is increased by symmetry. The convergence for the
minimal number of switches is computational time intensive due to the added complexity. The method is chosen
for its flexibility and adaptability.

The results showed that the B&C algorithm is able to create optimal schedules for small data instances.
The exact solution method outperforms the meta-heuristic for data instances up to 50 schedules with 11 tasks.
The VNS outperforms the exact model for real-life instances by 31% whilst reducing the computational time
by 95%. The case study shows positive results for both the make span. All timetables are finished at 2.45 in
the afternoon and no bonus hours are scheduled during the operations. In addition, significant costs can be
saved by implementing the proposed task allocation algorithm. However, the number of switches still requires
some attention. Picnic strives for a maximum of five switches per schedule. Yet, the proposed meta-heuristic
has eight switches per schedule on average. Therefore, the algorithm requires some more modifications before
it can be implemented in daily operations.

Moreover, the outcome of this research results in interesting future research directions, which can improve
the designed models. First, the schedules can illustrate a more precise task allocation model by introducing
timetables based on continuous time. Currently, the timetables are discretised in time slots of 15 minutes. More
accurate schedules can be crated by formulating the problem in continuous time. Second, the task allocation
process can also be based on truck level, indicating the workload packages’ dynamic start and end times. The
workload packages’ start times are based on incoming trucks, and the end times depend on outbound trucks.
Furthermore, a tool to distribute employee schedules would contribute to the future planning system. Such
a decision-making tool will immediately result in a decrease in human errors and more transparent allocation
progress. Last, the quality of the meta-heuristic would improve by enhancing the initial solution. Currently,

17



the initial solution is created without focusing on the number of switches. Increasing the quality of the initial
solution will directly increase the performance of the heuristic.

Appendices
A Linearisation Of Constraints
This section is used to substantiate different constraints used in the paper. The objective to minimise the
number of switches as the full precedence constraint was formulated differently. First, the objective to calculate
the number of switches defined in Equation 2, originated from the objective function described in Equation 29.

Objective 2 : min
∑
i∈I

∑
t∈T \{T}

|xi,s,t+1 − xi,s,t| ∀s ∈ S (29)

A new decision variable zi,s,t is initialised to define the number of switches per activity per time unit. The
following set of constraints (Equation 31 - Equation 33) and a new objective (Equation 30) is defined to replace
Equation 29:

min
∑
i∈I

Qi

∑
s∈S

∑
t∈T

zi,s,t (30)

xi,s,t+1 − xi,s,t ≤ zi,s,t ∀i ∈ I, t ∈ T , s ∈ S (31)

xi,s,t − xi,s,t+1 ≤ zi,s,t ∀i ∈ I, t ∈ T , s ∈ S (32)

zi,s,t ≥ 0 ∀i ∈ I, s ∈ S, t ∈ T (33)

Second, the full precedence constraint ware defined as Equation 34 which clearly is not linearly defined:

∑
s∈S

xj,s,Tcomp · (
∑
s∈S

t≤Di∑
t≥Si

xi,s,t −
∑
s∈S

min(Tcomp,Di)∑
t≥0

xi,s,t) · P f
i,j = 0 ∀(i, j) ∈ I (34)

The set of constraints shown in Equation 34 is imposing a flexible deadline which relies on the starting time of
a successive task. For this reason, a binary new decision variable is created and shown in Table 2
A flexible deadline that depends on the starting time of successive tasks and therefore requires an additional
binary decision variable yi,t, which is zero if no workforce will be allocated to the task i after time t and
one otherwise as illustrated in Equation 35. Resulting in a linear set of full precedence constraints defined in
Equation 36 - 37.

yi,t =

{
0 if Wi = 0
1 if Otherwise ∀i ∈ I, t ∈ T (35)

t≤Di∑
t≥Si

∑
s∈S

xi,s,t −
Tcomp∑
t≥Si

∑
s∈S

xi,s,t ≤ M iyi,t ∀i ∈ I, t ∈ {Si, . . . , Di} (36)

∑
s∈S

xj,s,tPi,j ≤ M j (1− yi,t) ∀i ∈ I, t ∈ {Sj , . . . , Dj} (37)

To use the linearisation above, a careful choice for the big M is required. The big-M should be chosen large
enough to cover the feasible solution space. As a result, we will therefore choose a big-M dependent on the
predecessor task to which the constraint directly applies. Consequently, the big-M is defined as the workload
required for the same task as seen in Equation 38.

M i = Wi (38)
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B Workload Package

Table 8: Real-time workload package

date start_time end_time task_id temp_zone units productivity hours
06/10/2022 07:00:00 16:00:00 picking AM confid. confid. 273
06/10/2022 07:00:00 16:00:00 picking CH confid. confid. 130
06/10/2022 07:00:00 16:00:00 picking FR confid. confid. 9
06/10/2022 07:00:00 16:00:00 dispatching AM confid. confid. 34
06/10/2022 07:00:00 16:00:00 dispatching CH confid. confid. 32
06/10/2022 07:00:00 16:00:00 tote_handling AM confid. confid. 35
06/10/2022 07:00:00 16:00:00 tote_handling CH confid. confid. 30
06/10/2022 07:00:00 16:00:00 tote_completion CH confid. confid. 45
06/10/2022 14:00:00 16:00:00 transport_outbound x confid. confid. 24
06/10/2022 09:00:00 16:00:00 transport_inbound x confid. confid. 5
06/10/2022 07:00:00 09:00:00 transport_inbound_morning x confid. confid. 10
06/10/2022 11:00:00 16:00:00 buffer_replenishment AM confid. confid. 25
06/10/2022 11:00:00 16:00:00 buffer_replenishment CH confid. confid. 21
06/10/2022 11:30:00 16:00:00 return_waste AM confid. confid. 33
06/10/2022 11:30:00 16:00:00 return_waste CH confid. confid. 20
06/10/2022 07:00:00 09:00:00 replenishment_morning AM confid. confid. 48
06/10/2022 07:00:00 09:00:00 replenishment_morning CH confid. confid. 28
06/10/2022 07:00:00 09:00:00 replenishment_morning FR confid. confid. 0
06/10/2022 07:00:00 16:00:00 replenishment AM confid. confid. 119
06/10/2022 07:00:00 16:00:00 replenishment CH confid. confid. 22
06/10/2022 07:00:00 16:00:00 replenishment FR confid. confid. 0
06/10/2022 10:00:00 16:00:00 urgent_tasks x confid. confid. 24
06/10/2022 07:00:00 16:00:00 counting x confid. confid. 10
06/10/2022 07:00:00 16:00:00 slotting x confid. confid. 0
06/10/2022 07:00:00 16:00:00 clearing x confid. confid. 5
06/10/2022 07:00:00 16:00:00 cleaning x confid. confid. 10
06/10/2022 07:00:00 16:00:00 quality x confid. confid. 18
06/10/2022 07:00:00 16:00:00 safety x confid. confid. 0
06/10/2022 07:00:00 16:00:00 projects x confid. confid. 0
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Summary
The literature study is focused on solving a planning and scheduling problem in an e-grocery warehouse.
Today, Workers in an e grocery warehouse are allocated through supervisors, based on their expertise.
A brief description on important factors to keep in mind during the planning process and a description
on the current supply chain is discussed at first. After describing the practicalities in the planning
process, and elaborating the steps within the supply chain of an e-grocery player, a problem description
is described in words. Hence, the problem is translated into a mathematical formulation based on
literature research into the subject of Resource Constrained Planning and Scheduling Problems. This
literature research focuses on various exact and heuristic methods to solve the Resource Constrained
Planning and Scheduling Problem. The exact solvers are based on the theory of Branch and Bound,
Branch and Cut and Constraint programming. The heuristic solvers are used to give an approximation
of the exact solution. The elaborated algorithms are based on the theory of Tabu Search and Adaptive
Large Neighborhood Search.
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1
Research Introduction

A research introduction is written in the first chapter. First, some background information about the
history of e-grocery and its drivers are described in section 1.1. Next, a description of the operations of
a leading e-grocery player named Picnic is described in section 1.2. After describing the value chain
of Picnic, a deep dive into the operations and main activities of an e-grocery warehouse is described
in section 1.3. Subsequently, section 1.4 illustrates the previous work done at planning within an FC
(fulfilment center). Finally, the outline of the report is structured and described in section 1.5

1.1. The history of e-groceries
For over 20 years, difficulties around e-groceries have always played a significant role. Research has
shown that a large number of people in Europe are interested in saving time while doing groceries
online instead of pushing a cart down aisle after aisle [61]. On the contrary, this will only be the case if
one can easily shop the same assortment as one is used to in the current supermarkets. As a result,
an online supermarket will only be interesting whenever a full variety of products is available to buy
online [26].

E-Commerce was already growing fast before COVID-19 hit. During the COVID-19 pandemic, the
demand for online shopping grew tremendously. Digital commerce 360 estimates the pandemic con-
tributed an extra $218.53 Bn. bottom line over the past two years in the U.S. only [17]. Moreover, the
change in customer behavior and the propelled look of consumers to finding safe shopping alternatives
lead to a growth of 55% in 2020, from 10% in 2019 [53]. As a result, a clear and well-developed op-
erational model is required for sustainable and scalable growth. The biggest stumbling block in this
growth has been logistics, and some inefficient operations which frequently led to capital being used
up on operating expenses [61].

Therefore, an efficient strategy to organize and schedule employees efficiently is demanded. Within
the supply chain of an e-grocery player, a lot of difficulties are faced within each step of the value chain.

1.2. Picnic, a leading e-grocery company
This research is focused on a large e-grocery player active in The Netherlands, France, and Germany
named Picnic. Picnic is a unique grocery retailer with a concise data-driven decision process. The
organization is solely focused on its digital presence through a mobile application where clients can
buy their day-to-day groceries.

Themain difference between Picnic and any other grocery retailer is their non-physical (thus devitalized)
store. Picnic has zero physical shops available for its customers, which is a unique disruption in the
industry. Picnic makes sure, after ordering groceries, ’a milkman’ will be at a specific address within a
20-minute time window dependent on the time slots available the next day. Delivering groceries in a
scheduled time window of 20 minutes is still a big challenge.

1



1.3. Fulfilment centers & planning 2

Figure 1.1 illustrates the supply chain of Picnic. The supply chain starts at its origin, the producer,
who is creating and selling a product to a supermarket. The producer transports all of its quantities of
products to a DC (distribution center). Here, Picnic distributes the products among more regional FCs.
Hence, an FC replaces the grocery shop where workers (employees of Picnic) pick the groceries for
you. After completing a fair amount of groceries for a specific region, the totes (crates to be filled with
groceries) are put in a frame and shipped to more local hubs. The totes filled in the FC will be put in
various small electric Picnic vehicles (epv) which will bring your groceries to your doorstep. The only
point of physical contact with the client after ordering products online is during the delivery phase of
the groceries and thus very important.

Clients of the online supermarket have an option to order groceries in two-time slots. If one orders
groceries during a morning shift, the order has to be placed before 13.00 AM whereas the evening
(or afternoon) deliveries have to be placed before 10.00 PM. As mentioned above, a time slot of 20
minutes will be given for which a milkman will deliver one’s groceries at the front door. Taking in mind
the value chain as described in Figure 1.1, groceries can not be processed through the whole process
in 16 hours. As a result, lean and efficient operations are necessary to bring the right groceries in time.

Figure 1.1: Picnic’s value chain [70]

1.3. Fulfilment centers & planning
Last decade and especially during the COVID-19 pandemic, the grocery home delivery industry experi-
enced rapid growth. Increasing competition forces grocery delivery companies to provide extraordinary
service quality to their customers while operating as efficiently as possible. To achieve high service qual-
ity and maximize asset utilization, delivery services are provided throughout the whole day. Delivering
from early in the morning until late in the evening implies that logistic processes in the supply chain
have to be scheduled in parallel throughout the whole day.

As potential orders are abundant at Picnic, it is desired to schedule tasks among the employees opti-
mally, such that maximum productivity at an FC can be reached while meeting a set of labor and task
requirements. It is well known that solving the integrated problem of employee scheduling and job
scheduling simultaneously would lead to overall better solutions. Nevertheless, solving this integrated
process is generally considered too complex to solve in practice and named a NP problem [5].

1.3.1. Activities
A simplified overview of the activities at an FC is depicted in Figure 1.2. The figure illustrates the main
activities based on truck level (sequential process after a truck arrives) in an FC. Trucks arriving at the
FC first needs to be unloaded towards different temperature zones: ambient, chilled, and frozen. After
unloading the trucks, the incoming groceries should be replenished on shelves such that every grocery
is in stock in an FC.

Different products will be delivered by various trucks resulting in a parallel process before certain ac-
tivities such as picking can occur. Whereas the second step shows the process of workers picking the
groceries from shelves into totes intended for customers.

After completing a picking round, the totes have to be dispatched into frames. The third activity de-
scribed in Figure 1.2, illustrates the process of filling empty frames with filled totes ready to be loaded
into the trucks at the outbound station.
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Figure 1.2: Core activities FC through different temperature zones [70]

The task allocation process is currently executed by FC captains. FC captains are experienced employ-
ees (former workers) with knowledge of every activity within an FC. The group of workers who arrives
at the start of the shift is divided into various tasks based on certain deadlines each day. This research
focuses on the study of creating a task allocation algorithm that will automatically divide certain tasks
among workers to meet all deadlines automatically. Eventually, the created time schedules can be
used as a guideline document to speed up this process.

1.4. Previous research on planning in FCs
A previous thesis intern has already worked on a part of the planning problem. During his research, an
optimal task allocation algorithm was created to maximize the productivity of every worker. By solving
a Resource-Constrained Project Scheduling Problem (RCPSP), the following research question is an-
swered in his research:

To what extent can productivity at a grocery FC be maximized by solving a Multi-Objective
Resource-Constrained Project Scheduling Problem? [30].

To solve the research question, a two-part heuristic approach is proposed consisting of a sophisticated
serial SGS, called FTE-SGS-M in combination with a general variable neighborhood search (NVGS).
Meta heuristics of which the fundamentals are similar to the heuristics used in other literature [30].

The research conducted is unfortunately not entirely feasible to use as fundament for this research.
Difficulties in break management are not incorporated in the previous study. As a result, the MORCP-
SPs algorithm strives to optimize productivity without scheduling breaks creating unfeasible solutions.
Additionally, the output of the algorithm is a graph indicating the aggregated workload of tasks to be
executed on various time steps. The difficulties around breaks will be further described in chapter 2.
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1.5. Outline of literature research
As described in the last section, this literature study will completely focus on how to solve the task
allocation and scheduling problems in an FC. First, some more in-depth background knowledge is
provided in chapter 2. Next, the main research question and other sub-questions are elaborated further
in the same chapter. Subsequently, a mathematical formulation in the form of mixed-integer linear
programming of the problem description is described in chapter 4. Eventually, three different exact
solving methods based on the theory of Branch & Bound, Branch & Cut, and Constraint Programming
are proposed and elaborated in chapter 5. Last, two Meta-heuristics based on the theory of Adaptive
Large Neighborhood Search and Tabu Search are listed in section 5.3.



2
Research Objective

This chapter discusses the outline of the research. First, in section 2.1 the research problem is defined.
Next, an explanation of the research objective follows in section 2.2. After which section 2.3 describes
themain research question. Additionally, certain sub-questions are listed to provide a structured answer
to the main research question in section 2.4. Last, the project planning is briefly elaborated upon in
section 2.5.

2.1. Problem description
This year a new planning initiative has started within Picnic defined as Workload Planning System
(WPS). The planning initiative consists of four sequential steps as illustrated in Figure 2.1 to sequen-
tially schedule workers to various tasks. The WPS initiative is created to automatize the planning
process to strive for a more efficient work stream.

Within the first step of the WPS, workload packages are created defining tasks that have to be fulfilled
before a specific deadline. Hence, the amount of hours necessary to complete an inbound truck is
forecasted by taking in mind the productivity of every worker. Outbound trucks are scheduled on a
specific time slot indicating the deadlines for which a specific set of tasks have to be fulfilled.

In the second step, the availability of workers is matched with the aggregated workload packages defin-
ing the number of employees necessary to fulfill each task before every deadline. Assigning workers
to a shift is done every Wednesday before a new workweek. The workload will converge to the actual
number of hours and thus employees necessary, from the planning moment until the shift starts. The
fluctuation of workload is caused by irregularities or other factors.

Taking in mind the four steps of the WPS, this literature research focuses on steps 3 and 4: scheduling
workload and assigning workers to the right schedules. After receiving the workload packages, an
efficient task allocation algorithm should provide schedules dividing the workload among specific tasks
in certain time slots. As a result, a various number of unpersonalized schedules are created, necessary
to fulfill every task on time. Step 4 will subsequently assign workers to the unpersonalized schedules
to create personalized schedules for every employee active in the FC.

5
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Figure 2.1: Workload Planning System [70]

2.2. Research objective
As described above, the current planning and operations of a fulfilment center heavily rely on the experi-
ence of an FC lead. Additionally, different perceptions on how to deal with efficient methods of planning
are proposed depending on person to person. Taking into account the various levels of capacity per
task, and the productivity of workers, the FC lead decides which worker will do what task. Picnic strives
to optimize this productivity per worker with a key metric named UPH (Units Per Hour). UPH is a Key
Performance Indicator that can measure each worker’s productivity per hour. A unit is a single item
picked within a tote per hour. section 3.7 describes more possible key performance indicators to ana-
lyze the results of the algorithm and the overall performance.

Due to different interpretations and the urge to continuously maintain the highest efficiency possible to
compete with competitors, Picnic strives for a highly efficient and automatized supply chain. One of
the major components in an efficient supply chain requires an optimized planning model. The current
planning model is coded within Microsoft excel which consequently results in a less scalable program
and reaches a higher computation time.

The objective of this research is to optimally retrieve robust individual timetables for workers in an FC,
minimize the total makespan of tasks, and by minimizing the number of switching moments of workers.

As a result, the created toolbox will be used as fundamental for allocating workers to tasks required
that day. The expected outcome is to increase the UPH (Units Per Hour), decrease the number of
employees required during a day, and add simplicity and computational power within the planning
process [41]. By automatizing the scheduling process, a lot of time can be saved every shift setting up
the planning during that day.
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2.3. Research question
The main research question is split into several sub-questions to answer the main research question
structured. Below each sub-question, a short explanation is provided of its relevance to answer the
research question:

How can a flexible task allocation algorithm be devised to automatically retrieve timetables for
individual workers in an e-grocery fulfilment center?

2.4. Sub questions
To structure the main question, several sub-questions are defined:

How does an ideal schedule for a worker in an FC looks like?

• What tasks are scheduled daily in the FC and should be included in the time schedules?
Increasing the subset of activities results in the added complexity of the schedules due to sequen-
tial relations and capacity. All tasks should be scheduled during the day to retrieve a feasible
solution.

• What is the difference in urgency between all the tasks and how does this affect the planning
process?
The core supply chain in an FC requires a higher urgency compared to other indirect tasks such as
cleaning. Priorities have to be formulated to incorporate all tasks based on their level of urgency.

• How to incorporate break teams and break management in the planning process of an FC?
Breaks play an important role in the planning process of Picnic and also add complexity. The
availability of working hours will drop during breaks. Break teams are initiated by Picnic to create
cohesiveness among the workers in an FC.

• What are unwritten regulations that FC planners incorporate within their planning strategy?
Theoretical approaches often require some practical modifications to cope with difficulties encoun-
tered in real life. This sub-question is devoted to getting a better grasp on the difference between
theory and practicalities defined in an FC.

How can one model the Resource-Constrained Planning and Scheduling Problem defined in
an e-grocery FC?

• What is the main objective while scheduling workers in an FC?
Currently, the minimization of the total makespan is the most interesting objective for Picnic. Ad-
ditionally, a minimization of switching moments should increase the productivity of the workers.
Next, the robustness of the schedules plays an important role in Picnic.

• Which constraints should be implemented to create a feasible solution?
To create a solution space and ensure a feasible solution, various constraints have to be aligned
and set up appropriately. The different constraints should be formulated up front.

• What data is necessary to formulate the RSPCP model?
Picnic has a large Data Warehouse to keep track of all data available in the organization. Dis-
tracting and cleaning the right data to come to a feasible answer is required.

• What different solutionmethods are available to solve the Resource-Constrained PlanningModel?
Comparing the characteristics and outcome of an exact method with a metaheuristic solution tech-
nique is necessary to find the best use case for solving the RCPSP.

• How can one optimally assign workers to timetables?
In the end, workers should be addressed to timetables based on preferences. A strategy should
be defined based to link workers with schedules appropriately.

• How to increase the robustness of the model to account for last-minute changes? (reactive,
proactive, etc.)
A schedule is created as a short-term forecast [87] over the time a schedule is created. Last-
minute changes will heavily influence the schedule and result in irregularities which causes a set
of schedules to become infeasible.
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How can the new task allocation algorithm be used to improve the current planning process
of an FC?

• How does the algorithm perform compared to the old planning method?
Way of comparing the current model versus the newly defined model. First, some performance
indicators should be listed. Next, a comparison between both methods can be made.

• How can the algorithm be implemented throughout the organization of Picnic?
Integration of the created model throughout the organization of Picnic and implementation in
various FCs.

2.5. Research planning
The planning of the thesis for obtaining an Ir. Air Transport and Operations degree is subdivided into
four phases. The first phase, the literature study is planned for 8 weeks until the kick-off meeting. In
the initial phase, the literature study and a written research proposal (including the research questions,
methodology, and planning) are written. After the kick-off meeting, the second phase (the initial phase)
is initiated indicating the start of the research. Here, data will be gathered and a first draft of the exact
and partly heuristic model will be created. After around 3 months, a mid-term meeting is scheduled
to discuss the progress and also elaborate on the first results obtained with a model. The supervisory
team of the Technical University of Delft will give feedback and steer the outcome of the research in
the right direction. After incorporating the feedback and finalizing more results, a green light meeting
is scheduled to end the Final phase. Hence, the green light meeting is a decisive moment in time to
weigh up the relevance of the research and the quality of graduation. One month until the final defense
is mandatory for preparation once the green light meeting is finished accordingly. Finally, a presen-
tation is created summarizing the research and results within the last 4 weeks of the research. After
incorporating the last feedback, and presenting the summary of the research, a defense is scheduled
to ask questions about the research and conclusions. A broad overview of the timeline is illustrated in
Figure 2.2

Figure 2.2: Timeline Msc. thesis Aerospace Engineering



3
Picnic’s Operations

This chapter describes the operations of an FC in more depth and elaborates on the main problem
description. First, a brief description of the problem statement is discussed in section 3.1. Second, the
digestion of different tasks is described in section 3.2. While all different tasks available to schedule
in timetables are listed in section 3.3. Next, an overview of how to deal with available employees
during a shift is shown in section 3.4 and the scheduling process respectively in section 3.5. Next, the
robustness of a schedule is described by theory on buffer analysis in section 3.6. Finally, some key
metrics to evaluate the scheduling process is pointed out in section 3.7

3.1. Problem description
Picnic is a disruptive e-grocery player with extensive growth. Picnic’s data-driven approach is unique
compared to the competitors in the industry. As their organization is growing rapidly, each amortiza-
tion causes simplifications and realizes a more efficient work stream. All tasks in an FC are tracked
through an internal system. Therefore, the overall performance of operations and also each worker
can be measured.

Today’s planning of each FC heavily relies on the experience of the FC captain. The FC captain divides
the work among the number of workers who are present during a shift. Its decisions are based on the
number of employees available and various deadlines throughout the day. The planning principle is
very sensitive to human errors and is not yet driven by any data. Additionally, the process of allocating
people to specific tasks is very time demanding. around an hour at every start of a shift is used to
create the planning for that day on all different FCs. Therefore, the research is focused on an algorithm
to automatically schedule all employees on various tasks to meet every deadline on time and decrease
the time necessary for the creation of the planning.

As described in chapter 1, the following two problem statements should be fulfilled within this research
to allocate workers to time schedules:

1. A flexible task allocation algorithm
Divide tasks dependent on various levels of urgency among adjacent timetables. Which is first
done anonymously to optimize on a minimal makespan of all tasks.

2. An employee satisfaction algorithm, linking workers to time tables
Link all workers to unpersonalized schedules based on their preferences.

Breaks
All activity schedules should include breaks. Every employee has the right to take a predefined number
of pauses. Picnic strives to increase employee self-being and cohesiveness for which the organization
introduces break teams. Teams are a group of workers with the same break times in which every
worker can familiarize themselves with colleagues more frequently. workers within the same team do

9
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not necessarily have to fulfill the same task at the same time and thus only have congruent breaks
scheduled throughout their shift.

While planning workers, a break will directly influence the available hours of work during that time
stamp. For example, within a shift at a fulfilment center, four identical teams are defined. If every
team will take 15 minutes to break within the same hour, then for this hour the available hours will drop
by 25%. Incorporating these phenomena while planning workers on a shift can result in not meeting
every deadline in time and thus results in infeasible schedules. Additionally, the constraint of grouping
employees into teams adds complexity to the planning process.

Preferences of workers
Next to teams and tasks, the preference of workers also has a direct impact on the operations. A fine line
should be defined to what extent preferences are taken into account while scheduling workers. workers
can theoretically do every activity but might have preferences on specific ones. For instance, if person
A is not able to take part in the dispatching activity for longer than 1 hour due to disabilities or the heavy
working conditions, this person should not be planning more than 1 hour on dispatching to optimize
productivity. Which seems like a very logical decision. Therefore, Picnic is currently implementing
specialized groups focusing on only one activity at the same time to increase productivity. For now,
only operational preferences will be taken along and defined on 3 or 4 specific rules. These rules can
be linked to the characteristic of a schedule.

3.2. Tasks
The introduction of the literature research already showed a shortlist of some tasks in an FC. The
definition of a task is a piece of work that should be done. If an activity is scheduled the activity then
transforms into a task. Figure 3.1 illustrates a subset of tasks scheduled on a day, each with a soft and
hard deadline. Every task is defined from a given start time towards a deadline that has to be fulfilled. A
task with a soft deadline is allowed to be delayed even though this is undesirable. On the contrary, hard
deadlines can not be delayed which indicates the task has to be (partly) canceled or entirely stopped if
not finished before the deadline. Every task has a fixed amount of work that has to be finished between
the starting and ending time of the activity, illustrated in Figure 3.1.

Figure 3.1: Example of task distribution in a fulfilment center [70]

Still, a distinction between tasks has to be formulated. First, certain tasks require to be executed
entirely before sequential other tasks can start. For example, Trucks have to be unloaded before one
can start replenishing. While everything should be replenished before a worker can start picking. All
items should be in stock before the picking round can start. Additionally, various inbound trucks from
different producers can result in stock differences/ emptiness.
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3.3. Activities
An overview of the different activities in a fulfilment center is created in cooperation with Picnic and
illustrated in Figure 3.2. A distinction between direct and indirect activities indicates different levels of
contribution to the main operations at the fulfilment center. Direct activities are all executed by workers
and indirect tasks are formulated for the sake of completeness to have an overview of the number of
hours of work done in an FC. For this research, only the direct activities matter. Direct activities are
subdivided into inbound, outbound, and supportive tasks. Both the inbound and the outbound activities
will be listed with an urgency level of 1, indicating the core business activities within a fulfilment center
and thus required to fulfill the grocery flow through an FC. Every supportive task is to make sure that
inbound and outbound will operate more smoothly but is still mandatory to perform in a certain instance.

Figure 3.2: Tasks in a fulfilment center [70]
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Inbound

• Transport inbound
Unloading carts from inbound trucks in the fulfilment center and preparing them for replenishment.
This activity is only available in ambient zones.

• Splitting
A special activity focused on the reallocation of goods on different carts. Necessary to optimize
the replenishment. This activity can be done in ambient, chilled, and frozen zones.

• Replenishment
Stocking the inbound goods on the right shelf in the fulfilment center. This activity can be done in
ambient, chilled, and frozen zones.

• Buffer Replenishment
Stock the items from the buffer zones on the right shelf in the fulfilment center. This activity can
be done in ambient, chilled, and frozen zones.

• Return/Waste
Emptying and returning the waste from the waste bins on the operational floor in the fulfilment
center. This activity can be done in ambient, chilled, and frozen zones.

Outbound

• Picking
Filling grocery baskets according to the orders of the customer. This activity can be done in
ambient, chilled, and frozen zones.

• Dispatching
Relocating the filled totes in a framework ready for transportation towards the hub. This activity
can be done in ambient, chilled zones.

• Tote handling
Filling empty frameworks with totes to prepare to pick cars for picking. Only for ambient and
chilled zones.

• Tote completion
Covering the totes and filling every bag with a cool element. This activity can be done in chilled
and frozen zones.

• Transport outbound
Filling the outbound trucks with the filled frames ready for transport to the hubs.

Support

• Counting
Double-check if the item count in the system matches the real item count on a shelf. Necessary
to calibrate the WPS accordingly.

• Clearing
Emptying or clearing shelves with expired or dis-functional goods. This activity can be done in
ambient, chilled, and frozen zones.

• Cleaning
The act of removing dirt & other undesirable circumstances within a fulfilment center. This activity
can be done in ambient, chilled, and frozen.

• Slotting
Activities defined as slotting are necessary to reallocate goods or products in different locations
to increase productivity. This activity can be done in ambient, chilled, and frozen.

• Urgent tasks
Urgent tasks are scheduled time slots for workers to assist with difficulties that require immediate
attention.

• Quality
Quality is scheduled to double-check the freshness and the standards of the products picked.
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3.4. Resource availability
The planning of an FC is limited by the workforce available, assuming all workers have equal skills and
productivity. In other words, the resource available workforce is constrained by an X amount of available
workers that day. Figure 3.3 illustrates the available workload in two shifts of 8 hours constrained up
to 100 hrs. during shift 1 and 50 hrs in shift 2. The workforce is dependent on the number of workers
scheduled. During this research, a single resource type is considered.

Figure 3.3: Available workforce in two shifts of 8 hours [70]

3.5. Scheduling
It is desired to generate a schedule with maximum productivity from the available workforce visible in
Figure 3.3. Figure 3.4 illustrates an example of scheduling persons to a work plan and meeting every
deadline accordingly. From the same figure, one can see the deadlines being accomplished in time.
The deadlines are indicated with grey bars showing the work that have to be done during that moment
in time.

Figure 3.4: Scheduling process, dark blue the available workload, light blue scheduled workload, and grey bars indicating
deadlines [70]

3.6. Buffer analysis
Buffer time between various tasks is a way of increasing the robustness of a schedule. The schedule
can deal with irregularities the moment activity is delayed for various reasons and be corrected by intro-
ducing buffer zones between tasks. By maximizing the buffer between two tasks, a more robust model
is created whenever undesired events occur.

Figure 3.5a and Figure 3.5b describes two scenarios for which a buffer should be optimized. Without
proper scaling, buffers would receive higher whenever a light workload process is finished compared
to a heavy workload process. For this reason, buffers require scaling to be incorporated appropriately
within the model. If for example, a task has multiple predecessors the task can be executed, a buffer
needs extra scale to prevent the model from favoring ’lighter’ buffer moves over others in the network.
To incorporate this a weight factor is included within the model. The buffers are normalized concerning
their last task. In the illustrative example of Figure 3.5b, this would mean scaling workload A with A

A+B

and workload B with B
A+B . Similarly, the one-to-one buffers can be scaled accordingly.
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(a) One-to-one buffer

(b) Multiple-to-one buffer

Figure 3.5: (a) One-to-one buffer (b) As for (a) but with two tasks which have to be fulfilled before task c can start [70]

3.7. Key performance indicators
After describing Picnic’s main operations and the logic behind scheduling tasks, key performance in-
dicators should be defined to analyze the quality of the schedules. Key performance indicators are
necessary to compare different solutions with each other. The research is focused on determining
an optimal set of schedules for every worker, working in a fulfilment center. An exact method will be
compared to a heuristic approach

Key Performance Indicators Units
Productivity Units Per Hour (UPH)

Utilization rate [%]
Buffer time [hrs]

No. of workers required [#]
Computational time [sec]

Table 3.1: Key performance indicators used to measure the quality of the created set of schedules

Units per hour
Productivity is mainly measured in terms of UPH. Whenever a schedule is feasible and optimally sched-
uled, an improvement in UPH should be measured. In this case, UPH will only be measured in real-life
experiences since it is also dependent on many other factors.

Utilization rate
The utilization rate is defined as Amount of hours scheduled

Total workload in hours .

Buffer times
The buffer times are defined as the number of hours available between the following dead

No. of workers required
The total amount of workers required in a shift to operate smoothly.

Computational time
The computational time will matter as an exact model will always give a ’better’ solution compared to
a heuristic algorithm. The downside of an exact solver is the computational time for large instances. If
one can have a decent solution in 5 seconds compared to the exact solution in 3 hours, one can relate
the relevance of the answer. Especially before a shift starts.



4
Available Mathematical Models

This chapter elaborates further on the mathematical model used to describe the problem description
from chapter 3. A job shop scheduling problem is described in section 4.1 to introduce a definition of
the problem statement. Next, an adaptation to the job shop scheduling problem defined as a Resource-
Constrained Planning and Scheduling problem is described in section 4.2. Here, a link to the problem
description at Picnic will be made. Finally, a conclusion is discussed in subsection 4.2.5.

4.1. Job shop scheduling problem
One of the oldest and most important studies in machine scheduling is around Job Shop Scheduling
Problems [6]. A Job Shop Scheduling problem is an optimization problem mainly addressed in oper-
ations research and computer science to schedule jobs among machines or employees. JSSPs are
considered NP-hard problems, in other words among one of the hardest combinatorial optimization
problems to solve [16, 6, 48, 3, 37]. Informally, the problem can be described as follows: there are a
set of jobs and a set of machines. Each job consists of a chain of operations, each of which needs to
be processed during an uninterrupted period of a given length per machine. Each machine can only
process at most one operation at a time. A schedule is an allocation of the operations to time intervals
on different machines. The objective of JSSP is to find a schedule with a minimum makespan to com-
plete the operations. JSSP has inherent intractability characteristics which result in a preference for
solving the problem with a heuristic procedure [15].

Today, many applications on the Job Shop Scheduling problem exist. Figure 4.1 illustrates variousmeth-
ods to solve the JSSP. Yet, The most basic and best understandable version of a job shop scheduling
problem is defined in the research of Applegate [2] and illustrated as follows:

The model is defined with a finite set J of jobs and a finite setM of machines. Furthermore, letm = |M|
be the set of jobs and n = |J| the set of machines. With a sequential set of jobs, the processing order is
defined as (oj,1, ..., oj,m) ofM. Additionally, each job j and machine k is associated with a non-negative,
integer valued processing time pj,k. The different steps a job has to complete on different machines
shall be further referred to as operations, whereas oj,i shall be read as ”the machine of operation i of
job j, while pj,oj,1 shall be read as ’the processing time of operation i of job j’. Furthermore, a schedule
is created assigning each operation a start time sj,k for all j ∈ J, k ∈ M . Applegate addresses the
following characteristics to come to a feasible solution:

• All start times must be positive
sj,k ≥ 0 for all j ∈ J, k ∈ M .

• The operations of a job must be processed sequentially
sj,oj,i + pj,oj,i ≤ sj,oj,i+1

for all j ∈ J, 1 ≤ i < |M |
• There is no overlap between operations processed on the same machine
sj,k ≥ si,k + pi,k ∨ si,k ≥ sj,k + pj,k for all i, j ∈ J, k ∈ M, i ̸= j.

15



4.2. Resource-constrained project scheduling problem 16

Figure 4.1: Different methods and applications to solve the Job Shop Scheduling Problem [48]

4.2. Resource-constrained project scheduling problem
One of the main limitations of a JSSP, applicable to the problem formulated in section 2.2, is the re-
source consumption of tasks and the capacities of resources are unitary. In other words, one machine
can only process one task at a time. Additionally, one task (operation) requires only one resource (ma-
chine) to be fulfilled. In reality, one task (e.g. picking) has to be completed by many workers (machines)
during the same time interval. Next, precedence constraints form chains within a job-shop algorithm
and the preemption of activities is not incorporated within the classic Job Shop Scheduling Problems.
Finally, the no. of workers (or resources) in an FC is constrained for which the JSSP can not hold. As
a result, an alternative to the JSSP should be formulated.

Another way of addressing the problem description denoted in chapter 2, is through formulating the
problem statement as a Resource-Constrained Project Scheduling Problem (RCPSP) [36]. RCPSPs
determine the time required to implement the activities of a project to achieve a certain objective. Clas-
sical RCPSP has two restrictions within its formulation. First, precedence relations, indicating some
activities must end before another can start. Second, resource constraints are formulated where re-
newable resources are available at a constant and fixed rate throughout the project. One of the most
common additional restrictions is that some activities must end before a given due date and time. [73].
The origin of this problem is referred to as a JSSP and was first formulated by J. Blazwicz & J. Lenstra
in [11]. Hence, both the JSSP and the RCPSP are defined as NP hard problems, indicating their diffi-
culty in resolving the mathematical formulation.

RSPCP formulations are considered by researchers as one of the most commonly used and solved
problems today, addressing the urge and the quantity of research in the domain [36, 11, 73]. For both the
JSSP and RCPSP, many branches and versions are created for any specific problem. A classification
scheme is created to categorize which version of RCPSP is applicable for the problem researched and
illustrated in Figure 4.2.
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Figure 4.2: Resource-constrained scheduling problem classification [36]

4.2.1. Resources
A distinction between renewable and non-renewable resources is created in Figure 4.2. Renewable
resources are periodically refilled and are exploited and returned at the end of the process. How-
ever, non-renewable resources are a type that will have limited availability within the project horizons.
Within Picnic’s planning system, an assumption is made based on the unlimited availability as the non-
periodicity of the products. Other systems such as the Master Planning Process, will take care of this
problem. MPP (Master Planning Process) is the process of planning the Picnic supply chain path for
every ordered article from the FC shelves to the customer door.

4.2.2. Concepts of activities
One of the main assumptions at a JSSP (or at a classic RCPSP) is that activities can not be interrupted
or discontinued. However, in reality, some of the activities have to be stopped due to dis-functionalities,
equipment repair, or destruction [14]. Literature shows several ways of handling activities that can stop
at any time in discrete points of time [1, 60, 7] a maximum number of preemption m [101], and Tavana
[83] proposed three different features which have to be incorporated in the model. First, a minimum
duration of processing activity before the first interruption is defined. Second, a maximum number of
preemption during one activity is regulated. Third, a maximum duration as the limitation for the duration
between the interruption and restart of the activity is defined.

Last, Cavalcante [19] elaborates on the usage of human resources on every task specifically. More-
over, he demonstrated that different No. of workers is used in every activity and the No. of workers
is dependent on the demand. At Picnic, the number of workers required heavily relies on the demand
per day. Within the organization, a forecasting team is very well informed on future demand & work
necessary that day, which in practice makes the problem lighter. In literature, the demand is kept as a
variable and additionally, the required amount of work in Hrs is not known on forehand.

Breaks
To improve the well-being of all workers, Picnics strives to create cohesiveness by creating teams of
workers with the same break schedules. A team is defined as a group of workers each having a break
at the same time spot as a group of colleagues. The workers do not have to perform the same task
before having a break together. Creating break groups automatically increases the complexity of the
schedule while more constraints have to be added. Moreover, breaks also influence the productivity of
the whole operation while the number of workers taking a break will lower the available hours for that
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moment in time. If 25% of all workers take a break at the same time, the total productivity will auto-
matically be 75% of the whole process. Zhang evaluated the preemptive scheduling under break and
resource-constraints (PSBRC) where the activities stopped during the break could not be immediately
restarted in the next period [97]. More research into preemptive scheduling is done by M. Fallah [40]
on uncertainties & access to resources accordingly.

4.2.3. Objective function
There are several key objectives to keep in mind while solving the Resource-Constrained Planning and
Scheduling Problem. First, a ”time-based” perspective will be addressed in subsection 4.2.3. Next,
an economic and multi-objective objective function is addressed in the literature to solve the planning
problem and described in subsection 4.2.3. Last, subsection 4.2.5 elaborates on a way of optimizing
the buffer time to increase robustness.

Time-based objective
A time-based objective function such as aminimization of the total makespan (CMax) is most commonly
used for RCPSP formulations. While the probability of activities taking longer than expected is more
common in other real-time scenarios. Creemers has analyzed the probability of activities with a certain
level of delay while minimizing the expected completion time of projects. Additionally, lateness and tardi-
ness are minimized as another time-based objective function. The lateness is defined as the difference
between the completion time Cj and the specific delivery time dj resulting in Lj = Cj − dj . While tar-
diness (Tj) is defined as a parameter excluding negative time units on a interval (Tj = max{0, Cj−dj}).

Slowinski described a way of minimizing the total lateness in work as an addition to minimizing the total
makespan [79]. As a result, all schedules are filled and a strong focus on late work is incorporated
into the algorithm. There is always plenty of work available in an FC to incorporate into schedules.
The high amount of work can result in long schedules if all is scheduled. Slowinski found a way to
incorporate a minimization of the lateness of all schedules such that no employee will be working too
long. Drezet strives to incorporate various levels of multi-skilled humans in its solver as every worker
has another level of productivity [22]. Within an FC, a distinction between trainee and shopper is made.
The productivity of an inexperienced shopper, a trainee, is lower than a normal worker based on their
experience.

Jing Xiao has published two different reports on optimizing both the project completion time and the
total tardiness in [91, 90]. Hence, in some conditions, it is desired to minimize the duration between the
completion time and the deadline of the activities. This will influence the robustness of the schedule
since the buffer time will be fairly small. On the contrary, fresh products will stay fresher since they will
not be in a warm atmosphere for a long duration.

A maximization of duration between the deadline and task completion time is preferred due to mul-
tiple deadlines during the day to increase the robustness of the model.

Economic objective
By analyzing objective functions, one can also address the costs involved. Minimizing costs does not
necessarily have to result in scheduling the cheapest labor and getting rid of the senior employees. In
contradiction, costs can also be addressed as penalties defined arbitrarily for every unwanted event.
Eventually, certain penalties and costs will also add up to an economic function. The cost-based func-
tions do not necessarily have to be defined fairly differently compared to a time-based function. In
certain project scheduling problems, a trade-off between costs and time is created [36]. Berthaut for
example, defined a time-cost trade-off problem while considering the acceleration of carrying out the
project with overlapping sequential activities [68]. A cost function can be defined which minimizes the
penalty costs in addition to the total costs of crashing an activity.

In other studies, costs are corresponding with tasks defined in a certain level of urgency. Rajeev [73]
tried to schedule the activities in such a way that the total weighted penalty costs are minimized. This
is done according to the precedence constraints and resource constraints. Furthermore, a couple of
researchers have analyzed the costs Cjt for an activity j based on the initiative time t [55, 56].
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Multi-objective
Cost functions can thus result in multi-objective functions while optimizing only one cost function. Other
proposed options to incorporate multiple objectives are by proposing multi-objective formulations or
through a MILP (Mixed Integer Linear Programming). Combining both the probability of activities taking
longer than expected, Xiong et al have analyzed a way to assess so-called entitled stochastic extended
resource investment project scheduling problems (SERIPSP) [94]. Hence, three different objective
functions are optimized to answer the SERIPSP problem:

1. First, the maximum amount of changes in resources or workers is minimized. Hence, more switch-
ing moments will result in being less productive in reality. His objective function is also used in a
study of Wang [92]

2. In the second objective function, Xiong optimizes the problem to minimize the number of re-
sources that exceeds the permitted level. Moreover, the second objective function is also an-
alyzed in [9]

3. Thirdly, the total changes in the consumed resource level are minimized during each period com-
pared to the previous one. Eventually, Zhou L. and Nikoofal exploited this specific objective
function [99, 62]

Mixed integer (linear) programming
All literature on JSSP indicates several constraints which are required to be met for a feasible solution.
Several ways of checking the feasibility after solving the problem are mentioned in literature [4, 2]. The
usage of a Mixed Integer Linear Problem will resolve the problem of validating an answer on feasibil-
ity at hand. A MILP is a formulation in which several variables are constrained to be an integer. All
constraints are formulated as a linear function creating a solution space that indicates the feasibility of
the solution. All answers in the solution space created by constraints will lead to a feasible solution.
Allocating workers to a predefined schedule could also be done through a MILP. Hence, multiple out-
comes are feasible as various time schedules can be assigned to different workers. A solution space
is illustrated in Figure 4.3 where every grey dot illustrated indicates an integer solution.

Figure 4.3: Mixed Integer Linear Programming solution Space [89]

4.2.4. Availability of information
The main goal of project scheduling is to provide a standard schedule for more accurate control. By
automatizing the scheduling process, a feasible solution does not have to be the optimal solution. On
the contrary, it shows a close approximation of the optimal solution. Moreover, before a shift starts, the
schedules have to be ready. Indicating that a lot of things will or can change during the shift (longer
time for tasks, bottlenecks, etc.) and thus heavily relies on the accuracy of predefined information.
In literature, a distinction between deterministic and non-deterministic is made based on the amount
of information available. Picnic has a strong forecasting team available with strong capabilities for
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creating very precise information packages used as input for the model. Yet still, Irregularities occur
which influences the feasibility of the schedule. A schedule can be seen as a short-term forecast before
a shift starts. Hence, uncertainty always plays a role in predicting the future. A better understanding of
non-deterministic tasks is further elaborated in subsection 4.2.5.

4.2.5. Non-deterministic RCPSP
RCPSPs are often faced with major uncertainties, negligence, or several other dysfunctionalities caus-
ing delays or errors in their short-term forecast. Resulting in various strategies involving probabilistic
approaches to approximate a real-time solution. Other reasons a schedule can be different within
Picnic’s operations:

• Tasks can take shorter or longer than expected which will directly influence other deadlines due
to the precedence relations in the FC process.

• A variation of starting times is unavoidable due to delayed trucks or other urgent matters. Addi-
tionally, some deadlines are easier to cope with due to the delay of outbound trucks.

• Unpredictable natural weather influences also directly impact the supply chain of Picnic directly
and indirectly. Strong storms can cause extreme conditions in which the small electric vehicles
can not drive while the cars will be blown over. In this case, the groceries are delayed and
irregularities in the supply chain occur.

• Incidents occur which require additional tasks such as cleaning or urgent moves. Eventually,
incidents will cause a delay in the main operations of an FC.

Several methods are denoted in literature to incorporate the uncertainties listed above into a model.
Both reactive and proactive (Robustness) scheduling reacts directly to one of the irregularities denoted
above.

Reactive scheduling
The approach of reactive scheduling is used during the project implementation phase and is based on
actual information. The outcome, a basic schedule, is reviewed and revised whereas future uncertain-
ties do not play a role. In other words, the reactive approach will create a new schedule based on new
actual information (with an unexpected event) as the basis of the already created schedules.

The creation of new schedules requires a significant processing time due to the complexity of the new
calculations that have to be fulfilled. Therefore, a decision on when to include a new schedule has to
be answered first. This decision can be statically revised at any time by recalculating a feasible solu-
tion, keeping in mind the new actual information raised from unexpected events. Literature by Bierwirth
elaborates on different methods of creating a new schedule based on occurring events [10] orVierira
discusses the creation of new schedules based on predetermined intervals [88]. Strategies on how to
create new schedules are incorporated by Suwa [57] or Chakrabotti [96]. Suwa uses a minimization
of the tardiness of starting time in the new schedule to the previous model. Chakraborty on the other
hand used a trade-off between project completion time and a weighted penalty of deflection from the
previous situation to the current.

Proactive (robust) scheduling
Another method of reacting to undesired events is to make sure a buffer is implemented within the
schedule. Several methods of defining an RSPCP with additions are listed within this chapter. Addi-
tionally, a short notice about robustness is already mentioned in subsection 4.2.3. Here, Lambrechts
focuses on three specific topics to increase robustness in a schedule. Lambrechts uses resource buffer-
ing, time buffering, or float times in his report [46].

Resource buffering is used to ensure access to resources specifically which can also be interpreted as
using the allocation of resources for every new activity. In other words, a percentage of resources is
kept safe when approximating the robustness based on the proactive scheduling method.

Buffer’s time insertion directly increases the robustness of a set of schedules. The time buffer method
is utilized by maximizing the time between two sets of tasks in which the first task has to be completed
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before the second activity can start. Within this approach, two important decisions have to be made.
First, the total buffer time allocated to tasks has to be defined as a value to determine the total robust-
ness costs. Second, a decision on which tasks are involved and what buffer times are applicable for
the same tasks. Palacio proposed an exact method to maximize the robustness while minimizing the
project completion time or makespan [64]. The problem denoted in Palacio is defined as a MILP used
to find a solution within the solution space illustrative in Figure 4.3.

Conclusion
The JSSP method is the oldest and most frequently used method within the planning and or scheduling
literature. The constraints defined with a JSSP are not yet applicable to the current situation of Picnic
due to sequentially tasks and a full group of workers who can perform the same task. Additionally,
the preemption of tasks is not integrated within JSSP formulations. The Resource-Constrained Project
Scheduling Problem is a branched version of the JSSP incorporating the constraints necessary for an
e-grocery FC. Digestion on several definitions and literature about specific RSPCP is presented in the
last chapter. Conclusively, literature about RCPSP problems incorporating information on renewable
resources, Preemption of tasks, Time based & multi-objective economic objective functions, and a non-
deterministic approach offers various research to solve the main research question.



5
State-Of-The-Art Solving Algorithms

This chapter is devoted to discussing state-of-the-art solutionmethods for RCPSP formulated as aMILP.
An exact solution method such as Branch & Bound, Branch & Cut, and Constrained Programming is
proposed in section 5.3 to solve the resource-constrained planning and scheduling problem. Next, an
approximation to solve the problem within less computational time is proposed in section 5.3, here the
fundamentals of a Tabu Search algorithm, an Adaptive Large Neighborhood Search, and the theory of
simulated annealing algorithms are elaborated.

5.1. Exact solving methods
Ideally, an exact solution is found by solving the RCPSP formulation to an optimal solution. The size of
the problem, however, causes a high amount of computational time to solve through all the different so-
lutions. Additionally, the similarity of the problem formulation hypothetically causes indefinite solutions
which are possible to be redirected. Hence, an assumption on how to deal with a workload package of
8 hrs already has a lot of different solutions; distribute the task among 8 workers for 1 hour or leave 1
worker executing the job for 8 hours.

5.1.1. Branch and bound
A Branch and Bound (B&B) algorithm are often used in literature to solve RCPSPs. Additionally, the
B&B framework is a fundamental and widely- used methodology for producing exact solutions to NP-
hard optimization problems [58]. The technique is first proposed by Land and Doig [47] and is often
referred to as an algorithm. However, as the name of the ’algorithm’ implies, the B&B encapsulates a
family of algorithms that all share a common core solution procedure. By making use of a tree search
strategy to implicitly enumerate all possible solutions to a predefined problem while applying pruning
rules to eliminate regions of the search space that can not lead to a better solution. Unexplored nodes
in the tree generate children by partitioning the solution space into smaller regions that can be solved
recursively (i.e., branching), and rules are used to prune off regions of the search space that are
provably sub-optimal (i.e., bounding) [58]. By limiting the solution space to smaller regions and using
rules to prune off regions, the computational time is dramatically lowered. Within the B&B process, an
estimation of an optimal upper and lower bound is performed. A branch is only added to the tree if and
only if the next solution is between the two bounds.

Figure 5.1 depicts the process of B&B. Hence, the blue arrows depict the node expansion order while
the red nodes are depicted as the optimal nodes.

22
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Figure 5.1: Using branch-and-bound to solve an integer linear programming minimization [38]

Figure 5.2 illustrates research conducted in B&B algorithms with its possibilities. State-of-the-art alter-
natives are grouped within three buckets: search strategies, Branching strategies, and pruning rules.
During the first phase of any B&B algorithm, the search phase, the algorithm has not yet found an opti-
mal solution x*. The second phase, the verification phase, is initiated whenever the incumbent solution
is optimal but there are still unexplored subproblems in the tree which can not be pruned. Hence, no
incumbent solution cannot be proven optimal before no explored sub-problems remain. If the algorithm
manages to complete the verification phase, it can be stated as optimal. The Algorithm now has a certifi-
cate of optimality. Each of the algorithms (search strategy, branching strategy, and pruning rules) plays
a distinct role in B&B algorithms. A diagram of relationships between various algorithm components
is shown in Figure 5.3. The figure depicts solid lines, indicating a generalization relationship. In other
words, many constraint programming techniques generalize cutting planes and dominance relations.
While Column generation techniques can not be strictly defined as a generalization of other techniques
(in essence, column generation adds cutting planes to the dual optimization problem to improve the
computed lower bound [58]). Additionally, Figure 5.3 indicates the cohesion of all three main strategies.
In particular, the choice of an algorithm within pruning rules often impacts and limits the choices of other
algorithms in the other two domains.

Figure 5.2: Different algorithms are within a B&B algorithm [58]
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For this research on solving an RCPSP, a better understanding of pruning rules (more precise, cutting
plains, dominance rules, and constraint programming) is necessary. More information about the other
strategies and algorithms can be found in literature [58].

Figure 5.3: Diagram of relationships between various algorithms [58]

Dondorf initiated a time-orientated B&B algorithm with preemption constraints [20]. Here, the B&B
algorithm relies to a great extent on efficient constraint propagation techniques. Constraint propagation
is an elementary method for reducing the search space through repeated analyses and evaluation
of variables, their domain, and interdependence between variables induced by a set of constraints.
Tsang, elaborated on the principle to detect and remove inconsistent start time assignments in [84].
Additionally, their branching scheme generates at least all active schedules, so that traversing the
search tree will result in an optimal solution. The lower bound is not indicated within this scheme.
However, Stinson proposes a B&B algorithm of assigning feasible start times to a set of tasks making
up a project statically. This is done under two constraint sets: (1) no activity may be started until all
activities as its predecessor set have been completed and (2) The total resource requirements of all
tasks in process at any time in the schedule must not exceed the level of availability [80]. Stinson’s
paper almost overlaps directly with this research without taking care of breaks or a linear formulation
of tasks that have to be finished a certain percentage before the following activity can start. Moreover,
Brucker also initiates a B&B algorithm for tasks to be processed without preemptions. The branching
scheme starts from a graph representing a set of conjunctions (the classical finish-start precedence
constraints) and disjunctions (induced by the resource constraints). Then it either introduces disjunctive
constraints between pairs of tasks or places these tasks in parallel. Concepts of immediate selection
are developed in connection with this branching scheme. The immediate selection allows for addition
conjunctions as well as further disjunctions and parallelity relations [12]. His work originating in 1998
already has a lot of overlap with Stinson’s method and the proposed method for this research. Yet, the
break management and further implementation of larger data sets are still lacking.

5.1.2. Branch and cut
Branch and cut (B&C) is a generalization of B&B where LP relaxation of the MILP is used to obtain
a bound at each node in the search tree [100]. With relaxation, the model illustrated in Figure 5.1 is
also able to reach noninteger solutions. If a node has a fractional solution that can not be fathomed, a
valid inequality that is violated by the fractional solution but still can be satisfied by all feasible solutions
is proposed. The linear inequality is referred to as cut, whereas the name B&C originates from Zhu
[100, 58]. A B&C algorithm has proven to be effective in solving some traditional optimization problem
statements such as the traveling salesman.

As mentioned in the chapter 2, a common RSPCP is the MRCPSP introducing a minimum makespan
objective. Zhu created a B&C algorithm to deal with the integer linear programming formulation. First, a
derivation on the lower bounds and the distances between each pair of precedence-constrained tasks
is derived to reduce the number of variables in the model [100]. Numerical results are reported for 20-
and 30- activity benchmark problems, directly linked to this research having a maximum number of 16
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tasks in total. Another study shows how to improve the planning process by using multi-valued state
variables that are represented by networks and adding a control that encodes the length by progres-
sively generalizing the notion of parallelism [86]. Eventually, the resulting integer problem is solved with
a B&C algorithm. Especially the second part with the approach on B&C which have its fundamentals
from Elf M. [24] can be used for this research specific.

B&C is often implemented into a standard MILP Solver. MILP solvers can be commercial or open-
source software that can be used as an extension in python, C++, or Excel to come to a feasible
solution. The backbone of the software relies on an algorithm that integrates a B&C algorithm to find
the solution as quickly as possible. The architecture behind the solvers is customizable and can be used
for several settings. A brief overview of some available solvers can be found in Table 5.1. The Gurobi
solver is used for this research since the architecture is defined as the fastest and most comprehensive
MILP solver [89].

5.1.3. Constraint Programming
Constraint programming (CP) is an addition to B&B and is used in various research papers to minimize
the solution space by defining more constraints [54, 77, 84, 11]. CP is a methodology for solving difficult
combinatorial problems by representing them as constraint satisfaction problems. CP has shown that
a general-purpose search algorithm based on constrained propagation combined with an emphasis
on modeling can solve large, practical scheduling problems [85]. Baptiste [8] illustrates a good exam-
ple of constraint programming to solve scheduling problems. In other words, the idea of constraint
programming is to solve problems by stating requirements (constraints) about the problem area and,
consequently, find different solutions which satisfy all constraints.

”Constraint Programming represents one of the closest approaches computer science has yet made
to the Holy Grail of programming: the user states the problem, the computer solves it.” quote by E.

Freuder [25]

Meng L. proposes a CP method that is able of finding a good solution for both small and large-sized
instances [54]. Here, each global constraint is associated with a propagation algorithm that is used
to remove the values of variables from their domains to prevent constraints from being infeasible [28].
Furthermore, Meng L. proposed a combination of CP and MP model-based logic for planning at unre-
lated parallel machines [29]. Meng L. Proposes two main variables as decision variables introducing
an interval decision variable and a sequence decision variable. An interval variable illustrates a time
interval, during which a task takes place and whose position in time is unknown. [39] A sequence deci-
sion variable makes sure to respect the sequential place in time within the process[39]. Meng L. used
a CPLEX solver which is quite convenient for solving DFJSP problems and implementing a CP method
[54]. Jain and Grossman proposed a hybrid MILP/CP model to compare both CPs with another MILP
solver. Resulting in promising results, showing an efficient solver that outperforms other methods [23].
Gedik also proposes an effective CPmodel in his research for 283 benchmark instances based on logic-
based bender algorithms to schedule jobs on parallel machines [27]. This is based on an unrelated
parallel machine with sequence-dependent setup times on job availability intervals. Another RCPSP
is encountered with a constraint programming approach. Fleszar proposes a CP model in a two-stage
heuristic approach based on the hybrid of the MILP model and CP model. Also here, research and
tests have shown that a heuristic model combining the MILP with CP outperformance the previously
proposed methods with good solutions for larger instances.

Based on other scheduling problems, Ribeiro proposed two different CP models which are compared
to a classic MILP model [63]. Additionally, Ham and Gakici used CP to solve parallel batch processing
machines in [37]. Kelbel and Hanzálek also used an application of CP to solve a planning problem in
production scheduling based on earliness and tardiness with a greedy algorithm [43]. Earliness and
tardiness problems as discussed earlier, are also integrated within Na, H. proposing a CP model over
a MILP as a comparison [59].
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Symmetry
In theory, every worker can do all direct tasks activities in section 3.3. The similarity of workers causes
symmetry. Symmetry causes a longer computational time for the algorithm to find the optimal solution.
The symmetry can be broken by adding constraints to improve the computational time of the B&B
algorithm. Raf J. [42], proposes a solution to deal with job grouping problems consisting of assigning a
set of jobs with equal machines. Here, a formulation based on asymmetric representatives is addressed.
The symmetry between the identical machines is broken and compared to a traditional formulation,
the paper indicates an impact of 7 times faster than normal. Mao X. proposes a symmetry-breaking
constraint on collaborative planning and symmetric scheduling used for shipbuilding projects [51]. This
project aims to analyze a negotiation method based on combination auction (ICA) for integration of
project planning and task scheduling.

5.2. Online solvers
A wide variety of online solvers is available for optimization formulations as the RSPCP. Hence, this
problem will be formulated as a MILP function with specific constraints. Each of the online solvers can
be used on different platforms (e.g. R, C++, Python, or MATLAB) or be applied for various optimization
algorithms. One can find a brief summation of the solvers in Table 5.1. The goal of this research is to
formulate an algorithm that can efficiently create and matches schedules per shopper based on differ-
ent tasks and deadlines.

Gurobi and CPLEX are the most advanced and widely used software available to solve the compre-
hensive problem stated within this report. Next, the software offers the possibility to combine both an
exact method (Through constraint programming), with a heuristic approach. Finally, Gurobi has a struc-
tured way of working which is used in various courses at the Aerospace Faculty of the Delft Technical
University of Technology and therefore used in this research.

Solver Source | Founder Methods Platform Literature
CPLEX Commercial | Robert E. Bixby Branch & Cut and Dynamic programming Python, MATLAB, C, C++, Java, and Excel [39]

SYMPHONY Open | T.K. Ralphs Branch & Cut & Price C, C++, Java, Python [74, 81]
GUROBI Commercial | Zonghao Gu Branch & Cut, Heuristics & search techniques C++, Java, .Net and Python [35]
LINDO Open source | Kevin Cunningham and Linus Schrage Heuristics, Branch & Cut and other. Microsoft Excel & Private [49]
SCIP Non commercial solver Column generation, Markov chains & Branch & Cut C++ and C [77, 102]

Table 5.1: Various optimization solvers for MILP formulations
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5.3. Metaheuristics
Exact solutions create a feasible solution with an optimal and feasible solution on the objective func-
tion. However, due to its large computational time, it is often desired to work with approximations, as
heuristics tend to solve the problem faster. The schedules created will be used as guidance by every
fulfilment lead, an approximation will already be a success compared to the current way of planning.
This section is used to elaborate on three different heuristic methods for solving the RCPSP. Various
heuristic solution methods are proposed in the literature. Drexl and Grunewald for example proposed
a biased random sampling approach [21] while Slowinski elaborated on single-pass multi-pass and
simulated annealing approach [66]. Additionally, a genetic algorithm is proposed by Özdamar based
on priority rules [82] and Hartmann used a genetic algorithm with the use of a precedence feasible list
of tasks and a mode assignment [44]. The subjects Tabu Search and Adaptive Large Neighbourhood
Search are described in more detail within this section.

5.3.1. Tabu search
Tabu Search (TS) is a strategy for solving combinatorial optimization problems whose applications
range from graph theory and matroid settings to general pure and MILPs. TS is unique in the essence
of compliance with other methods, such as linear programming and other heuristics to overcome the
limitations of local optimality [33]. Tabu Search has its origin in combinatorial procedures applied to
nonlinear covering problems in 1977 [32], and subsequently applied to a wide range of scheduling and
planning problems. TS is founded and based on three primary themes according to Fred Glover [34]:

1. The usage of flexible attribute-based memory structures designed to permit evaluated criteria and
historical search information more thoroughly than rigid memory structures (Branch & Bound) or
memory-less systems (Simulated Annealing).

2. An associated mechanism that evaluates the movement based on specific criteria within the TS
algorithm

3. The incorporation of memory functions of different periods, to implement strategies for intensifying
and diversifying the search

Short-term memory in TS can be represented as aggressive exploitation which seeks the best move
possible, subject to the availability of choices to satisfy the constraints Figure 5.4. The TS algorithm
provides constraints that prevent the algorithm from repeating certain moves by creating a tabu list. The
tabu list contains every previous step and indicates ’forbidden’ moves. The decision process on how
to determine the best candidate for the next step is illustrated in Figure 5.5. First, each of the moves
on the candidate’s list is evaluated in turn. Second, an evaluation of what best move can be addressed
through the objective function - the difference between the new and the old solution. In other cases
where the objective function can not directly be measured through a new solution, the evaluation may
be based on generating relaxed or approximate solutions.
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Figure 5.4: Tabu Search - Short Term Memory component [34]

Figure 5.5: Tabu Search - Selection process of best admissible candidate [34]

As mentioned, TS is a heuristic approach used in many planning and scheduling research. Cavalcante
used local search procedures to improve the solution accordingly. Additionally, by implementing a TS
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algorithm, Cavalcante illustrates the performance of the algorithm creating the best upper bound for
almost all instances [19]. Tom Servranckx proposes a TS algorithm to solve the integrated schedul-
ing and decision-making for RCPSP with alternative sub graphs[78]. Hence, the TS algorithm is used
to guide the search process toward high-quality solutions. Manish Kumar uses a TS algorithm for si-
multaneous selection and scheduling of projects. Fifteen different test instances with various levels of
complexity are used to evaluate the TS algorithm. Conclusively, the TS algorithm is promising to solve
every instance [45]. Additionally, Camino proposes a solution method to use a hybrid version of the
TS method to optimize the solution addressed in an earlier stage [95]. Finally, A. Costa proposes a
TS algorithm to strengthen the answer for a hybrid flow shop scheduling problem with limited human
resource constraints [18]. After formulating a MILP model, a solution method named a discrete hybrid
backtracking search optimization algorithm is used to find a preliminary solution. After implementing a
multi-stage encoding scheme, the TS algorithm is used to strengthen the solution.

From the previous examples, one can draw the main trend to use the TS algorithm as an optimization
tool whenever an initial solution is already defined. For this research, a Tabu Search algorithm will be
used after a preliminary solution is already proposed.

5.3.2. Adaptive large neighbourhood search
Another heuristic approach analyzed in this research is a Large Neighborhood Search. Large Neigh-
bourhood Search is first introduced by Shaw [67] in 1997 and applied the algorithm for the traditional
travel salesman problems. The LNS uses a destroy and repair method to come to a solution. The de-
stroy method is used to terminate a part of the solution while the repair method rebuilds the destroyed
solution [71]. Zhang illustrates the process within his paper depicted in Figure 5.6. An example of
solving an RSPCP with a Large Neighborhood Search is proposed by Mireille Palpant and Christian
Artigues [65].

Figure 5.6: Illustrative example of a Large Neighborhood Search [98]

Additionally, The LNS is extended to an Adaptive Large Neighborhood Search (ALNS) first introduced
by Pising and Ropke [76] to improve the solution for its application in multiple pick-ups and drop-off
locations. Here, several sub heuristics with a frequency corresponding to their historic performance is
used. The general framework has been given the name Adaptive Large Neighborhood Search. The
computational experiments show that the proposed heuristics are very robust and adaptive to various
instances, such as planning. The ALNS makes use of several removal and insertion heuristics during
the same search while the LNS only makes use of one heuristic. The selection method is based on
statistics and changes in the computation time for the algorithm making the algorithm more complex.
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Additionally, the search algorithm is embedded within a simulated annealing algorithm (concept shortly
explained in subsection 5.3.3) where the previous large neighborhood search used a simple decent
approach.

Richard Martin Lusby proposed an adaptive large neighborhood search procedure to dynamically
schedule patients to hospital beds in [50]. The algorithm resulted in an efficient way of solving the bed
scheduling problems within hospitals and receiving an approximation of 3-14% more precise answers.
Unfortunately, the computational time is a factor 12 larger than current state-of-the-art algorithms.
ALNS is furthermore used in scheduling inbound logistic equipment and machinery by Rapeepan
Pitakaso [72]. Which also turns out to be highly effective in tackling this problem. Within the research
of Pitakaso, four new formulas are created to calculate a profitability margin to be accepted by the al-
gorithm. ALNS also play a significant role within factory management as studied by Achmand P. Rifai
[75]. He used a multi-objective large neighborhood search to simultaneously satisfy three objectives
based on the Pareto front: the makespan, total costs, and average tardiness.

5.3.3. Simulated annealing
Simulated annealing is a heuristic based on the analogy between solids and vapors and is often used
in combination with ALNS as described in the previous subsection [93]. The model uses the logic of
heating a system and slowly lowering the temperature to decrease the number of defects and thus min-
imizing systems energy [13]. A new random point is chosen during each iteration in which the distance
between the current solution and a new random point in time is based on a probability distribution with
a scale proportional to the temperature. The algorithm allows every point to lower the objective but also
accepts certain points which increases the algorithm to escape local optima [52]. Simulated annealing
is also commonly used in planning and scheduling problems. The process is illustrated in Figure 5.7
where one can relate the process just described.

Figure 5.7: Simulated annealing example of minimizing the objective function [31]
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1
Picnic Case Study

1.1. List of Tasks with Descriptions
The model’s output should illustrate an overview of all schedules created by the algorithm. A matrix with on
the y-axis the various schedules and on the x-axis different time units t on a fifteen-minute basis is depicted
as output. Hence, every row consists of an anonymous schedule, while every column depicts a time unit. The
number of schedules created is evaluated with the number of incoming workload packages. Every workload
package with an urgency level of 1 should be scheduled during the day. The total workload divided by each
person’s maximum availability determines how many needed schedules. The activities in the matrix are listed
in Table 1.1
Most activities can be executed in different temperature zones; ambient, chilled, or frozen. A description of
the clocking activities is given below:

• Bonus hours:
Bonus hours address extra hours which can be used to execute any activity. Bonus hours can compen-
sate for slack within the operations and increase the schedule’s robustness.

• Break:
Breaks are scheduled as a resting moment for an employee.

• Picking:
Order picking is the main activity of the FC. Employees are filling the order crates with goods from
storage locations.

• Dispatching:
The allocation of totes from a pick car into a dispatching frame. Dispatching frames are filled with
clustered totes that will be transferred to the same hub and loaded into an Electronic Picnic Vehicle
(EPV).

• Tote handling:
Tote handling is cleaning returned totes and filling totes with plastic bags.

• Tote completion:
The procedure of packing ice bags into chilled totes. Subsequently, totes are closed with a lid to keep
the products inside chilled.

• Transport Inbound:
Unloading roll containers from inbound trucks in the FC. All fresh articles are delivered in the morn-
ing and are defined as transport inbound morning. A discrepancy is explicitly made to address the
precedence relations.

• Buffer replenishment:
Products are transferred to the buffer zone if no room is available on a shelf. Replenishing products
from and to the buffer zone are scheduled as buffer replenishment.
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• Return & Waste:
All products handled in an FC are delivered in cardboard or plastic packages. Unboxing products results
in much garbage. The garbage should be returned or brought into containers. Handling the containers
are defined as Return & Waste.

• Replenishment:
Stocking shelves with products originating from containers from the inbound truck. A discrepancy is
defined between replenishing fresh products (replenishment morning) and other products (replenish-
ment).

• Urgent moves:
Occasionally, not all products are already replenished before a pick round starts. As a result, specific
orders must be completed due to missing products. Express rounds can be initialised if a product is un-
available during the initial picking round. Express rounds are set up to fill crates with missing products.
An express round is defined within the clocking activity express rounds. As a result, work is scheduled
as urgent moves to compensate for addressing this phenomenon.

• Counting:
A centralised software is designed to track the availability of all products on the shelves. The software
is defined as the Warehouse Management System (WMS). Counting ensures the data quality and the
calibration of the system.

• Slotting:
Products in an FC of Picnic are slotted to specific locations according to a logic based on weight, size,
and demand. The activity of allocating products to other locations is defined as slotting.

• Clearing:
Recalling almost overdue products based on data from the WMS.

• Cleaning:
The activity of making everything clean and ordered again.

• Quality:
Validation of products still holds their quality level. For example, they are checking fruits and vegetables
for damages or other irregularities, damage on cardboard packages and more.

• Safety:
The safety activity is scheduled to ensure all employees oblige to the safety rules during the working
day. They are additionally validating if all processes are executed safely.

• Projects:
Project hours are scheduled for different activities related to other projects. Projects can include but
are not limited to the maintenance of the warehouses or other work necessary in an FC.
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Table 1.1: Overview of clocking activities

Activity Number Clocking Activity ID Temp Zone Priority Level
-1 bonus hour - -
0 break - 1
1 picking AM 1
2 picking CH 1
3 picking FR 1
4 dispatching AM 1
5 dispatching CH 1
6 tote_handling AM 1
7 tote_handling CH 1
8 tote_completion CH 1
9 transport_outbound x 1

10 transport_inbound x 1
11 transport_inbound_morning x 1
12 buffer_replenishment AM 1
13 buffer_replenishment CH 1
14 return_waste x 1
15 return_waste x 1
16 replenishment_morning x 1
17 replenishment_morning x 1
18 replenishment_morning x 1
19 replenishment AM 1
20 replenishment CH 1
21 replenishment FR 1
22 urgent_moves x 1
23 counting x 2
24 slotting x 2
25 clearing x 2
26 cleaning x 2
27 quality x 2
28 safety x 2
29 projects x 2

1.2. Input Data Sheets

The following tables illustrates the input tables used for the algorithm. First, Table 1.2 illustrates all prece-
dence relationships within an FC. The parameter P L

i , j is based on this table. Next, Table 1.3 illustrated an ex-

ample of the capacity per FC. Note that all values of the FCs are arbitrary due to confidentiality agreements.
The output of the real-time data set used in the paper is illustrated in the last two pages of this report.

Table 1.2: Precedence relationships

task_id temp_zone break transport_inbound replenishment replenishment replenishment picking picking picking
x x AM CH FR AM CH FR

break x 0 0 0 0 0 0 0 0
transport_inbound x 0 0 1 1 1 0 0 0
replenishment AM 0 0 0 0 0 1 0 0
replenishment CH 0 0 0 0 0 0 1 0
replenishment FR 0 0 0 0 0 0 0 1
picking AM 0 0 0 0 0 0 0 0
picking CH 0 0 0 0 0 0 0 0
picking FR 0 0 0 0 0 0 0 0
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Table 1.3: FC capacity characteristics

task_id temp_zone FC0 FC1 FC2 FC3 FC4 FC5 FC6 FC7 FC8
picking AM 18 16 18 18 30 18 18 18 18
picking CH 16 16 16 16 16 16 16 16 16
picking FR 2 2 2 2 2 2 2 2 2
dispatching AM 10 11 12 11 12 10 10 10 10
dispatching CH 5 5 5 5 5 5 5 5 5
tote_handling AM 4 4 4 4 4 4 4 4 4
tote_handling CH 5 5 5 5 5 5 5 5 5
tote_completion CH 5 5 5 5 5 5 5 5 5
transport_outbound x 40 40 40 40 40 40 40 40 40



2
Used Software And Extensions

2.1. Numba
Numba is a Just-In-Time (JIT) compiler for Python that works best on code that uses NumPy array and loops.
The most common way to use Numba is through its collection of decorators that can be applied to one’s
functions to instruct Numba to compile them. When a call is made to a Numba-decorated function, it is
compiled to machine code "just in time" for execution, and all or part of one’s code can subsequently run at
native machine code speed. The heuristic is therefore coded solely with NumPy values.

The Numba JIT decorator fundamentally operates in nopython mode. The behaviour of the nopython
compilation mode is to compile the decorated function so that it will run entirely without the involvement of
the Python interpreter. This is the recommended and best-practice way to use the Numba JIT decorator, as
it leads to the best performance. Numba reads the Python byte code for a decorated function and combines
this with information about the types of input arguments to the function. It analyses and optimises one’s
code and uses the low level virtual machine compiler (front-end software library) to generate a machine code
version of your function tailored to your CPU capabilities. This compiled version is then used every time one’s
function is called. [1]

Figure 2.1: Performance of machine code versus non-machine code

77
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2.2. Tableau
The output values are visualised through Tableau, a data visualisation software frequently used by Picnic [2].
The data is sorted to a new data format visualised in Table 2.1 Tableau is used to visualise the output of the
real time data set, which is illustrated in the final 2 pages of this report.

Table 2.1: Data formatting for Tableau

FC Shift Schedule Time_start Time_end Activity Temp_zone Duration
FC1 1 1 07.00 07.15 Picking AM 15
FC1 1 1 07.15 07.30 Picking AM 15
FC1 1 1 07.30 07.45 Picking AM 15
FC1 1 1 07.45 08.00 Picking AM 15
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Time start for each Schedule. Colour shows details about Task Id. Size shows details about Duration.self.The view is filtered
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