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1
Introduction

My thesis investigates what makes good explanations for group recommendations, consid-
ering the privacy concerns of group members. Let’s give an example. Have you ever been
to lunch with other colleagues on a business trip? Do you recall how long it took you to
pick a restaurant? In these situations, recommender systems could help people decide, e.g.,
where to go. Recommender systems are decision support systems helping users to identify
one or more items that satisfy their requirements. Most often, recommender systems propose
items to individual users. However, there are many scenarios where a group of users will con-
sume a recommendation and need support for group decision-making. A group recommender
system is a system that recommends items to groups of users collectively, given their prefer-
ences. An example is a system for suggesting places to visit to a group of colleagues traveling
together. For example, think of a group decision regarding the next places to visit in a col-
leagues’/friends’ group traveling. Explanations, for such recommendations, in this context,
act as complementary information, describing how specific recommendations are generated
to help the group make informed decisions on whether to follow or not follow recommenda-
tions. However, there are many types of information to include and many ways to formulate
an explanation, and it is not clear which information should be shown in the explanation
for a group. Besides, explanations for groups are different from explanations for single users
in that they should consider the privacy aspect (e.g., people might be sensitive to disclosing
some of their information in the group). In this chapter, I first introduce the motivation of
this Ph.D. thesis of developing explanations for group recommendations/decisions context. To
the best of my knowledge, this thesis is the first work that studied group explanations from
the perspective when the privacy aspect is included. Then I list the research questions that
guide my thesis to design explanations for groups and summarize the corresponding contri-
butions. This includes studying what information to disclose and what not to disclose in a
group explanation and what factors and how influence the decision of information disclosure
in a group explanation, e.g., the group members’ personality, the relationship between them,
whether their opinion is aligned with the majority in the group or not. Finally, I present a list
of publications carried out during this thesis.
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2 1 Introduction

1.1 Research Motivation
Have you ever been to lunch with other colleagues on a business trip? Do you recall how
long it took you to pick a restaurant? Imagine you start walking to one restaurant only to
discover that Person A wants to eat Halal, Person B has an auto-immune protocol diet, and
Person C prefers a low-budget place. After visiting a restaurant, your group might also
need to pick where to go next (e.g., a war museum, a cannabis store, etc.). Will you speak
out if your preferences do not align with the majority in the group? What about when
you do not have close relationships with other group members? Not only is it challenging
to cater to multiple preferences, it can also be difficult to surface individual preferences in
order to make an informed group decision!

In many domains, such as tourism [10, 85], people often consume recommendations in
groups rather than individually. There are different approaches in the literature for consid-
ering different preferences within a group. A common approach is aggregation strategies
that combine the individual preferences of all group members and predict an item that
is suitable for the group [74, 76, 85]. An advantage is that this approach can be easily
explained to the group, which can be a good start for designing group explanations. A dis-
advantage is that they are simple and do not, for example, evolve based on users’ needs,
like machine learning approaches. There is no best aggregation strategy that exists, and
for each recommendation, some individuals might not be happy with the recommendation
[2]. For example, the Fairness Strategy (an aggregation strategy) [74] might recommend
an item that one or more group members do not like but will recommend at other times
other items that they do like, in order to compensate.

In these situations, explanations can clarify such trade-offs, help people comprehend
how these recommendations are generated, make it easier to accept items they do not
like, and ultimately facilitate reaching a group consensus and making informed decisions
[7, 30, 84, 131]. Explanations can be regarded as additional information (i.e., in this thesis,
this information is textual only) that accompanies the recommendations and serves vari-
ous goals, such as increasing satisfaction (the ease of usability or enjoyment of the used
recommender system) [124]. Many studies have demonstrated the benefits of adding expla-
nations to automated recommendations (e.g., [42, 117]). Previous research in this area has
focused on explaining individual recommendations [42, 117]. Similar to explanations for
single-user recommendations, explanations for groups can be designed based on the un-
derlying recommendation algorithm. However, in the context of group recommendations,
formulating explanations is even more challenging as other aspects must be considered.
To study what to explain in a group explanation, we initially considered explaining the
aggregation strategies as central. Then we discovered that other factors such as privacy
and group composition (e.g., whether the user’s preferences align with the majority in the
group, their social relationship in the group) were much more influential. Explaining why
certain items are recommended can help users agree on a joint decision within a group
[30, 98], but the value of such explanations should be traded-off against the desire to pre-
serve individuals’ privacy by not disclosing information they do not want to disclose in
that group. For example, if other group members know each other’s preferences, it is eas-
ier to reach a consensus/converge on a decision and find something they all want to do.
Still, there might be personal information/preferences one does not wish to disclose. So
the explanation should strike a balance between giving the group enough information to
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achieve what they want without revealing the information they are uncomfortable with.
The few existing works on generating explanations for group recommendations pri-

marily consider the need for transparency [30, 108]. However, considering privacy as-
pects of explanations for groups of users is essentially an open research issue. To the best
of my knowledge, this thesis is the first work that studied group explanations from the
perspective when the privacy aspect is included. My ultimate purpose is to help people
with better group decision-making by providing them with privacy-preserving explana-
tions to help group members explain their arguments for or against the suggested items
(places) to the group. To this end, I look at both static (Chapter 3 and part of Chapter
4) and interactive information provision (Chapter 5 and part of Chapter 4) for the group
explanations. This thesis is mainly conducted in the context of tourism—a domain that
is suitable for studying group decisions, as it is relatable for many participants and com-
monly involves coordinating with a group of people. In order to accomplish this goal,
we need a more fundamental understanding of factors that influence people’s disclosure
decisions in various group decision-making contexts. I, therefore, conducted a number
of studies to contextualize users’ disclosure decisions to understand which individual and
situational factors need to be considered in order to predict whether users are willing
to disclose certain personal information to help with group decision-making or not. Re-
search in the online privacy context shows most Internet users trade-off the anticipated
benefits with the risks of disclosure to decide on their information disclosure. In making
this trade-off, these users decide to disclose how much, if any, information is requested
from them. Based on this deeper understanding of users’ disclosure behavior, the core
contribution of this thesis is a privacy disclosure model containing different individual
and situational models/characteristics that help to predict users’ disclosure intention in a
group decision/recommendation context.

1.2 Research Questions
This thesis investigates the following main research question in the group recommenda-
tion/decision context.

How do different factors influence individual group members’ requirements towards
a group explanation?

To answer our main research question, we organized the work into three research sub-
questions (the research questions have evolved in the process).

RQ1 What information should be disclosed in a group explanation to increase group
members’ satisfaction?

As a first step, in Chapter 3, we started evaluating with people, which kinds of explana-
tions are meaningful to include in a group recommendation to increase group members’
satisfaction (RQ1). We contributed novel suggestions for formulating explanations for
group recommendations (the explanations are textual and static). Inspired by explanations
for single-user recommendations, explanations for groups included information about the
underlying recommendation algorithm (in this case, aggregation strategies). However, we
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decided not to proceed with aggregation strategies as they do not show a significant effect
in, e.g., group satisfaction or consensus. The user comments suggested that other factors,
such as privacy (people might be sensitive to disclosing some of their information), were
much more influential in the studied settings. This leads us to RQ2 as follows. As we will
see, privacy risk will be a recurring theme in the remainder of the thesis. We also high-
lighted the challenges of benchmarking and replicating studies in the context of group
recommendations and explanations.

RQ2 How do different factors (i.e., individual differences, group dynamics, etc.) influence
individual group members’ privacy risk perception of information disclosure in a
group explanation?

As mentioned above, the user comments highlight the need to consider privacy in de-
signing a group explanation. This leads us to the second research question. In Chapter 4,
we investigate the factors that one should model in the group to consider group members’
privacy risks regarding information disclosure in a group explanation (RQ2). We inves-
tigated some factors identified in the literature that influence individual privacy risks of
information disclosure in our case in a group explanation, i.e., group members’ personal-
ity, the type of relationship they have in the group, and preference scenario (whether their
preferences are aligned or not aligned with the preferences of the majority in the group).
We gave design recommendations for automatically generating group explanations in this
context (e.g., when the recommended item does not align with the majority preferences,
one should be cautious about disclosing the identity of the people with the minority pref-
erences in the group, together with their strong opinions). We saw that it is not enough
to only look at privacy risks for predicting people’s disclosure behavior. Inspired by lit-
erature, next, in RQ3, we study how people trade-off the anticipated disclosure benefit
with the privacy risk of disclosing information to decide how much, if any, information
to disclose to be able to model their privacy disclosure.

RQ3 How do people trade-off between disclosure benefit versus privacy risk of informa-
tion disclosure in a group explanation?

So, in Chapter 5, we focused on RQ3, and we studied how people trade-off the an-
ticipated disclosure benefit with the privacy risk of disclosing information to decide how
much, if any, information to disclose in a group explanation. In such decisions in group
recommendations, users face a dilemma: they want to enjoy the benefits that may result
from sharing or disclosing information with other group members (e.g., support their ar-
guments about what places to visit or to avoid), but they also want to reduce the risk that
this data may have (e.g., leaving a negative impression on others). In making this trade-
off, users usually decide to disclose some but not all information that is requested from
them [62]. The findings of our study regarding user disclosure decisions can be utilized
to automatically predict a proper fit between users’ desire for privacy and their need for
transparency to make better group decisions.

Study Platform. In Chapters 4 and 5, to answer the research questions, I developed an
open-source web-based chat-bot, to study group disclosure decisions and evaluate explana-
tions for group recommendations. To create realistic scenarios of group decision-making
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where users can control the amount of information disclosed in the group and have it-
erative interaction between group members, I developed TouryBot. This chat-bot agent
generates natural language explanations to help group members explain their suggestions
to the group. This publicly available implementation can be easily used and adapted for
empirical studies in a group recommendation/decision context. The code is available at
the following address https://osf.io/z3hnp/.

Note all our experiments received ethical committee approval from the Human Re-
search Ethics Committee (HREC) at TU Delft.

1.3 List of Publications
A complete list of publications on which the research chapters were based is presented
below:

Chapter 3 is based on a conference paper, a workshop paper, and a late-breaking results
paper.

• Shabnam Najafian, Daniel Herzog, Sihang Qiu, Oana Inel, and Nava Tintarev. You do
not decide for me! Evaluating explainable group aggregation strategies for tourism.
In Proceedings of the 31st ACM Conference on Hypertext and Social Media, pages 187–
196, 2020.

• Francesco Barile, Shabnam Najafian, Tim Draws, Oana Inel, Alisa Rieger, Rishav
Hada, and Nava Tintarev. Toward benchmarking group explanations: Evaluating
the effect of aggregation strategies versus explanation. 2021.

• Shabnam Najafian and Nava Tintarev. Generating consensus explanations for group
recommendations. In UMAP Latebreaking results, 2018.
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Literature Review

This thesis is about studying what makes good explanations for group recommendations. In
this chapter, I illustrate the relevant literature in this regard. Making a joint decision in the
group, i.e., deciding where to visit with the group of colleagues on a business trip, is challeng-
ing as people often have different preferences. Various strategies can be used to predict an
item suitable for the group collectively, given the preferences of all members. Each such ag-
gregation strategy, however, has its trade-offs. In this situation, explanations can help people
understand why certain items are recommended i.e., to increase group members’ satisfaction.
However, among many ways of formulating an explanation for groups, it is unclear which
information needs to be shown in the explanation. Inspired by explanations for single-user
recommendations, explanations for groups included information about the underlying rec-
ommendation algorithm (in this case, aggregation strategies). This chapter introduces the
aggregation strategies, which was initially included in our designed group explanations. Be-
sides, I discuss conversational interfaces as an interactive group recommendation approach,
which I use to study and model group members disclosure behavior in the group recommen-
dation context. Then I provide an overview of existing research related to explanations in
group recommender systems and discuss privacy aspects in explanations for groups, which
arise in these scenarios. I finish this chapter by summarizing the effects of disclosure benefit
versus privacy risk and their antecedents (i.e., group member’s personality) on information
disclosure in a group explanation.
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2.1 Group Decision Making
Group recommender systems (GRSs) have been developed to support group decision-making
processes with recommendations expected to satisfy a group of people, not just a single
person. Most of the previous research has assumed that only by aggregating individual
preferences can the system come up with a satisfying recommendation for all individ-
uals in the group. Following, I introduce the existing aggregation strategies as a static
group recommendation approach which I initially include their descriptions in our pro-
posed group explanations. Besides, I discuss conversational interfaces as an interactive
group recommendation approach, which I use to study and model group members disclo-
sure behavior in the group recommendation/discussion context. In an interactive group
recommender system people can a) disclose their personal information to explain and sup-
port their arguments about what recommended items to accept or to avoid (e.g., this place
is too expensive for my budget) and b) protect their privacy by not disclosing too much.

2.1.1 Aggregation Strategies
There are two main approaches to generate group recommendations: (i) aggregated predic-
tions or strategies, that aggregate individual recommendations (item-ratings predictions)
and recommend items with the highest aggregated scores to the group; or (ii) aggregated
models, which instead of aggregating recommendations (item-ratings predictions) for indi-
vidual users, this approach construct a group preference model (group profile) that is then
used for determining recommendations [30]. Several aggregation strategies inspired by
Social Choice Theory have been proposed to aggregate individuals’ information [76]. An
overview of these strategies, known as social choice-based aggregation strategies, can be
found in Masthoff [74]. Following, I describe in detail six of the most utilized social choice-
based aggregation strategies: two consensus-based aggregation strategies, Additive Utili-
tarian (ADD) and Fairness (FAI), one majority-based strategy, Approval Voting (APP), and
three borderline strategies, Least Misery (LMS), Majority (MAJ), and Most Pleasure (MPL),
according to the categorization in [76, 114].

• Additive Utilitarian (ADD): is a consensus-based strategy [114], so it takes into ac-
count the preferences of all group members. ADD recommends the item with the
highest sum of all group members’ ratings. Applying this strategy to the example
given in Table 2.1, restaurant B (Rest B) will be recommended to the group as the
sum of the ratings of all members for restaurant B is 13 which is higher than other
items.

• Fairness (FAI): is a consensus-based strategy [76] well suited in the context of re-
peated decisions. In FAI the items are ranked as the individuals are choosing them
in turn. Applying this strategy to the example given in Table 2.1, by assuming that
Anna is the next to choose, restaurant B will be recommended to the group, since it
achieves the highest rating for her.

• Approval Voting (APP): is a majority-based strategy [114], so it focuses on the most
popular items among group members. APP recommends the item which has the
highest number of ratings that are greater than a predefined threshold, e.g., 3. Ap-
plying this strategy to the example given in Table 2.1, restaurant B will be recom-
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mended to the group three out of four group members Anna, Sam, Leo gave it ratings
higher than 3.

• Least Misery (LMS): is a borderline strategy [114], so it takes into account only a
subset of group members’ preferences. LMS recommends the item which has the
highest of all lowest ratings. Applying this strategy to the example given in Table
2.1, restaurant A will be recommended to the group as Alex and Anna gave it a
rating of 2 which is the highest rating among lowest ratings regarding items (the
other ratings are 1s).

• Majority (MAJ): is a borderline strategy [114] which recommends the item with
the highest number of all ratings representing the majority of item-specific ratings.
Applying this strategy to the example given in Table 2.1, restaurant B will be recom-
mended to the group as 3 out of 4 group members gave it a high rating.

• Most Pleasure (MPL): is a borderline strategy [114] which recommends the item with
the highest of all individual group members ratings. Applying this strategy to the
example given in Table 2.1, restaurant C will be recommended to the group as Alex
gave it the rating of 5, which is the highest ratings among all items’ high ratings.

Table 2.1: Ratings of group members for the restaurants (1: the worst, 5: the best) from Tran et al. [131].

Alex Anna Sam Leo
Rest A 2 2 4 4
Rest B 1 4 4 4
Rest C 5 1 1 1

Social choice-based aggregation strategies are widely used in the group recommenders
literature [76]. An advantage is that this approach can be easily explained to the group,
which can be a good start for designing group explanations. A disadvantage is that they
are simple and do not, for example, evolve based on users’ needs, like machine learning
approaches. In Masthoff [76], several experiments are presented to identify the best strat-
egy in terms of perceived group satisfaction. The results, however, show that there is no
winning strategy (i.e., satisfy all group members), but different strategies perform well in
different scenarios (i.e., based on the level of difference in group members preferences ).

2.1.2 Group Deliberation
Presenting users with a static recommendation list does not consider scenarios in which
the user might construct their preferences during the decision-making process [48]. This
is especially true in scenarios where the target users are not individuals but a group of
people. In such cases, the group choice depends not only on individual preferences at
the beginning but also on the dynamics of group discussion when making joint decisions
[91]. Therefore, previous research has introduced strategies to enable interaction between
group members during the process [47, 79].
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Conversational interfaces specifically have been shown to lead to higher satisfaction
of the user, requiring less interaction and increasing the likelihood of them using the sys-
tem in the future [39]. In this direction, Nguyen and Ricci [92] presented a system that
allows the group members to revise their preferences through a conversational process
with a chat-based interface, showing how that can increase the system usability and the
recommendation quality. So, in contrast with their system that suggests individual rec-
ommendations to each member, in our system, the chat-bot suggests what is best for the
group based on an aggregation strategy to each group member and it is up to that person
to share it with the group. Then our chat-based system offers the possibility to support the
decision-making process by providing natural language explanations of the recommenda-
tions given, or by supporting users in a group discussion by suggesting arguments for
their positions.

2.2 Explanations for Groups
Although there exist many studies on group recommendations, only a few of them focus
on generating explanations in group recommendation contexts. Different from single-user
recommender systems, the role of explanations for groups is even more challenging, as
multiple functions need to be met, besides explaining why certain items are recommended
[30, 98] — to help users agree on a common decision, improve users’ perceived fairness,
perceived consensus, and satisfaction [30, 131], as well as preserve their privacy by not
disclosing information they are not comfortable with (see Chapter 4).

The generation of explanations for group recommendations depends on how the group
recommendations were generated in the first place. One approach to generate group rec-
ommendations, called aggregated predictions. It aggregates individual item-ratings pre-
dictions and recommends to the group items with the highest aggregated scores [30]. Ex-
planations based on this approach reveal the underlying mechanisms of the employed
social choice-based preference aggregation strategies [131].

Apart from their styles, explanations can be represented in different ways, e.g., as tex-
tual representations, or as graphical representations. The most frequent way of presenting
explanations is by far Natural language generation (NLG). NLG is a sub-field of artificial
intelligence and computational linguistics used for producing understandable texts in En-
glish or other human languages from a given set of text or data [109]. This also includes
explanations that are based on pre-defined templates which were, for example, instanti-
ated with lists of features before they were presented to the user [99]. In this thesis, I also
use a template-based NLG technique by adding pre-defined templates which can be easily
adapted and extended based on each individual group member selected options. Follow-
ing are some examples of recent research on recommender systems that have focused on
generating personalized natural language explanations for group recommendations.

Quijano-Sanchez et al.[108] have focused on using group’s social factors (e.g. users’
personal relationships within a group) for explanation generation and proposed Personal-
ized Social Individual Explanation for groups of users. Their goal was to justify the rec-
ommended item for the group’s welfare. They relied on users’ sense of justice and social
bonds to help them comprehend why the recommender has presented a specific item as the
best option for the group. , i.e., avoid explanations that might damage friendships (using
tactful explanation). “Although we have detected that your preference for this item is not very
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high, your close friend X (who you highly trust) thinks it is a very good choice.”. They showed
adding a social component to explanations enhances the impact that explanations have on
users’ likelihood to follow the recommendations and consequently increases the system’s
persuasiveness, efficiency, trustworthiness, and usability. And that also, the more social
factors that are included in the explanation the better perception of the received group
recommendation [108].

Recently, Tran et al. [131] proposed three types of textual explanations taking into
account group dynamics aspects, such as fairness, consensus, and satisfaction of users
with group recommendations. Type 1 was based on preference aggregation strategies,
Type 2 is decision history in addition to Type 1, and Type 3 is future decision plans in
addition to Type 1. For instance, a Type 2 explanation for Additive Utilitarian strategy is
as follows: ”Item X has been recommended to the group since it achieves the highest total
rating. This decision supports the preferences of users 𝑢𝑎 , 𝑢𝑏 , and 𝑢𝑐 who were treated less
favorably in the last n decisions” [131].

The existing works on generating explanations for group recommendations primarily
consider the need for transparency, e.g., to clarify the reasoning and data behind a recom-
mendation to help users better understand how the recommender system works and why
a specific item has been recommended [128]. However, when generating explanations for
groups, privacy becomes of great relevance as well. The work of Herzog and Wörndl [43]
highlights the need for privacy in a group context, as it found that there was a greater
amount of interaction with distributed displays when people were interacting on their in-
dividual devices rather than on a shared public display. For example, when using a shared
public display to enter sensitive data, privacy was a concern for many participants. We
will discuss privacy in greater detail in the next section.

2.3 Privacy in Group Explanations
Existing works on explanations for recommendations mostly focus on the benefit of trans-
parency, i.e., increasing users’ understanding of the system’s reasoning in recommenda-
tion generation [124]. However, when generating explanations for groups rather than
individuals, privacy becomes of great relevance.¹ I investigated which information peo-
ple would like to disclose in explanations for group recommendations (see Section 4.1). I
extended the work to evaluate the factors that have an impact on privacy concerns for
group recommendations (see Section 4.2). We show an impact deriving from (i) the per-
sonality, (ii) the preference scenario and (iii) the relationship type. Furthermore, Mehdy et
al. [80] suggested to consider the information type when modeling users’ situation-specific
privacy concerns. In the following subsections, we discuss relevant literature on both in-
dividual characteristics (e.g., group member’s personality) and situational characteristics
(e.g., preference scenario, type of the relationship, information type, and task design).

¹According to my knowledge, this thesis is the first to analyze group explanations in the context of privacy issues.
Hence, I included some self-reference in this section to motivate the opted path for the literature review.
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2.3.1 Individual Characteristics
Personality
Several studies in the field of behavioral sciences analyze the impact of personality on an
individual’s privacy concerns. The results, however, are not consistent with each other.
Personality is generally modeled using the Five Factors Model (FFM), also known as Big
Five or OCEAN. It models individuals’ personality with five traits: Openness, Conscien-
tiousness, Extraversion, Agreeableness, and Neuroticism [14]. Bansal et al. [5] analyzed
the effect of the individual personality on information disclosure in three classes of web-
sites (Finance, E-commerce, and Health). Their results showed a significant positive effect
of both Agreeableness and Neuroticism. In the context of location-based services, Junglas
et al. [52] showed significant effects of Agreeableness but suggesting a negative effect
(i.e., more agreeable people were less concerned about their privacy). Related work shows
mainly that the three personality traits agreeableness, extraversion, and neuroticism are
related to privacy concern [5, 52, 65].

2.3.2 Situational Characteristics
Preference scenario
Several studies suggest that the preference scenario within the group could have an im-
pact on privacy concerns. In particular, people having minority preferences compared to
others’ preferences within the group could decide to not share their preferences in order
to match the opinions of the majority, for a phenomenon known as conformity [3, 32].
This was confirmed in Section 4.2, which showed that people having minority preferences
expressed higher privacy concerns, in particular for the information related to their emo-
tions.

Type of the Relationship
Social relationships have been shown to be a contextual factor that has an impact on pri-
vacy concerns in information sharing [25, 38, 43, 80]. For example, it has been found that
people have a more positive attitude toward information disclosure to recipients with a
close relationship (i.e., a family member, or a friend) than to those with a weak relation-
ship (i.e., colleagues) [80]. Additionally, Wang et al. [135] proposed adding to the strength
of the relationships (which they call tightly versus loosely coupled) a second dimension
considering the relative standing or position within the group: (i) positionally homoge-
neous (i.e., groups where the position of the members are equal, as a group of friends) and
ii) positionally heterogeneous groups (in which the position is unequal, as a family). Fol-
lowing this classification, we showed that privacy concerns are perceived more in loosely-
coupled heterogeneous groups than tightly-coupled homogeneous (see Section 4.2). For
the remaining of the thesis, I therefore focus on loosely coupled (weak ties) heterogeneous
groups to consider privacy concern in an extreme case.

Information type
By information type here I refer to user’s personal information type. Existing studies have
suggested that the magnitude of privacy concerns depends on the type of information to
disclose. They found that privacy concern varies depending on information types [80]. In
this dissertation, I focus on privacy concern in a group tourism scenario. Previous work in
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this area proposed a context-aware recommender system for tourism that use users’ cur-
rent location and emotion (mood) to generate personalized recommendations [82], while
our results highlighted location and emotion information as the information that gener-
ates the higher privacy concerns in the context of group recommendations in tourism (see
Section 4.2).

Previous work also highlights that it is not just the type of information that is sensitive
to disclose, but the granularity at which it is disclosed [132]. For example, allowing users
to control the granularity level of the shared location information could decrease the re-
lated privacy concerns, although this can reduce the benefits of sharing the information
in several application scenarios. Finally, Consolvo et al. [13] highlight that the level of
detail of the requested information is important, as the users are willing to just disclose
the amount of information they think are useful according to the specific scenario or deny
the request.

Caliskan Islam et al. [9] categorized emotion as private information. Graham et al.
[37] showed that the expression of negative emotion is useful to elicit help from others and
that people who are more willing to express negative emotion have larger social networks.
They underlined, however, the need of expressing such emotions in a way that is appropri-
ate to the particular situation and with people with whom a relationship has been estab-
lished. To decide which personal information to include in the study, we used private infor-
mation categories listed in Caliskan et al. [9], which derived from users’ tweets on Twitter,
and personal information used in Knijnenburg et al. [62], in an online health application
context. We included those that are relevant to tourism recommended systems context,
namely the following personal information: emotion-related information, location-related
information, financial-related information, religion-related information, health-related infor-
mation, sexuality-related information, and alcohol-related information.

Task design
In the literature there are studies focuses on competitive vs cooperative incentives for
sharing information. Importantly, this information sharing is NOT personal information
sharing. But inspired by this body of research for general information sharing we look at
personal information disclosure specifically. Toma and Butera [129], stated that competi-
tion activates the fear of being exploited (risk vulnerability), but also the desire to exploit
other people. They also add, in all information exchange situations, competition activates
tactical deception tendencies aimed at maintaining a positive self in other people’s eyes
[129]. When they are doing it for the group (e.g., in the cooperative task) then it seems
their own privacy risk becomes less important.

Privacy concerns itself consists of a calculus of privacy risk and disclosure benefit which
I cover in the next section.

2.4 The Trade-off between Risk and Benefit on Informa-
tion Disclosure

When people are in the situation where they have to decide where to visit next in a group
traveling, they have to make a trade-off between disclosing their personal information to
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explain and support their arguments about where to visit or where to skip (i.e., this place
is too expensive for my budget), while not violating their privacy by disclosing too much,
especially given who those group members are.

So in this section, we discuss relevant literature on what affects this trade-off to dis-
close personal information in group recommendation context.

2.4.1 Antecedents of Information Disclosure
As one of the most prominent information privacy research frameworks, the privacy cal-
culus theory examines information disclosure as a decision in which people trade off risks
against benefits [18]. In the privacy calculus framework, perceived privacy risk is the de-
gree to which people believe there is a potential for loss associated with the release of
personal information [22] and benefits are the context-specific gains individuals expect in
exchange for the information they provide [51].

Disclosure benefit. People may respond differently to information disclosure based on
their assessment of inherent trade-offs of risks and benefits. In our context (tourism group
decisions/recommendations), perceived disclosure benefits refer to the extent to which
users believe disclosing their personal information to their group members is beneficial
for the group decision or for their own negotiation position within the group. If the users
feel that they get some benefits, then they will give up some level of their privacy in return
for the perceived benefits [12, 56, 118, 136].

Privacy risk. On the other hand, perceived risks include all the problems and difficul-
ties that the users might face when the other parties have access to their personal infor-
mation. Perceived privacy risk in our context can be defined as the “expectation of losses
associated with the disclosure of personal information in the group”, adapted from Xu
et al. [137]’s definition for online providers. Therefore, if users perceive that they are at
risk when they disclose their personal information, this can decrease their willingness to
share information with online providers [55, 73, 94]. For example, Keith et al. [55] found
that increased perceived privacy risk from a mobile application decreases users’ intention
to share personal information, including location and financial information.

As can be seen, there is a tension between the perceived benefit of disclosing personal
information and the degree of risk individuals perceive by disclosing their information in
the group: depending on the situation, if people find that the benefit of disclosing their
information outweighs the involved risk, they will disclose the information. Otherwise,
they will not disclose their information in the group.

2.4.2 Antecedents of Disclosure Benefits
Perceptions of benefit can be affected by different factors. Milne et al. [81], delineate cost-
benefit perceptions of information exchange and indicate that some consumers do not
mind revealing private information to a company if they receive specific benefits for pro-
viding the information. The benefit is context-dependent, and one’s evaluation of benefit
is influenced by a) the amount of trust the individual has in the receiver (or, in our group
recommender context, the group) [111, 115], b) the preference scenario (having minority
or majority preferences compared to other group members, see Section 4.2), and c) the
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task design (whether group members were instructed to convince other group members of
their opinion, or not) [129, 130]. For example, if an individual is in the minority position,
disclosing more information may help support their arguments to the group compared to
an individual in the majority who does not have to take that effort. I address each of these
in turn:

Trust. Trust has mainly been studied in individual contexts, e.g., trust in an app or an
institution to which users disclose their information. In such contexts, Kehr et al. [54]
showed that trust positively affects the perceived benefits of disclosing information. We
assume this can be similar to trust in a group with whom one travels. For example, when
group members trust the other individuals in the group then they will perceive a lower
risk, and hence greater benefits in providing their personal information [111, 115].

Preference scenario. The “preference scenario” represents whether the active user’s
preferences are in the minority or majority within the group. People whose preferences
are in the minority may perceive more benefit from providing the group with reasons
behind their preferences than those whose preferences are in the majority. In this thesis,
I consider triads (a group containing three members) to explore this parameter. I mention
“both majority scenarios”, because when the social positions of the group members are not
equal, the majority scenario itself can also have two conditions, depending which other
member has the same preference as the participant. In this thesis, I consider one other
group member to be a peer of the user and the other group member a superior. When the
participants’ preferences are in line with their superior and opposite to their peer (which I
call “boss majority” ) this will have different social implications than when the participants’
preferences are in line with their peer and opposite to their superior (which I call “peer
majority” ).

Task design. The competitive or collaborative nature of task design often influences
group member behavior and has previously been explored in group decision-making lit-
erature [129, 130]. Notably, the competitive mindset often urges group members to share
information with the goal of ‘winning’ the discussion to be ‘right’ [45, 130]. This competi-
tive mindset might influence group members to share more information to reach a group
decision that matches their preferences.

2.4.3 Antecedents of Privacy Risk
Above, we looked at factors contributing to perceived disclosure benefits—a perception
that should increase disclosure. Now we look at factors that contribute to perceived pri-
vacy risk—a perception that, in contrast, should decrease disclosure. Risk has been defined
as uncertainty resulting from the potential for a negative outcome [41], and one’s evalu-
ation of risk is influenced by a) the amount of trust the individual has in the receiver (or,
in our group recommender context, the group) [111, 115], b) the preference scenario (see
Section 4.2), and c) the task design. Further, trust is influenced by one’s general privacy
concern perception [54], and finally one’s general privacy concern is influenced by one’s
personality [5, 52, 65]. I address each of these in turn:
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Trust. Trust has been addressed by a number of prior studies and is generally viewed
as a type of belief that users can confide on certain entities to protect their personal in-
formation [73]. Trust is an important factor that can negate the effects of perceived risk
[46, 66]. If trust is established in the mind of the users, then they will perceive a lower risk
in providing their personal information [111, 115]. In the context of group decisions/rec-
ommendations, when group members trust the other individuals in the group, they are
more willing to accept personal vulnerability, which consequently perceives less privacy
risk [69, 78]. Previous studies have demonstrated that perceived trust is positively related
to reducing the privacy risks of personal information disclosure [68, 90, 116].

Preference scenario. Several studies suggest that the relative preferences of group
members (i.e., the preference scenario), could impact the privacy risk. In particular, peo-
ple whose preferences are in the minority within the group could decide not to share their
preferences to match the opinions of the majority, for a phenomenon known as conformity
[3, 32, 75]. This was confirmed in one of our empirical studies, which showed that people
who have minority preferences expressed higher privacy risk (see Section 4.2). The ma-
jority scenario itself can also have two conditions when the social positions of the group
members are not equal as described above (“boss majority” and “peer majority” ).

General privacy concern. General privacy concern is a personal trait that represents
an individual’s general tendency to worry about information privacy [54]. Several studies
have shown that privacy concerns can significantly reduce trust between consumers and
the companies, as privacy concerns decrease trust [18, 133].

Personality. Several studies in the field of behavioral sciences analyze the impact of
personality on an individual’s general privacy concern perception [5, 52, 65]. The results,
however, are not consistent with each other. Personality is generally modeled using the
Five Factors Model (FFM), also known as the Big Five or OCEAN. It models individuals’
personalities with five traits: Openness, Conscientiousness, Extraversion, Agreeableness,
and Neuroticism [14]. Bansal et al. [5], analyzed the effect of the individual personality
on information disclosure in three classes of websites (Finance, E-commerce, and Health).
Their results showed a significant positive impact of Agreeableness and Neuroticism on
privacy concerns. In the context of location-based services, Junglas et al. [52], showed
significant effects of Agreeableness on privacy but suggested a negative impact (i.e., more
agreeable people were less concerned about their privacy).

• Extraversion is a personality dimension linked to being warm, sociable and as-
sertive [1, 15]. Extraverts were also reported to have lower information sensitivity
concerns, so as to accommodate their higher need to interact [4]. Therefore, ex-
traversion should be negatively related to user privacy concerns [5, 65, 104].

• Agreeableness “involves getting along with others in pleasant, satisfying relation-
ships” [101]. Agreeableness emphasizes trust, altruism, compliance and modesty [1].
Agreeable individuals are also less likely to judge others’ actions as potentially harm-
ful when faced with privacy threats. Hence, their tendency to trust and to be less
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suspicious of their environment may reduce their privacy concern. Consequently,
they may have lower privacy concerns [5, 52, 65, 104].

• Conscientiousness is a personality dimension that emphasizes competence, achieve-
ment, self-discipline, and dutifulness [1]. Conscientious individuals have more pre-
caution and foresight, are detail-oriented, and investigate various consequences of
a decision, as well as better able to identify potential hazards of disclosing private
information [4]. So as conscientious individuals tend to be deliberative, give more
attention to details and pay close attention to others’ actions, they would also man-
ifest greater concern for protecting their privacy [104].

• Neuroticism is a personality dimension characterized by anxiety, self-consciousness,
and impulsiveness [1]. It is sometimes referred to as emotional instability, or if re-
versed as emotional stability (e.g., [5]). In the remainder of the dissertation, I will
use the term “neuroticism” as it is the most widely used one. A person with a higher
level of anxiety and fearfulness should be more nervous about disclosing their per-
sonal information and have a greater privacy concern. A significant and positive
effect of neuroticism on privacy concern was found in multiple domains [5, 52, 65].

• Openness to new experiences relates to an individual’s curiosity, intellect, fantasies,
ideas, actions, feelings, and values. Individuals scoring high on this personality trait
tend to be less conforming to norms and to have untraditional and widespread in-
terests [1]. They were found to show a high level of scientific and artistic creativity,
divergent thinking, liberalism, and only little religiosity [52]. Therefore, and com-
pared to others, open individuals have developed a broader and deeper sense of
awareness. As a result of such awareness, they are more likely to be sensitive to
things that are threatening [52].

2.5 Conclusions
This chapter mainly focused on studying the state-of-the-art of group explanations. I in-
troduced one of the common approaches to generate group recommendations, namely
aggregation strategies which were initially my basis for the content of group explanation.
As stated above, there are limited works to develop explanations for group recommenda-
tions. And especially none of those consider privacy, which is essential when designing
explanations in a group context. This thesis aims to extend work on explaining recommen-
dations/decisions to groups, especially by considering group members’ perceived privacy
risk. To this end, I presented related works on the privacy calculus theory, which exam-
ines information disclosure as a trade-off between disclosure benefit and privacy risk, and
antecedents for these.
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Explanations
Consider a group of people trying to make a joint decision, for example, a group of colleagues
on a business trip deciding where to visit. People often have different preferences, making it
difficult to reach a consensus. Various strategies can be used to predict an item suitable for the
group, given the preferences of all group members. Each such aggregation-based prediction
strategy, however, has its trade-offs. For example, one strategy will ensure that for each pre-
diction/ recommendation, no one is unhappy in the group, but the resulting recommendations
may miss items loved by some users. Another strategy makes sure that, over time, everyone
gets the items they love, but only when it is their turn to pick. Explanations, for such recom-
mendations, in this context, act as complementary information and help people comprehend
why certain items are recommended. Explanations can be regarded as additional information
(i.e., in this thesis this information is textual only) that accompanies the recommendations and
serves various goals, such as increasing satisfaction (the ease of usability or enjoyment of the
used recommender system) [124]. However, there are many types of information to include
and many ways to formulate an explanation, and it is not clear which information should be
shown in the explanation for a group.

So in this chapter, we start with the first research question, which addresses what informa-
tion should be conveyed when generating a group explanation to increase group members’
satisfaction (RQ1). We describe three experiments that we conducted to this end. Similar
to explanations for single-user recommendations, explanations for groups can be designed
based on the underlying recommendation algorithm. So our first experiment (see Section 3.1),
evaluates different aggregation strategies used to predict/ recommend items to groups i.e., in
terms of perceived satisfaction. An advantage of aggregation strategies is that they can be
easily explained to the group, which can be a good start for designing group explanations. A
disadvantage is that they are simple and do not, for example, evolve based on users’ needs,
like machine learning approaches. Based on the results, it seems that it does not matter which
aggregation strategy we use as long as we explain that strategy. The second experiment (see
Section 3.2), evaluates users’ perceptions regarding aggregation strategies and their explana-
tions separately (in isolation). This helps to understand to what extent users’ satisfaction eval-
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uations are attributed to the explanations or simply the aggregation strategies. It seems that
explanations containing information about the aggregation strategy do not significantly ben-
efit users (e.g., increase their satisfaction) in simple scenarios like the one we used (i.e., when
there is a few recommended items, and a few number of group members). This suggests that
explanations indeed should not contain information about the aggregation strategy. How-
ever, these results are not enough to claim that explanations in general are not helpful for
group recommender systems. More complex scenarios than the ones we studied might involve
a more balanced situation between subgroups with different preferences or a greater number
of options to choose from; in such cases, an explanation of the approach used might have an
impact. Therefore, the third experiment (see Section 3.3), proposes different group explana-
tion styles for more complex scenarios, for example, when a group member did not receive her
favorite item and for a great number of candidate items (10 items compared to 3 items in the
previous experiment). There appears to be a benefit of modifying the group explanation style
(i.e., repairing vs. reassuring) to the variation in user preferences (i.e., when there is group
disagreement or agreement on the recommended item). In addition, user comments highlight
the need for protecting certain types of information when presenting an explanation to the
group, i.e., group members’ ratings of items. This suggests that studying the trade-off between
privacy (i.e., protecting certain types of information) and transparency (i.e., disclosing group
members information) appears to be a more promising direction than explaining aggregation
strategies.

This chapter is based on a conference paper, a workshop paper, and a late breaking results
paper:

• Shabnam Najafian, Daniel Herzog, Sihang Qiu, Oana Inel, and Nava Tintarev. You
do not decide for me! Evaluating explainable group aggregation strategies for tourism.
In Proceedings of the 31st ACM Conference on Hypertext and Social Media, pages
187–196, 2020.

• Francesco Barile, Shabnam Najafian, Tim Draws, Oana Inel, Alisa Rieger, Rishav Hada,
and Nava Tintarev. Toward benchmarking group explanations: Evaluating the effect of
aggregation strategies versus explanation. 2021.

• Shabnam Najafian and Nava Tintarev. Generating consensus explanations for group
recommendations. In UMAP Latebreaking results, 2018.
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3.1 Experiment 1: Aggregation Strategies as a Basis for
Group Explanation

Several approaches in the literature [74, 76, 85] propose aggregation strategies, which
combine the individual preferences of all group members and predict an item that is suit-
able for everyone. Satisfying the whole group however is challenging especially when
group members have different preferences. An explanation in such contexts can indicate
possible changes of requirements that help reaching consensus in the group. Similar to
explanations for single-user recommendations, explanations for groups can be designed
based on the underlying recommendation algorithm. This experiment evaluates different
aggregation strategies used to recommend items to groups as a basis for the content of group
explanation (i.e., in terms of user satisfaction, fairness, etc.

As mentioned, different aggregation strategies may be effective for different situations
and groups. For example, items with higher average ratings are not good recommenda-
tions when the people in the group have very different preferences. We expand on the
state-of-the-art by combining existing aggregation strategies to mitigate the disadvantages
of aggregation strategies and avail their advantages, we propose two new explainable ag-
gregation strategies. We assess the impact of our proposed aggregation strategies by com-
paring them to the Average and Dictatorship strategies as our baseline strategies in an
online study.

In summary, in this experiment, we make the following contributions:

• We investigate which of four explainable aggregation strategies help increase user-
perceived satisfaction, fairness, and acceptance.

• We make a setup in such a way people feel more engaged with what is actually being
recommended, i.e., by obtaining and using the users’ actual travel preferences.

Generally, all investigated aggregation strategies performed comparably well in terms
of the satisfaction, fairness and acceptance. There is, however, one strategy (Dictatorship
strategy) which received lower average ratings and overall decreased user satisfaction.

In addition to the aggregation strategies evaluated in this study, there are other alter-
native strategies that could be explored. However, there was no empirical evaluation of
these methods with people in the groups and no explanation has been designed yet. It
needs more exploration in the future.

The contribution of this study is published as a full paper in Proceedings of the 31st
ACM Conference on Hypertext and Social Media [85].

3.1.1 Preliminary Definitions: Aggregation Strategies
This experiment evaluates different aggregation strategies used to recommend items to
groups particularly the two aggregation strategies that we propose: Least+ and Fair+, com-
paring with Average and Dictatorship proposed in [74].

We describe each of these aggregation strategies with examples used in previous liter-
ature [74], with individual ratings for ten items (A to J) for a group of three (John, Adam,
and Mary). The highest possible rating is 10. The Sum row calculates the final scores for
each item. Group List represents the sorted final recommended list.
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Least+ (Least Misery + Most Pleasure + Without Misery) The Least+ strategy priori-
tizes, and presents first, items that maximize the rating of the happiest person and at the
same time minimize the unhappiness of the saddest person within the group. The Most
Pleasure strategy considers the highest rating in the group as a group preference rating
for the item. The Least Misery strategy means that the preferences of a group to items
are decided by the lowest rating in the group (the least happy member). The Least Misery
strategy is one of the prevalent ones and it has been widely applied in traditional group
recommender approaches [31]. The Without Misery strategy excludes items that anyone
in the group rated below a certain threshold. When using the original Least Misery and
Without Misery strategies on their own, items may be selected such that nobody dislikes,
but also, nobody really likes. An example of the Least+ strategy can be seen in Table
3.1. The LM row shows the items’ scores after applying the Least Misery strategy. This
strategy makes a new list of ratings with the minimum of the individual ratings for each
item. The next row, MP, shows the items’ scores after applying the Most Pleasure strategy.
This strategy makes a new list of ratings with the maximum of the individual ratings for
each item. Finally, the Sum row shows the sum of LM and MP rows. The dashes in the
last row indicate that the item will not be considered for recommendations because of the
Without Misery strategy. So for example, item A which would be one of the top items
recommended based on the Most Pleasure strategy is excluded from the Least+ strategy
recommendation list, as this item is Adam’s least favorite item.

Table 3.1: Applying the Least+ (Least Misery (LM) + Most Pleasure (MP) + Without Misery (WM)) strategy on
an example from [77]. LM and MP rows show the items’ scores after applying the LM and the MP strategies
respectively. The dashes in the last row show that item will not be considered for recommendations because of
the WM strategy.

A B C D E F G H I J
John 10 4 3 6 10 9 6 8 10 8
Adam 1 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 8 5 6 7 6
LM 1 4 2 6 7 8 5 6 3 6
MP 10 9 8 9 10 9 6 9 10 8
Sum - 13 - 15 17 17 11 15 - 14

Group List: (E, F), (H, D), J, B, G (threshold 3 out of 10)

Fair+ (Fairness -> Average) The Fair+ strategy takes turns between users to select their
most preferred item, which corresponds to the item with the highest ranking in the rated
items list for users. This strategy considers the satisfaction of all the users but could include
the most hated item if it is a top item of one member. This strategy in group settings can
be characterized as a strategy without favoritism or discrimination towards specific group
members [30], compared to Least+, where one member could dictate her preferences. In
the Fair+ strategy, one person chooses first, then another, until everyone has made one
choice. The next rounds begin with the one who had to choose last in the previous round.
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When the rating is the same for multiple items, the item with the higher average rating
will be selected. An example can be seen in Table 3.2. In our example, if we start with
John first, his favorite items are A, E, or I. We recommend E because it has the highest
average. Next, it is Adam’s turn. Adam would like B, D, F, or H. We recommend F because
it has the highest average. Mary would choose A (her highest rating). Next, we start with
Mary, she would like E, which has already been recommended, and then F, which also has
already been recommended. Following the Masthoff [74] approach, we then skip Mary’s
preferences in this round and recommend based on Adam’s highest rating. He likes B, D,
or H. We recommend H, as that has the highest average. Following this strategy, we could
end up with a group list like: E, F, A, H, I, D, B, J, C, G.

Table 3.2: Applying the Fair+ (Fairness -> Average) strategy on an example from [77]. For the sake of readability
the sum is not divided by number of group members.

A B C D E F G H I J
John 10 4 3 6 10 9 6 8 10 8
Adam 1 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 8 5 6 7 6
Sum 21 18 13 22 26 26 17 23 20 22

Group List: E, F, A, H, I, D, B, J, C, G

Average [74] This strategy averages individual ratings and selects items with high av-
erage ratings. It does not consider extreme cases, and it is not an optimal method when
the individual preferences highly diverge because, for example, extreme low ratings can
be balanced out by extreme high ratings. An example can be seen in Table 3.3.

Table 3.3: Applying the Average strategy on an example from [77]. For the sake of readability the sum is not
divide by the number of group members.

A B C D E F G H I J
John 10 4 3 6 10 9 6 8 10 8
Adam 1 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 8 5 6 7 6
Sum 21 18 13 22 26 26 17 23 20 22

Group List: (E, F), H, (J, D), A, I, B, G, C

Dictatorship [74] In the Dictatorship strategy (also called ‘Most Respected Person strat-
egy’), only the ratings of one member in the group will be considered for generating the
recommendations to the group. In this strategy, the group may be dominated by one per-
son. For example, if you respect highly a person in the group, like your boss, you may all
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follow his/her taste. An example can be seen in Table 3.4. In our case we always selected
one of the other group members’ preferences rather than the active user.

Table 3.4: Applying the Dictatorship (Most Respected Person) strategy on an example from [77]. In this example,
the ratings of Adam are considered as a dictator.

A B C D E F G H I J
John 10 4 3 6 10 9 6 8 10 8
Adam 1 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 8 5 6 7 6

Group List: (B, D, F, H), (C, J), E, G, I, A

Summary of strategies and their trade-offs The Average and the Dictatorship strate-
gies serve as baselines as they have been the most applied strategies by groups (Herzog
and Wörndl [43]). Besides, we will evaluate Least+ and Fair+ strategies. We believe that
it is interesting to compare these two strategies (Least+ and Fair+) as they have comple-
mentary strengths and weaknesses. In one (Least+), having high average satisfaction by
excluding the least preferred item(s) of one or more people. In the other (Fair+), having
a fair system that might recommend to you your most hated item if it is a top item of
another group member (as long as you get to visit the places you really love as well).

3.1.2 Experimental Design
We wanted to understand which of the previously introduced strategies performs better
in terms of perceived satisfaction, fairness, and acceptance in high divergence scenarios
and low divergence scenarios.
Specifically we aim to address the following research question:

• Which strategy performs the best in which scenario (level of divergence) in terms
of user-perceived individual and group satisfaction, perceived fairness, and user ac-
ceptance?

For this purpose, we recruited crowd-workers from Amazon Mechanical Turk (MTurk)¹
to conduct a user study.

Preliminaries
To start the user study, we need to create a set of recommendations for groups. For that,
we need information for both items to recommend and two synthetic group members (as
we have only one active user and need to compose a group of three). For that following
steps were needed to be satisfied.

¹https://www.mturk.com, retrieved November 2019.

https://www.mturk.com
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Figure 3.1: Screenshots of the task. First, participants see the left page which includes: (A) input fields to ask
participant to enter the names of the imagined group members, (B) the 42 initial POIs to obtain participant’s
preferences in the scenario ”Single-day Trip in Munich”. Then, participants see the right page which includes:
(C) recommended POIs generated by one of the four strategies, (D) the description of the scenario and the expla-
nations of how the strategy works and ratings of the recommended POIs given by the participant and other two
group members, and (E) questions for evaluating the recommended POIs.

Data Set
Our first task was to compose a set of recommendations for the user study. We use prefer-
ences for different categories from a previous travel-related user study [43]. In that study,
every user individually rated all 42 categories (e.g., Art Museum and French Restaurant), on
a scale from 0 (not interested in this category) to 5 (strongly interested in this category).
There were 40 groups with 3 members registered for the study. The groups were real, i.e.
participants applied as groups and were not randomly assigned. The participants were
asked to imagine the scenario “single-day trip in Munich”.

Selecting items to rate.
To obtain the crowd workers’ preferences we wanted to provide them with an initial 42
POIs to rate. We retrieved the most popular POI (in terms of like count) for each se-
lected category (for all 42 categories from the data set) from the social location service
Foursquare² as a representative of that category. By using a real data set we increased the
likelihood of a realistic rating distribution.

Group composition.
In our experiment, we want to force high divergence and low divergence in the group. To
do this, based on crowd workers’ ratings for the 42 initial POIs, we form a group for the
crowd worker by picking two synthetic group members from the real tourist data set that
we described in the Section 3.1.2. For half of the crowd workers, we select two users with
the highest similarity compared to the crowd worker and for the other half two users
with the lowest similarity (dissimilar). We did not consider how similar or dissimilar
the other two synthetic group members are to each other, as we were not interested in the
average group divergence, but we were only interested in the level of divergence towards

²https://developer.foursquare.com/, retrieved April 2019
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the real user. A user’s travel preferences are represented by a vector of length 42. We used
the Pearson’s r to determine the similarity/dissimilarity of two user’s travel preferences.³

Independent variables
We manipulate the following (independent) variables in this study:

Aggregation Strategies Least+ and Fair+ as modified strategies as well as Average and
Dictatorship as baseline strategies.

Levels of Divergence In this study we consider two levels of divergence: high diver-
gence and low divergence. We believe it is more important to study high divergence cases
because it is more challenging to satisfy all group members when they have different
travel preferences. For the sake of comparability we also applied strategies on the groups
we predicted to have a low divergence in their preferences and have more similar travel
preferences. As explained in Section 3.1.2, we calculated Pearson’s r between group mem-
bers within the group. The range of values for Pearson’s r is between -1.0 to 1.0, where
-1.0 indicates the strongest negative correlation of travel preferences of two users (con-
trary preferences) and 1.0 indicates the strongest positive correlation of travel preferences
of two users (similar preferences). We consider values between [-1, 0) as high divergence
and values between (0, 1] as low divergence.

Dependent variables
We evaluated each recommended POIs list in terms of four criteria: perceived individual
and group satisfaction, perceived fairness and user acceptance. For this purpose, each par-
ticipant received the following questions on a 7 point Likert scale ranging from 1 (strongly
disagree) to 7 (strongly agree):

Perceived individual satisfaction: ”I’m satisfied with the recommended places to
visit.”

Perceived group satisfaction: ”I believe the recommended places to visit are good
recommendations for this group.”

Perceived fairness: ”I believe the recommended places to visit represent every group
members’ interests in the group.”

We also asked the users to give us the number of places they would like to visit from
the recommended list, i.e., the user acceptance. There is a total number of 6 POIs that we
recommend.

User acceptance: ”How many places from the recommended places would you visit?”

Finally, a free-text comment as the last question was provided for participants to moti-
vate their answers.

³For this purpose we use Pearson’s r which measures the linear correlation between two variables and is often
used in RSs to identify similar users [64].
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Procedure
We designed an online between-subjects experiment in which participants were randomly
assigned into a 4 strategies (Least+, Fair+, Average, and Dictatorship) × 2 levels of diver-
gence (low vs high) design. We created 8 = 4 × 2 different variations, manipulating strate-
gies and levels of divergence, and each participant only sees one variation. This allows
us to evaluate the aggregation strategies in terms of perceived individual and group satis-
faction, fairness, and user acceptance in two different scenarios (low divergence vs high
divergence). The measurement is the same for all 8 variations as defined in Section 3.1.2.

The experiment consisted of three steps (see Figure 3.1):

Step 1: Some of the participants’ individual details were collected, such as demographics
(age, gender), education level, and frequency of using apps for recommending touristic
places.

Step 2: Next, they were asked to imagine the scenario “single-day trip in Munich” and
rate the 42 predefined POIs (see Section 3.1.2). The POIs were augmented by Google Street
View for a more accurate preference rating (see Figure 3.1 (B)).

Step 3: According to a participant’s initial ratings, for half of the crowd workers a high
divergence group and for the other half a low divergence group is created (see Section
3.1.2). Next, a list of POIs is generated, based on all group members’ preferences by apply-
ing randomly one of the four aggregation strategies, namely: Least+ (we apply threshold
2 out of 6 in our experiment), Fair+, Average, and Dictatorship (we recall here that for the
Dictatorship strategy, we always selected one of the other group members’ preferences
rather than the active user). We presented the top 6 POIs from the generated recommen-
dations since it was a more realistic length for a one-day touristic visit. The recommended
POIs were presented as a set, and participants were told that, ”this set does not contain
any order and can be consumed in any order”.

They were presented with explanations of how the strategy works and what the other
two group members’ ratings are. Figure 3.1 (C, D), illustrates the recommended POIs and
their corresponding explanation. Participants can additionally explore each POI using
Google Street View.

We asked participants to answer a set of survey questions related to evaluating the
recommended POIs in terms of perceived individual and group satisfaction, perceived
fairness, and user acceptance (see Section 3.1.2). We also included the following atten-
tion check question: ”This is an attention check. Choose Disagree” to exclude spurious
responses. At the end of the survey, participants were asked to express their opinions
regarding the recommended POIs and recommendation algorithm in an open-ended ques-
tion (see Figure 3.1 (E)).

Hypotheses
In the following, we refer to perceived fairness, acceptance, individual satisfaction, and
group satisfaction as F-A-IS-GS to avoid making hypotheses long and hard to differentiate.

Given the trade-off between the strategies and the level of divergence, we hypothesize
that:
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• H1) F-A-IS-GS vary across different aggregation strategies.

• H2) F-A-IS-GS differ for different levels of group preference divergence.

• H3) F-A-IS-GS vary across different aggregation strategies and levels of group pref-
erence divergence (interaction effect).

Statistical analyses
We wanted to determine if there are non-random associations (with regard to the depen-
dent variables) between eight categorical variables (in our case four strategies and two
levels of divergence).

To test our hypotheses, we applied the Two-way MANOVA test for between-subjects.
Bonferroni correction was applied when multiple tests were conducted. The required sam-
ple size was estimated to be 200 participants, this was based on the G*Power analysis for
the Two-way MANOVA for between-subjects user studies [26].

3.1.3 Results
In this section, we describe the results of evaluating four different preference aggregation
strategies introduced in Section 3.1.1 (Least+, Fair+, Average, Dictatorship) to recommend
POIs in the context of groups in two scenarios, namely high divergence scenarios and low
divergence scenarios.

Participants We recruited 226 participants from MTurk in December 2019. All partic-
ipants are based in the United States and have overall HIT approval rates of at least 95%.
Knowing Munich was not a pre-requisite for the study. Each participant received $2 as
compensation for their time (on average it took 21 minutes of their time to complete the
entire task). We excluded 26 participants who failed the attention check question from
our data analysis. This resulted in 200 participants (50 per strategy): 38.5% female and
61.5% male. The highest level of education that they held was 29% a high school diploma
or equivalent degree, 57% a bachelor’s, and 29% a master’s degree or higher. Among those,
32.5% use tourism applications (such as Yelp, or Foursquare) less than once a month, 29%
at least every month, 22.5% every week and only 8% never used one.

Table 3.5: MANOVA: Wilks Test – it tests the main effect between the strategies, between the levels of divergence
and the interaction between the strategies and the levels of divergence on the combined dependent variables

Cases df Approx. F Wilks’ Λ Num df Den df p
(Intercept) 1 2255.045 0.022 4 203.000 < .001
strategy 3 2.388 0.872 12 537.379 0.005
divergence 1 2.097 0.960 4 203.000 0.083
strategy * divergence 3 0.558 0.968 12 537.379 0.876
Residuals 200
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Table 3.6: The table shows the average and deviations of the study results for the user perceived individual
satisfaction, group satisfaction, fairness, and acceptance. The three first variables are evaluated by 7 point Likert
scale, and acceptance shows how many POIs among 6 recommended POIs user would accept. The maximum
values for the four measured variables are in bold.

Individual Satisfaction Group Satisfaction Fairness Acceptance

Strategy Divergence Mean
(out of 7) Std Mean

(out of 7) Std Mean
(out of 7) Std Mean

(out of 6) Std

Least+
Low 5.73 1.07 5.69 0.85 5.34 1.01 2.85 0.46
High 5.66 1.23 5.46 1.39 5.15 1.61 2.62 0.67
Total 5.69 1.15 5.58 1.16 5.25 1.32 2.73 0.59

Fair+
Low 5.62 1.23 5.76 1.21 5.45 1.27 2.92 0.39
High 5.48 1.32 5.73 1.00 5.27 1.21 2.76 0.63
Total 5.55 1.27 5.75 1.10 5.36 1.23 2.84 0.53

Ave
Low 5.68 0.85 5.78 1.12 5.52 0.79 2.92 0.27
High 5.61 1.30 5.44 1.00 5.28 0.98 2.91 0.28
Total 5.65 1.08 5.60 1.06 5.40 0.89 2.92 0.27

Dict
Low 4.97 1.47 5.10 1.11 5.10 1.32 2.83 0.37
High 4.62 1.72 4.88 1.53 4.85 1.82 2.69 0.55
Total 4.80 1.59 5.11 1.33 4.98 1.57 2.77 0.47

Total
Low 5.48 1.22 5.53 1.36 5.29 1.29 2.74 0.57
High 5.35 1.45 5.48 1.00 5.20 1.29 2.88 0.38
Total 5.41 1.34 5.50 1.19 5.24 1.29 2.81 0.49

H1: F-A-IS-GS vary across different strategies
There was a statistically significant main effect between strategies on the combined depen-
dent variables (F = 2.390, p = .005; Wilks’ Λ = .871) (see Table 3.5). We did between-subjects
effects test (ANOVA) to investigate further the effect on each dependent variable. Tests
of the four hypotheses (four variables) were conducted using Bonferroni adjusted alpha
levels of .0125 per test (.05/4). Following we discuss its results.

H1.1: in terms of perceived individual satisfaction (IS). The results showed there is a
significant difference in perception of individual satisfaction between strategies (p < .0125).
The post hoc test showed the three strategies (Least+, Fair+, and Average) have significantly
higher perceived individual satisfaction compared to the Dictatorship strategy (p < .0125)
(see Table 3.6 for the average and standard deviation values).

H1.2: in terms of perceived group satisfaction (GS). The results showed there is a signif-
icant difference in perception of group satisfaction between strategies (p < .0125). We did
post hoc test to see which strategy led to higher group satisfaction. The results showed
that the Fair+ strategy has significantly higher perceived group satisfaction compared to
the Dictatorship strategy (p < .0125) (see Table 3.6 for the average and standard deviation
values).

H1.3: in terms of perceived fairness (F). There was no significant difference between the
strategies in terms of perceived fairness.

H1.4: in terms of user acceptance (A). There was no significant difference between the
strategies in terms of user acceptance.
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H2: F-A-IS-GS differ in levels of group preference divergence
There was no statistically significant main effect between different levels of divergence on
the combined dependent variables (F = 2.097, p = .083; Wilks’ Λ = .960). Therefore, all the
sub hypotheses for each individual variable are rejected accordingly. This result will be
discussed further in Section 3.1.4.

H3: F-A-IS-GS vary across different strategies and levels of group preference di-
vergence
There was no statistically significant interaction effect between strategies and the level
of divergence on the combined dependent variables (F = 0.558, p = .87; Wilks’ Λ = .968).
Therefore, accordingly, all the sub hypotheses for each individual variable are rejected.
This result will be discussed further in Section 3.1.4.

Post hoc analysis
All aggregation strategies performed well in terms of all defined dependent variables.
There is a difference between strategy performance but the difference is smaller than we
expected. We investigated which factors contributed to the surprising results. We partic-
ularly looked at differentiation between strategies, the number of common items between
strategies, and differentiation between levels of divergence.

Lack of differentiation between strategies
We checked whether we captured the weakness of the applied strategies.

The Least+ strategy did not exclude themost favorite item from the recommended
set. The main weakness of the Least+ strategy is excluding the highly rated item from the
recommended set if it is below a certain threshold for another group member. The Least+
strategy excluded the top most favorite item for only 6/50 participants. This suggests that
the weakness of this strategy did occur for some participants, however, this was not a very
common occurrence.

The Fair+ strategy did not include the least favorite item in the recommended
set. The Fair+ strategy has a weakness that it may include a least rated item of a group
member if it is a top item of another group member. We checked how often this happened
in this study, and it only occurred for 4/50 participants. This suggests that the weakness
of this strategy did occur for a few participants, however, this was not a very common
occurrence.

The Average strategy did not have extreme low ratings or extreme high ratings.
The main weaknesses of the Average strategy is that it does not consider extreme cases,
and it is not an optimal method when the individual preferences highly diverge because,
e.g., extremely low ratings can be balanced out by extremely high ratings. As can be seen
in Figure 3.5, our study did not contain very high divergence groups.
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The Dictatorship strategy recommended items that represent all group members’
preferences and not only the preferences of one member. The main weakness of
the Dictatorship strategy is that it only considers and recommends based on one group
member’s preferences. Moreover, it is not an optimal method when the individual pref-
erences are highly divergent. In our set-up, always a member other than the active user
dictates her preferences. In Figure 3.2 we show the active user’s ratings for each POI,
recommended by each strategy. The results show that the average ratings of the active
user to the recommended POIs were lower for the Dictatorship strategy, compared to the
average values of the other three strategies. This can also motivate the difference we
found between Dictatorship and other three strategies in terms of individual and group
satisfaction (both values were lower for the Dictatorship strategy).

Figure 3.2: The initial ratings (range [1,6]) of the active user for the recommended POIs by each strategy.

Number of common items between strategies was high
To understand the similar results between the strategies, we checked to what extent strate-
gies recommended similar or different POIs. In Figure 3.3 we see that three-quarters of
the total amount of POIs, namely 30 out of 42, are in common among all four strategies (10
POIs have never been recommended in any strategy and 20 POIs have been recommended
in all 4 strategies). Figure 3.4 shows the pairwise comparison of occurrence of each POI
between each pair of strategies. It can be seen that the median of differences for all pairs
of strategies is below three (which is a small number). It shows that, in general, strategies
did not recommend very different POIs. This might have caused the little difference we
found between strategies in terms of the defined variables.

Limited differentiation between levels of divergence
We did not find a significant effect of scenario (high and low divergence groups) in terms
of users’ perceived satisfaction, fairness, and acceptance. We investigated whether this
was due to a lack of differentiation between these groups.

Figure 3.5 shows the box plot of Pearson’s r values of a user-user pair in a group (two
values per group, active user vs acquaintance 1 and active user vs acquaintance 2).
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Figure 3.3: Number of POIs recommended by none, one, two, three or all four strategies.

Figure 3.4: Pairwise comparison of frequency of occurrence of all 42 predefined POIs between strategies: Least+
vs Fair+, Least+ vs Average, Least+ vs Dictatorship, Fair+ vs Average, Fair+ vs Dictatorship, and Average vs
Dictatorship.
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As can be seen in the Figure, there is a differentiation between high and low divergence
groups. However, the median correlation for groups with high divergence is not very low
(around -0.12), meaning that, overall, we did not have very divergence groups.

Rather than ensuring divergence on the candidate POIs in the user profiles, we could
have enforced diversity in the resulting recommendation list. For example, using a metric
such as Intra List Distance (ILD) [119, 139].

However, it can be the case that having a very high divergence is an artificial scenario,
especially in the tourism domain where recommended POI are often popular (and liked
by many group members). We could have used completely synthetic data where we fixed
the divergence levels, but this would decrease ecological validity.

Figure 3.5: The distribution of similarity of travel preferences between users (active user and two non-active
users) in high divergence groups and low divergence groups. The similarity is computed using Pearson’s r. In
our experiments, the similarity of travel preference for high divergence groups is between [-0.40, 0] and for low
divergence groups is between [0, 0.75].

3.1.4 Discussion
Despite the differences in strategies used (the Least+, the Fair+, and the Average), both the
perceived individual and group satisfaction is comparable and high for all three strategies.
However, these three strategies have significantly higher individual and group satisfac-
tion compared to the Dictatorship strategy. Some user comments indicated that they are
not fully satisfied with the recommended set because it only considered one person’s pref-
erences (boss’s preferences) in the group.

This can be interpreted as follows: people are more sensitive when the strategy repre-
sents the preferences of one member in the group and does not consider other members.

Given the similar results for the strategies and scenarios, we identified in post-hoc
analysis that the following factors may have contributed to our results.

Lack of differentiation between strategies. Given that the weaknesses of the different
strategies did not happen often, they were all given high ratings.

Number of common items between strategies was high. Given that the strategies often
recommended the same POIs, it might be not so important which strategy one applies,
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although this is likely to depend on rating distributions, domain, among others.
Lack of differentiation between two levels of divergence. While the two levels of diver-

gence were distinct, this difference could have been stronger.

Limitations
The online experiment used real POIs and user data, which allowed us to have a more
realistic scenario, especially by using street view in a European city. On the other hand,
using previous ratings constrained our ability to emphasize the differences in scenarios or
strategies as might be done in a controlled (but possibly implausible) setting.

Our study only measured the evaluation of one member in a group, when the dictator
was someone else in the group, and someone they respected.

This experiment evaluated different aggregation strategies used to generate group rec-
ommendations. The results suggested that we probably do not need to consider which
strategy we explain as long as we explain the used strategy. So to understand whether the
explanation is necessary or not, in the next section (see Section 3.2), we evaluate various
aggregation strategies and their explanations in isolation.
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3.2 Experiment 2: Aggregation Strategies versus Expla-
nations

In the first experiment, we evaluated underlying methods for deciding what we can recom-
mend to groups, and it seems it does not matter which strategy to use as long as it is not a
Dictatorship strategy. The question is, is there still a benefit to explaining those methods.
So one way to check if we need an explanation in the first place is to separate the strategy
from the output of natural language explanation. This leads to our second experiment,
based on the work proposed by Tran et al. [131] — it is unclear to what extent users’ fair-
ness perception, consensus perception, and satisfaction evaluations are attributed to the
a) explanations or b) simply the aggregation strategies. Besides, while we agree that the
field of group recommendation explanations is a young one, there is no precedent of repli-
cation studies, let alone benchmarks and baselines to compare explanations against. The
challenges the replication crises have posed in the social sciences and medicine suggest
that similar difficulties would be present in other fields involving user studies [96, 97].

This study allows us to address previous limitations in the following ways. For exam-
ple, 1) we evaluate the basic explanations to reproduce the study by Tran et al. [131], with
different conditions, such as a different pool of participants and a different setup of the
study, which is not affected by participants’ learning effects. 2) We can start benchmark-
ing group explanations by comparing this explanation against two other conditions. 3) Fi-
nally, the condition without explanations, no explanation, allows us to investigate whether
the a) explanations or b) simply the aggregation strategies affect explanation effectiveness
(with regard to users’ fairness perception, consensus perception, and satisfaction).

To this end, we conducted a preregistered between-subjects user study with 400 par-
ticipants, where each participant evaluated one aggregation strategy and one explanation
type in terms of perceived fairness, perceived consensus, and satisfaction regarding the
group recommendations.⁴ In addition, we also test for interaction effects between aggre-
gation strategies and explanation types.

Study participants recognized the MPL strategy as the worst aggregation strategy in
terms of perceived fairness, consensus, and satisfaction, while the LMS is recognized as
the fairest. Furthermore, we will show that the presence of an explanation, whether basic
or detailed, has no significant effect on participants’ assessments, either as a main effect
or as an interaction effect with the aggregation strategy. These findings suggest that par-
ticipants are able to discriminate between the different strategies without the need for an
explanation and that their perceptions of fairness, consensus, and satisfaction are primar-
ily formed based on the aggregation strategy used to generate the group recommendation.
Therefore, we make the following key contributions:

• we reproduce part of the work by Tran et al. [131] with different study conditions
and participants pool to understand to what extent their conclusions can be gener-
alized;

• We propose a detailed explanation that describes in great detail the aggregation
strategies and provides a reason of why the item was recommended;

⁴To preregister our study, we publicly determined our hypotheses, experimental setup, and data analysis plan
before any data collection. The (time-stamped) preregistration can be found at https://osf.io/ghbsq/?view_
only=2ef1641bd4204dedbb1f07ddef2ba704 (anonymized for blind peer-review).

https://osf.io/ghbsq/?view_only=2ef1641bd4204dedbb1f07ddef2ba704
https://osf.io/ghbsq/?view_only=2ef1641bd4204dedbb1f07ddef2ba704
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• We conduct a preregistered between-subjects user study (N = 400) to investigate the
perceived fairness, perceived consensus, and satisfaction of users regarding group
recommendations using aggregation strategies, in the presence of two types of ex-
planations (basic explanations and detailed explanations) and without explanations,
no explanations;

• We study the main effects of aggregation strategies and explanation types (basic and
detailed), as well as interaction effects between them;

• We discuss the challenges of reproducing user studies in recommender systems and
highlight design decisions that could influence the process of benchmarking group
recommender systems explanations.

All material for analyzing our results and replicating our user study (i.e., document
with preregistration of all the hypotheses tested, user study materials, data gathered in
the user study, and the analysis scripts) is publicly available.⁵

The contribution of this study is published in Workshop on Perspectives on the Evalua-
tion of Recommender Systems with the 15th ACM Conference on Recommender Systems
[7].

3.2.1 Experimental Design
In this study, we aim to address the following research questions:

1. Are there differences between aggregation strategies in group recommendation set-
tings regarding users’ fairness perception, consensus perception, or satisfaction?

The aim of research question 1 is to investigate whether the aggregation strategies alone
– thus not considering the factor of explanations – can lead to different levels of fairness
perception, consensus perception, and satisfaction in users concerning the group recom-
mendations. Previous studies [131] found that an ADD-based explanation was most ef-
fective, so we hypothesize that there is a difference between aggregation strategies also
when no explanation is provided.

2. Do explanations that are based on the group recommendation aggregation strategy
at hand increase users’ fairness perception, consensus perception, or satisfaction?

We study research question 2 to investigate whether explaining the aggregation strategy
at hand to users leads to different levels of users’ fairness perception, consensus percep-
tion, and satisfaction concerning the group recommendation. In line with the conclusions
drawn by Tran et al. [131], we hypothesize that explanations increase each of these vari-
ables.

3. Does the effectiveness of explanations (w.r.t. users’ fairness perception, consensus
perception, or satisfaction) vary depending on the aggregation strategies at hand?

⁵https://osf.io/5xbgf/?view_only=776b756b0f474d35b349d40b49afc355 (anonymized link for blind peer-
review.)

https://osf.io/5xbgf/?view_only=776b756b0f474d35b349d40b49afc355
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Table 3.7: Ratings of group members for the restaurants (1: the worst, 5: the best) from Tran et al. [131].

Alex Anna Sam Leo
Rest A 2 2 4 4
Rest B 1 4 4 4
Rest C 5 1 1 1

Tran et al. [131] found that explaining the ADD aggregation strategy had the strongest ef-
fect on users’ perceived fairness, consensus, and satisfaction. However, we study research
question 3 because ADD produces the same recommendation as other strategies (i.e., APP
and MAJ — see Section 2.1.1 for definitions and examples of aggregation strategies).

Thus, we expect that there will be no difference between them in the no explanation
condition. This would suggest that aggregation strategies and explanation types interact
to affect the perceived fairness, consensus, or satisfaction.

4. Are users’ levels of perceived fairness or perceived consensus related to their satis-
faction concerning the group recommendations?

We study research question 4 as a direct replication of findings in Tran et al. [131].
We conducted an online between-subjects user study to investigate our four research

questions and test our hypotheses. We presented users with scenarios that reflected one of
five different aggregation strategies for group recommender systems, including either no
explanation or one of two different explanation types. Evaluating explanation effective-
ness (i.e., measuring fairness perception, consensus perception, and satisfaction), we inves-
tigated differences between aggregation strategies (research question 1) and explanation
types (research question 2), interactions between aggregation strategies and explanation
types (research question 3), and relationships between the explanation effectiveness mea-
sures (research question 4). This section outlines the materials, variables, procedure, par-
ticipant sample, and statistical analyses related to our user study.

Aggregation Strategies
Our study considered five different aggregation strategies for group recommender systems
that have been evaluated in prior work [131]. Each of these strategies aggregates the
preferences of several users to obtain a recommendation for the group as a whole [114].
Differently than in [131], we do not consider the Fairness aggregation strategy because the
explanation types that we propose can not be generated for this strategy. Each aggregation
strategy is applied to the rating scenario presented in Table 3.7, where each item (i.e., the
three restaurants, Rest A, Rest B, and Rest C) is rated on a 5-star rating scale (i.e., 1 - the
worst and 5 - the best). Specifically, we consider the following aggregation strategies, from
section 2.1.1: Additive Utilitarian (ADD); Approval Voting (APP) considering a threshold
equal to 3, as in [131]; Least Misery (LMS’); Majority (MAJ); Most Pleasure (MPL).

Explanations
Each explanation is presented after showing the scenario in Table 3.7 and a recommen-
dation generated with one of the aggregation strategies considered (see Section 3.2.1 for
more details). We evaluate three types of explanations (see Table 3.8):
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Table 3.8: All possible explanation scenarios that participants saw in our study. The explanations describe a
restaurant recommendation scenario that participants were exposed to (based on the scenario defined in Table
3.7).

Strategy No explanation Basic explanation Detailed explanation
ADD “Restaurant B

has been recom-
mended to the
group.”

“Restaurant B has
been recommended
to the group since it
achieves the highest
total rating.”

“Restaurant B has been recom-
mended to the group since it achieves
the highest total rating (as the sum
of the ratings of all members for
Restaurant A is 13 which is higher
than other items).

APP “Restaurant B
has been recom-
mended to the
group.”

“Restaurant B has been
recommended to the
group since it achieves
the highest number
of ratings which are
above 3.”

“Restaurant B has been recom-
mended to the group since it achieves
the highest number of ratings which
are above a threshold (as the three
group members Anna, Sam, and Leo
gave it ratings higher than 3).”

LMS “Restaurant A
has been recom-
mended to the
group.”

“Restaurant A has
been recommended
to the group since no
group members has a
real problem with it.”

“Restaurant A has been recom-
mended to the group since no group
members has a real problem with it
(as Alex and Anna gave it a rating of
2 which is the highest rating among
the lowest ratings per restaurant).”

MAJ “Restaurant B
has been recom-
mended to the
group.”

“Restaurant B has been
recommended to the
group since most group
members like it.”

“Restaurant B has been recom-
mended to the group since most
group members like it (as 3 out of
4 group members gave it a high
rating).”

MPL “Restaurant C
has been recom-
mended to the
group.”

“Restaurant C has
been recommended
to the group since it
achieves the highest of
all individual group
members’ ratings.”

“Restaurant C has been recom-
mended to the group since it achieves
the highest of all individual group
members’ ratings (as Alex gave it the
rating 5, which is the highest rating
among all items’ high ratings).”
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• Basic explanations explain the aggregation strategy at hand. These explanations
have been adopted from work published by Tran et al. [131] and refer to Type 1.

• Detailed explanations explain the aggregation strategy in greater detail by describing
the specific reason why a given item has been recommended.

• Additionally, we included a condition no explanation, where the aggregation strat-
egy is applied, but no explanation is given. Participants did, however, see the ratings
of the other group members in this condition.

Variables
Independent Variables

• Aggregation strategy (categorical, between-subjects). Each participant was ex-
posed to a scenario that reflected one of the five aggregation strategies (i.e., ADD,
APP, LMS, MAJ, or MPL; see Section 3.2.1).

• Explanation type (categorical, between-subjects). Each participant saw either no
explanation, a basic explanation, or a detailed explanation (see Section 3.2.1).

Dependent Variables
We measured each of our three dependent variables by asking participants to respond to
a statement on a seven-point Likert scale ranging from “strongly agree” (scored as −3) to
“strongly disagree” (scored as 3).

• Perceived fairness (ordinal): “The group recommendation is fair to all group mem-
bers.”

• Consensus (ordinal): “The group members will agree on the group recommenda-
tion.”

• Satisfaction (ordinal): “The group members will be satisfied with regard to the
group recommendation.”

Descriptive Variables
In addition to the independent and dependent variables that we used for hypothesis testing,
we collected data on two different descriptive variables for the demographic description of
our sample. Participants could also select a “prefer not to say” option for these variables.

• Age (categorical). Participants could select one of the options 18-25, 26-35, 36-45,
46-55, >55.

• Gender (categorical). Participants could select one of the options female, male, or
other.
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Procedure
Our study consisted of two subsequent steps. We introduced participants to the study
during the first step (after participants had agreed to informed consent) and asked them
for their gender and age. The second step of our study started with the following scenario
(taken from Tran et al. [131]):

“Assume there is a group of four friends (Alex, Anna, Sam, and Leo). Every
month, a group decision is made by these friends to decide on a restaurant to
have dinner together. To select a restaurant for dinner next month, the group has
to make the same decision again. In this decision, each group member explicitly
rated three restaurants (Rest A, Rest B, and Rest C) using a 5-star rating scale
(1: the worst, 5: the best). The ratings given by group members are shown in the
table below:.”

After that, Table 3.7 is shown. Subsequently, participants saw a group recommendation
and (or without) explanation depending on which aggregation strategy and explanation
type they had been assigned to (see Table 3.8). We then measured perceived fairness, per-
ceived consensus, and satisfaction (see Section 3.2.1). We also included an attention check
where we specifically instructed participants on what option to select. Finally, participants
have the option to explain their answers to the three items in an open text field. Our study
had been approved by the ethics committee of our institution and pre-registered prior to
any data collection.

Participants
Before data collection, we computed the required sample size for our study in a power
analysis for a between-subjects ANOVA (Fixed effects, special, main effects, and interac-
tions; see Section 3.2.1) using the software G*Power [27]. Here, we specified the default
effect size f = 0.25, a significance threshold 𝛼 = 0.0511 = 0.005 (due to testing multiple hy-
potheses; see 3.2.1), a power of (1 − 𝛽) = 0.8, and that we will test 5× 3 = 15 groups (i.e., 5
different aggregation strategies for 3 different explanation scenarios). We performed this
computation for each of our hypotheses using their respective degrees of freedom. This
resulted in a total required sample size of at least 378 participants.

We thus recruited 400 participants from the online participant pool Prolific⁶, all of
whom were proficient English speakers above 18 years of age. To maintain high-quality
answers, we selected only participants with an approval rate of at least 90% and who
participated in at least ten prior studies. Each participant was allowed to participate in
our study only once and received £0.63 as a reward for participation. We excluded one
participant from data analysis because they did not pass the attention check we included
in the experiment. The resulting sample of 399 participants was composed of 61% female,
38% male, and 1% other participants. They represented a diverse range of age groups: 28%
were between 18 and 25, 29% between 26 and 35, 17% between 36 and 45, 14% between 46
and 55, and 13% were above 55 years of age. We randomly distributed participants over
the 15 conditions (i.e., exposing them to one of the five aggregation strategies and one of
the three explanation types).

⁶https://prolific.co

https://prolific.co
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Aggregation Strategy ADD APP LMS MAJ MPL
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Figure 3.6: Participants’ mean fairness perception, consensus perception, and satisfaction across explanation types
on scales from −3 (“strongly disagree”) to 3 (“strongly agree”; see Section 3.2.1). Colors indicate aggregation
strategies: Additive Utilitarian (ADD), Approval Voting (APP), Least Misery (LMS), Majority (MAJ), and Most
Pleasure (MPL). Error bars represent the standard error of the mean.

Statistical Analyses
For each of the three dependent variables in our study (i.e., fairness perception, consensus
perception, and satisfaction), we conducted a two-way analysis of variance (ANOVA) us-
ing aggregation strategy and explanation type as between-subjects factors. These three
ANOVAs were used to test a total of nine hypotheses (i.e., H1a – H3c). Specifically, each
of them tested main effects of aggregation strategy (H1a – H1c) and explanation type (H2a
– H2c) as well as the interaction between these two variables in affecting the dependent
variables (H3a –H3c). We chose this type of analysis despite the anticipation that our data
may not be normally distributed (i.e., violating an ANOVA assumption) because ANOVAs
are usually robust to Likert-type ordinal data [95]. We additionally performed two Spear-
man correlation analyses to test hypotheses H4a and H4b. Because we thus tested 11 dif-
ferent hypotheses, we did not handle the typical significance threshold of 0.05. Applying
a Bonferroni correction [89], we lowered the significance threshold to 𝛼 = 0.0511 = 0.0046.

Because we found significant main effects related to our first six hypotheses (H1a
– H2c; see Section 3.2.2), we conducted Tukey posthoc analyses to investigate specific
differences between the aggregation strategies and explanation types. The p-values from
this analysis are automatically adjusted to correct for multiple testing (i.e., written as 𝑝adj).

3.2.2 Results
In this section, we present descriptive statistics as well as the results of the hypothesis
tests outlined in Section 3.2.1.

Descriptive Statistics
Participants’ distribution over the 15 different conditions (i.e., all possible combinations
between the five aggregation strategies and the three explanation types) was balanced:
each condition was shown to 6% to 7% of participants. On average, participants spent 2.9
(sd = 2.2; no notable difference between conditions here) minutes on the task. Qualita-
tive feedback from participants suggested that the scenario and task were understandable.
Participants had a slight overall tendency to perceive fairness, consensus, and satisfaction
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Table 3.9: Results of three two-way ANOVAs for the dependent variables (DVs) fairness perception (left), consen-
sus perception (center), and satisfaction (right). Per effect, we report the 𝐹 -statistic, 𝑝-value, and 𝜂2𝑝𝑎𝑟𝑡𝑖𝑎𝑙 effect
size. The terms “aggr” and “expl” represent the independent variables aggregation strategy and explanation type.
Colons indicate interaction effects, and asterisks statistical significance.

DV: Fairness Perception𝐹 𝑝 𝜂2𝑝
(H1a) aggr 36.19 <0.001* 0.27
(H2a) expl 0.35 0.71 0.00
(H3a) aggr:expl 0.68 0.71 0.01

DV: Consensus Perception𝐹 𝑝 𝜂2𝑝
(H1b) aggr 38.89 <0.001* 0.29
(H2b) expl 0.14 0.87 0.00
(H3b) aggr:expl 0.75 0.65 0.02

DV: Satisfaction𝐹 𝑝 𝜂2𝑝
(H1c) aggr 49.57 <0.001* 0.34
(H2c) expl 0.15 0.86 0.00
(H3c) aggr:expl 1.25 0.27 0.03

in the scenarios, as 51%, 51%, and 56% at least somewhat agreed on these three items, re-
spectively. Figure 3.6 shows participants’ mean fairness perception, consensus perception,
and satisfaction across explanation types and split by aggregation strategies.

Hypothesis Tests
Research question 1. We investigated the differences between aggregation strategies
regarding explanation effectiveness. We found significant differences between the five ag-
gregation strategies concerning all three dependent variables fairness perception, consensus
perception, and satisfaction (H1a – H1c; 𝐹 = [36.19,49.57], all 𝑝 < 0.001, 𝜂2𝑝 = [0.27,0.34];
see Table 3.9). So, overall, participants expressed different levels regarding these three
variables based on which aggregation strategy they were exposed to. Posthoc analyses
revealed that MPL led to lower levels on all three variables compared to all other aggrega-
tion strategies (all 𝑝adj < 0.001). The only other significant differences we found between
aggregation strategies was that APP (𝑝adj = 0.004) and MAJ (𝑝adj = 0.005) each led to lower
fairness perception compared to LMS. In sum, participants – irrespective of which expla-
nation type they saw – viewed MPL as significantly less fair, consensual, and satisfying
compared to other strategies and judged MAJ as well as APP as less fair compared to LMS.

Research question 2. We studied differences between explanation types (i.e., no ex-
planation, basic explanation, or detailed explanation). We found no significant differences
between the three explanation types regarding all three dependent variables (H2a – H2c;𝐹 = [0.14,0.35], 𝑝 = [0.71,0.86], all 𝜂2𝑝 = 0.00; see Table 3.9). So, our results contain no
evidence for a difference between explanation types concerning our three dependent vari-
ables.

Research question 3. We researched interactions between aggregation strategies and
explanation types regarding explanation effectiveness. There were no significant interac-
tion effects between the five aggregation strategies and the three explanation types (H3a
– H3c; 𝐹 = [0.65,1.25], 𝑝 = [0.27,0.71], 𝜂2𝑝 = [0.01,0.03]; see Table 3.9). The effect of expla-
nation types on participants’ fairness perception, consensus perception, and satisfaction did
not differ by applied aggregation strategy.

Research question 4. We studied associations between explanation effectiveness mea-
sures. In line with the findings of Tran et al. [131], Spearman correlation analyses revealed
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significant positive relationships between fairness perception and satisfaction (𝜌 = 0.71,𝑝 < 0.001) as well as between consensus perception and satisfaction (𝜌 = 0.76, 𝑝 < 0.001).
This means that, as participants’ fairness and consensus perception increased, satisfaction
also increased.

3.2.3 Discussion
In the following, we look closer at our results and their implications. We discuss the
difference between aggregation strategies, the difference between different explanation
levels, and the effect of the chosen scenario (a group with heterogenous ratings). We
conclude with lessons learned for future benchmarking studies in explanations research
and limitations of our study.

The Differences Between Aggregation Strategies
As shown in Section 3.2.2, there are differences between the aggregation strategies in terms
of perceived fairness, consensus, and satisfaction. The MPL strategy appears to obtain the
lowest scores, regardless of the type of explanation received. Furthermore, MAJ and APP
are perceived to be less fair than LMS. We discuss how these results may have interacted
with the presented scenario in Section 3.2.3. However, these results are in contrast with
the findings of Tran et al. [131], where the same scenario was used. In such work, the MAJ
and ADD strategies scored better than the LMS strategy. An explanation of this difference
can be the different design of our experiment: we implemented a between-subject design
to guarantee the independence between the conditions; on the contrary, in [131], each
user evaluated six strategies and was exposed to different explanation types. Although
the strategies were presented in a randomized order to reduce biases, it is possible that
the user used an explanation type seen first as a reference point to compare with in the
following evaluations. Even if this should not have had an impact on a specific aggregation
strategy, it could have introduced noise in the users’ evaluations. Since we also had a no
explanation condition, we asked participants to evaluate the recommendation. In contrast,
Tran et al. [131] asked the participants to evaluate the explanation provided. This allows
us to evaluate the effect of the aggregation strategy separately from the explanation, while
in previous work, the evaluation of the explanation was influenced by the evaluation of
the aggregation strategy.

The Role of Explanations
The results presented showed no significant difference between the different types of ex-
planations. Furthermore, no interaction effects between the explanations and the aggrega-
tion strategies with regard to the measured dependent variables (perceived fairness, con-
sensus, and satisfaction) were found. However, these results are not enough to claim that
the explanations are not useful for group recommender systems. First, it must be consid-
ered that the scenario used was particularly simple to evaluate. More complex scenarios
might involve a more balanced situation between subgroups with different preferences or
a greater number of options to choose from: such factors might complicate the assessment;
in such cases, an explanation of the approach used might have an impact.

Moreover, the strategies presented here represent baselines for group recommenders.
Therefore, it is necessary to formalise the explanations for these strategies, as they serve
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as a reference against which more articulated strategies can be compared. But the most
recent lines of research in group recommenders try to integrate in the recommendation
generation process personal factors (experience in the domain [33] or personality [93, 108,
112]) as well as social factors (tie strength [6], centrality of group members in the group
social network [20], group diversity [21]). In such cases, an explanation may have an
impact on the transparency and comprehensibility of the system and result in different
evaluations regarding fairness perception, consensus perception, and satisfaction. This of
course, also leads to privacy issues concerning which personal information of one or more
individuals can be mentioned in an explanation.

The Link Between Fairness, Consensus, and Satisfaction
The correlation between fairness perception (or consensus perception) and satisfaction,
already reported in Tran et al. [131], and also shown in our results, confirms the close
connection between these concepts. A solution perceived as less fair is also perceived as
less satisfactory, and a less satisfactory solution is unlikely to be accepted by the group.
This confirms that these aspects, sometimes considered secondary, are crucial and that a
group recommendation system must take them into account, both in the generation of
recommendations and in their evaluation.

Lessons Learned for Benchmarking
Here we present lessons learned for benchmarking group recommender systems explana-
tions.

Report on Participant Recruitment. Numerous platforms that can be used to out-
source user studies [103], such as Prolific and Amazon Mechanical Turk, to name a few.
In addition, user studies could be outsourced to particular users, such as students or staff
members. Filtering conditions, such as those for quality control, also affect which demo-
graphics take part in a study. More generally, any selection of study participants can influ-
ence the outcome of the evaluation, which should not be generalized outside the scope of
the scenario [8]. Therefore, we recommend a thorough report on how participants were
recruited.

Report Study Design and Statistical Analysis Rigorously. The choice of the quan-
titative study, between-subjects, within-subjects, or mixed designs is also influencing the
conclusions that can be drawn, as well as the statistical analysis that should be applied.
In any case, randomizing participants to conditions is of paramount importance, regard-
less of the study design. More personalized study designs, such as the one conducted by
Tran et al. [131], should clearly specify how each scenario has been allocated to partici-
pants to be able to replicate them. We, in particular, recommend more rigorous reporting
of how randomization is performed, as well as sharing scripts to support replication and
comparison.

Ensure consistency in measurement or motivate changes well. In separating the
evaluation of explanations and aggregation strategy, we found it was no longer feasible to
ask participants to evaluate the explanations rather than the resulting recommendation.
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In addition, compared to Tran et al. [131], we ask study participants to rate explanations’
effectiveness on a 7-point Likert scale instead of a 5-point Likert scale since this ensures
greater robustness in the use of ANOVA analysis, according to [95]. While these changes
may not have affected the results, such changes in the design must be described and mo-
tivated when attempting to benchmark such user studies.

Report on Completeness. We found that certain aggregation strategies can not be ex-
plained in certain instances or scenarios. In this study, this was the case of the Fairness
strategy, which is well-suited for repeated decisions, but less applicable for single deci-
sions as in our case. We recommend that future work not only describes the cases where
explanations can be generated but also describes the edge cases for which they cannot.

Consider the Effect of the Scenario. The proposed scenario in this work was selected
to specifically study groups with heterogeneous preferences. However, this choice is likely
to have affected our specific results. For example, the MPL strategy in this specific scenario
recommends a solution that displeases at most three out of four group members (Rest C,
see Table 3.7). It is not surprising, therefore, that it is identified as the least fair, least
satisfactory strategy, and the one on which it is most difficult to reach an agreement. The
result might have been different if it displeased fewer members. We, therefore, recommend
not only clearly reporting the scenario used but discussing its implications.

Consider effects of the role of the participant in a group. The evaluations are given
in this study on the basis of an external evaluator who may be more unbiased (than some-
one within the group). A user within the group may be influenced by their own prefer-
ences. Furthermore, the assessment of the fairness of a scenario will likely differ depend-
ing on whether it favors the user, e.g., if MPL displeases two users and whether the active
user is one of them.

Limitations
Here we discuss the limitations of our study.

Recommendations and explanations are not evaluated by group members. As
previously mentioned, in line with the evaluation approach in Tran et al. [131], our study
participants were asked to evaluate the recommendations as external evaluators. This
means that study participants were not members of the group. We hypothesize, however,
that their evaluations could be different when part of the group. Deciding for an evaluator
that is part of the group would entail controlling more cases, such as when the evaluator
is in the majority preference, minority preference, or a tie preference.

We do notmeasure nor capture the reasoning process of the study participants re-
garding recommendations. In the condition with no explanations, we provide a mere
description of the recommendation. However, we do not capture how study participants
reflect on the recommendation or to what extent they understand it. Prior literature
[35, 59, 134], however, provides several directions for measuring recommendation under-
standability, which could be investigated in future work. Nevertheless, our descriptive
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analysis in Section 3.2.2 shows that participants spent a similar amount of time completing
each explanation condition. This could potentially mean that they spent a similar amount
of time analyzing their fairness and consensus perception, as well as satisfaction regard-
ing the recommended restaurant. In addition, comments provided by study participants
in the condition with no explanation indicate that they understood the recommendation
well, only by looking at the scenario in Table 3.7. For example, one participant mentions
the following regarding the recommendation of MPL: “Although Alex rated the restaurant
as a 5, the others only put 1. This makes it unfair on the majority of the group.”. Similarly,
another participant mentioned that “It was not the lowest choice among all of the members,
and some enjoyed it quite a bit. Ideally, this means they would not mind...” about the LMS
recommendation.

Recommendations are provided for unnamed restaurants. We did not want to in-
fluence participants’ decisions by providing real restaurant names as recommendations.
This helped us control for the potential bias that could have been added while showing a
real restaurant name. Such normalization, however, could potentially influence the assess-
ments of the study participants compared to a customized recommendation. Another lim-
itation of our study is that all recommendations are in the restaurants’ domain. Different
recommendation domains could be differently perceived in terms of fairness, consensus
and satisfaction. In particular, the investment related to the domain considered has shown
to have an impact on the evaluation of the recommendations [125]; the restaurant domain
is generally perceived as a medium-low investment compared to other domains suitable
for group recommendations, such as a shared apartment.

Ethical considerations
Our study received ethical committee approval from the Delft University of Technology.
We commit to making all data and code publicly available for the community to be able to
replicate and reproduce our study and results. However, the raw results of our user study
are anonymized, i.e., we do not publish participants’ identifiable information such as user
IDs. In our user study, we aimed for a balanced participants pool in terms of gender and
age. While we do observe that participants are more skewed towards younger people,
we also note that all age categories are well covered. Furthermore, our participants’ pool
is also balanced in terms of gender. Thus, we consider that our results are not biased as
an effect of poor age and gender diversity among our study participants. With regard to
socio-economical and geographical aspects, we do not have a clear indication. Prior re-
search [103], however, positions the Prolific platform high in terms of socio-economical
and geographical diversity.

Our findings suggest that explanations containing information about the aggregation strat-
egy do not significantly benefit users (e.g., increase their satisfaction) in simple scenarios
like the one we used in this experiment. In the next section (see Section 3.3), we evalu-
ate various group explanations in more complex scenarios, for example, where there is a
group disagreement on the recommended item.



3.3 Experiment 3: Formulating Group Explanations

3

47

3.3 Experiment 3: Formulating Group Explanations
In the previous experiment, we did not find that natural language explanations made a
significant difference in terms of users’ fairness, consensus, and satisfaction perception
compared to just showing the effects of the aggregation strategy. However, these results
are not enough to claim that explanations are never useful for group recommender sys-
tems. First, it must be considered that the used scenario was particularly simple to evalu-
ate. More complex scenarios might involve a more balanced situation between subgroups
with different preferences or a greater number of options to choose from; in such cases, an
explanation of the approach used might have an impact. In this experiment, we suggest
different group explanations styles that could be reassuring or repairing for more complex
scenarios, depending on the preferences composition in the group. In addition, the infor-
mation contained in the explanation is influenced by the scenario. In this scenario, we
propose a repairing explanation style for the explanation content, when there is a group
disagreement on the recommended item. For instance, ”The system detected you might not
like this item, but it is the itemMary prefers most. Youmade your choice in the previous round;
now it’s Mary’s turn”. In contrast, we propose a reassuring explanation style for the expla-
nation content, when all group members agree on the recommended item. For instance,
”The system detected that you all would enjoy this item. Moreover, Anna and Bob will love
it”. Participants preferred short, informal, and encouraging explanations. However, when
maximal misery (not getting their liked item) was expected, a more complicated explana-
tion was acceptable. Users’ comments highlighted the need for privacy when revealing
their personal information, like their preferences in the group.

In summary, in this experiment, we make the following contributions:

• We introduce different explanation styles, i.e., repairing vs reassuring based on the
applied scenario.

• We introduce different scenarios depending on group members’ preferences com-
position in the group.

• We evaluate explanations resulting from different aggregation strategies regarding
user satisfaction. We assessed how four different explanations styles influenced user
satisfaction in five different scenarios in structured interviews.

The contribution of this study is published as a LBR paper in the Proceedings of the
26th ACM Conference on User Modeling, Adaptation and Personalization [84].

3.3.1 Preliminary Definitions: Explanation Styles
The choice of the used aggregation strategy also influences the types of explanations we
can generate. We give examples of how this might look for different explanation categories
in Table 3.10.

To keep a group satisfied during the recommendations we need to consider the pref-
erences of all the people in the group. This can be challenging when the preferences of
individual group members diverge. An explanation in such contexts can indicate possi-
ble changes of requirements that help improve user satisfaction. In the context of group,
such repair-related explanations help group members understand the constraints of other
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group members and decide in which way their own requirements or preferences should
be adapted [30].

Table 3.10 demonstrates the proposed explanation categories, which we also explain
in relation to our study below:

Repairing versus reassuring In this study, we proposed to generate explanations for
the Least+ aggregation strategy on repairing inconsistency category with pleasure as a
basis, and for the Fair+ aggregation strategy on the same category with fairness as a basis.
Both describe group disagreement situations. We call the explanations of this category
repair explanations. Here is an example of fairness basis: ”The system detected you might
not like song 1 but it is the song Mary prefers most. You made your choice in the previous
round, now it’s Mary’s turn”.

For comparison, we also study the situation where all group members agree on the
selected item. In this study, we call these reassuring explanations, which are similar to the
positive explanations which have been discussed in Quijano-Sanchez et al.[108] work. For
instance, ”The system detected that you all will enjoy this song. Moreover, you and Adamwill
love it”.

In our study, we put persuasiveness (as defined by Quijano-Sanchez et al.) under the
repair inconsistency category.

Complete and vital The privacy preserving category is used when the underlying rec-
ommendations are aggregated models instead of aggregating recommendations for indi-
vidual users, this approach constructs a group preference model (group profile) that is
then used for determining recommendations. The advantage of applying group prefer-
ence models is that the privacy concerns of users can be diminished [30].

In this study, we represent this as complete explanations and explanations with only
vital information. With complete information we describe the ratings of everyone in the
group, however with vital information we only report partial information. More specifi-
cally, for the least misery part of the strategy, we report the member of the group with the
minimum personal value score for the item, i.e., the member that is responsible for this
selection. Similarly, for the most pleasure part of the aggregation strategy, we report the
member of the group with the maximum personal value score for the item. Finally, for
the fairness strategy, we report with each item the member of the group whose turn it is,
i.e., the member direct towards this selection [98]. Following examples are represented as
complete and vital information respectively, ”You, Mary and Adam have rated song 5 with
values 4, 10, 5 respectively. Song 5 is recommended because it avoids dissatisfaction within
the group due to the lowest rating determined for you and supports the highest rating deter-
mined for Mary.” and ”Song 5 is recommended because it avoids dissatisfaction within the
group due to the lowest rating determined for you and supports the highest rating determined
for Mary”.

3.3.2 Experimental Design
In the previous sections, we introduced aggregation strategies for generating recommen-
dations for groups of users. These naturally influence the explanations that are generated.
In addition, whether there is a disagreement in preference will also influence the resulting
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Table 3.10: Explanation categories and examples.

Categories Example

Privacy Preserving A majority thinks that it is a good choice. Some
group members think that it is an excellent
choice [30].

Repairing Inconsis-
tency (Persuasive-
ness)

Although your preference for this item is not very
high, your close friend X (who you highly trust)
thinks it is a very good choice [108].

Repairing Inconsis-
tency (Fairness)

The interest dimensions favored by user u1 has been
given more consideration since u1 was at a disad-
vantage in previous decisions [30].

Repairing Inconsis-
tency (Pleasure)

Item y is recommended because nobody hates it
in the group due to the lowest rating determined
for user a and support the the highest rating deter-
mined for user b.

Reassuring Additionally, Jaime, who you trust the most, would
really love this movie, so why not give it a try [108].

explanation; in this study, we study repair (the group disagrees) and reassuring (the group
agrees) explanations.

This is a formative and exploratory evaluation with an aim to study how explanations
should be designed to maximize satisfaction even when no consensus exists.
Specifically we aim to address the following research question:

• Which explanation performs the best in which scenario in terms of user-perceived
satisfaction?

We used the layered evaluation proposed by Paramythis et al.[102], which suggest
that for effective adaptation, the process needs to be decomposed and evaluated in layers.
This ensured accurate input to the explanation presentation layer. To create a controlled
experiment we used synthetic ratings for individual users. The ratings could be potentially
the output prediction of any recommendation algorithm, such as Collaborative Filtering,
Content-based filtering and so on. If we chose any particular algorithm, the quality of
the prediction would affect the quality of the sequence and would affect the quality of the
explanation.

Study Design
In a structured interview⁷ participants were asked to assume that they would be listening
to a playlist with two of their friends during their travel sitting in a car. Each participant
conducted the particular individually (with the interviewer).
⁷https://goo.gl/DA7Kmf, retrieved April 2018
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They were given a sample of individual ratings (based on synthetic data) for 10 songs
just for themselves, not for their friends. They were told that the system has selected a
sequence of songs for them and has provided an explanation for the selected sequence.

Next, they were asked how satisfied they are with the presented explanation, what can
be made better, or what they liked about that explanation as well as how it affects their
satisfaction for the recommended song.

The sequences resulting from the two modified aggregation strategies (Least+ and
Fair+, see Section 3.1) were at most 10 songs or less because in some cases strategy resulted
in a short sequence. We used ”you” when referring to the participant. We explained that
their real names would be replaced with their names in the real explanation, and that their
real friend’s names would be used in the place of ”Adam” and ”Mary”.

Procedure
The main user task was to ”report her satisfaction degree regarding the proposed expla-
nations in different scenarios”. In addition to that she gave her feedback on what can be
made better or what she liked about that explanation.

The independent variables manipulated in this interview were:
Explanation style: repair or reassuring explanations (2) * only vital information versus
complete information (2).
Scenarios: two for each aggregation strategy, & one where all users agree (5).

These were studied in a within-subjects design with each participant seeing all ver-
sions. To control for order effects, the scenarios and explanation styles were counterbal-
anced across participants.

Explanation Categories
We presented four types of explanations:

1. Repair-related explanation with vital information

2. Repair-related explanation with complete information

3. Reassuring explanation with vital information

4. Reassuring explanation with complete information

Scenarios
Users were asked to imagine that they were listening to the playlist with two friends in a
car during a roadtrip. The different scenarios studied were:

Sce 1: A song that the user hate has been selected resulting from the Fair+ aggregation
strategy.

Sce 2: The song(s) that the user really likes has not been selected at all resulting from the
Least+ aggregation strategy.

Sce 3: The song(s) that the user really likes has not been selected yet resulting from the
Least+ aggregation strategy.
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Sce 4: All group members agree on the selected song (Baseline).

Sce 5: It is the user turn to pick and her favorite song has been selected resulting from
the Fair+ aggregation strategy.

3.3.3 Results
Designing explanations that improved user satisfaction was the goal in this study. We
have proposed different types of explanations based on different sequence constructing
aggregation strategies, and we investigated user impressions of these explanations in dif-
ferent scenarios. Figure 3.7 summarizes the results by explanation and scenario. The
vertical axis shows average satisfaction for each explanation per scenario. Moreover, the
error bars indicate the standard deviation (SD) of these results. Due to the small sample
size and that this study is exploratory, we have not performed statistical analysis.
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Figure 3.7: Average satisfaction, by different explanation types and scenarios. Whisker plot depicts 1 SD.

Participants
Sixteen participants from the staff and student population of Delft University of Technol-
ogy participated voluntarily in the experiment. They were at least 18 years of age, and
20% female.

Which Explanation Performed Better
Comparing between the aforementioned four types of explanations, explanation 3 (reas-
suring with vital information) performed better in terms of satisfaction regardless of the
scenario in which it was presented. The average satisfaction for explanation 3 are (𝑚 = 3.4,𝑆𝐷 = 1.15), (𝑚 = 3.6, 𝑆𝐷 = 1.09), (𝑚 = 3.9, 𝑆𝐷 = 1.06), (𝑚 = 4.6, 𝑆𝐷 = 0.51), (𝑚 = 3.8, 𝑆𝐷 = 1.2),
in scenarios 1, 2, 3, 4, and 5 respectively. In particular, explanation 3 in scenario 4 has the
highest average satisfaction (𝑚 = 4.6, 𝑆𝐷 = 0.51). In addition to scoring the explanations,
we asked participants why they liked that specific explanation and why not. Some reasons
that they liked explanation 3 are as follows: ”The explanation is easy to understand”, ”The
encouraging tone.”, ”Nice, friendly, clear and short”, ”The explanation is short and concise”.
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Table 3.11: Possible explanation purposes for groups

Aim Definition

Transparency Explain how the system works [123]
Trust Increase users’ confidence in the system [123]
Privacy-Preserving Preserving users’ confidential data, like their preferences
Effectiveness Help users make good decisions [123]
Persuasiveness Convince users to try or buy [123]
Group Satisfaction Increase the average ease of use or enjoyment of all group members
Individual Satisfaction Increase the ease of use or enjoyment of each member of the group
Single Item Satisfaction Increase the average ease of use or enjoyment of all group members for each single item
Several Items Satisfaction Increase the average ease of use or enjoyment of all group members for several items

The traits were mostly mentioned by participants include brevity, simplicity, friendly tone,
as well as clear and understandable content.

3.3.4 Discussion
Following this, we look closer at our results and their implications.

Influence of Explanation Category
We compared vital information (explanations 1,3) vs complete information (explanations
2,4). We found that for all scenarios, except scenario 2 vital information led to more satisfied
participants.

In contrast, the satisfaction for scenario 2 is slightly higher for explanation 2 (compared
to explanation 1), with the complete repair explanation. In the case of scenario 2, the
increased complexity of the complete information may help users to deal with missing
a song they really like. However, both explanations 1 and 2 have low scores. Note that
explanation 3 (reassuring-vital) still outperforms explanation 4 (reassuring-complete) also
for scenario 2. I.e., this is similar to the other scenarios.

Next, we compared repair-related explanation vs reassuring explanation, and found that
reassuring explanation performed better rather than repair-related explanation. Accord-
ing to the users’ feedback we can infer that they preferred to receive positive and encour-
aging explanations rather than receiving explanations showing misery or dissatisfaction
of any of the group members.

Influence of Scenarios
Overall, participants were more satisfied with the explanations in scenario 4 (Assume all
group members like the selected song) and scenario 5 (Assume it is your turn and you got
your favourite song). This can be expected as these are positive scenarios for the users.
At the end of each scenario we asked participants ”how the explanation influenced their
satisfaction regarding the selected song in general”, results are demonstrated as General
in Figure 3.7. Scenario 5 has higher general (with the song) satisfaction than scenario 4
when comparing across all explanation styles (m=4.31, SD=0.8). This suggest that users
care more about their own preferences than global satisfaction in the group.
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In scenario 1 (Assume a song that you really hate is now playing) the difference be-
tween average satisfaction of explanation 1 and 3 is small with values (m=3.25, SD=1.12)
and (m=3.4, SD=1.15) respectively. Some comments for explanation 1 in this scenario are
”Sad result, but the explanation makes it a bit better.”, ”It provides proper reasoning as to why
the song was selected.”, ”It acknowledges I don’t like the song.” or ”Seems fair! I’m willing
to let them enjoy.” and feedback for the explanation 3 include: ”It doesn’t acknowledge my
dislike, but I like the part that my friends will like it.” or ”It’s short and informal.”.

Although we only asked users about their impressions of the explanations, they also
gave feedback regarding the applied aggregation strategy. This was mostly for scenario 1
where we applied the Fair+ aggregation strategy: ”It feels strange that the song is chosen
only because it’s Mary’s favorite song. I would expect a solution where none of the extreme
valued songs are chosen to keep the overall satisfaction of both of us higher.”, ”The songs that
anyone likes as little should be kept to the last, even if it is someone’s favourite.”. The users’
feedback illustrate that the Fair+ aggregation strategy was found to be less satisfying than
the Least+ aggregation strategy.

Influence of Wording
The results suggest that explanation type 1 in scenario 2 has the lowest average satisfaction
but with the highest SD (m=2.75, SD=1.34). This is the explanation: ”Song 5 is recommended
because it avoids misery within the group due to the lowest rating determined for you and
support the highest rating determined for Mary.”.

This result suggests that although the average satisfaction is low for this explanation
participants’ opinion vary about that. Some reasons that participants mentioned are ”The
word ”misery” is too strong.” or ”The explanation sounds a bit complicated. I have to read
it twice to understand.. Therefore it was mainly due to words we used like ‘misery’. In
addition to that, positive feedback were also given, such as: ”It shows me that it knows
that it’s not my favorite song but also tries to minimize misery.”, or ”At least it explains the
reasoning.”.

It can be interpreted as people are prefer to receive more friendly and light explana-
tions rather than explanations with complicated words to describe the aggregation strat-
egy behind the sequence generation.

In addition to that, explanation 2 in the same scenario (scenario 2) performed slightly
better (m=2.81, SD=1.05), as this more complete explanation contains ratings which helped
users understand the explanation better.

Users’ Comments
Additional comments related to individual participants are as follows: ”It depends on my
personality and mood. Example: if I am in my car with friends in summer and there is sun-
shine I could be happily let others favorite songs play even if I hate that. But if it’s winter
and I’m sad, I can’t accept it easily.”. Other comments about complete explanations vary
between participants e.g., some have comments like ”Good to know about the ratings.” but
on the other hand for the same explanations others have comments like ”My friends rating
is not so interesting, it’s sort of privacy violation.” or ”I would not be comfortable with the
system giving out my rating”. Users’ comments highlighted the need for privacy when
revealing their personal information, like their preferences/ ratings in the group.
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In this experiment, we investigated how different explanation styles work for different set-
tings (depending on the preferences composition in the group). Based on the results, we
saw the importance of adapting the text of the explanation as well as more general guide-
lines (i.e., brevity and clarity). In this chapter, we also evaluated aggregation strategies
and their explanations. The following section (see Section 3.4) summarizes our findings
of these three experiments in this chapter.
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3.4 Chapter Conclusions
In a group recommendation/decision context, there is information that we can present to
people in a group to justify why they should follow certain recommendations. In this Chap-
ter, we covered three experiments looking at the content of explanations. The aggregation
strategies experiment evaluated different aggregation strategies used to generate group
recommendations. The results suggested that we probably do not need to consider which
strategy we explain as long as we explain the used strategy. So to understand whether
the explanation is necessary or not in the aggregation strategies versus explanations
experiment, we studied the effect of the aggregation strategy separately from the effect of
the group explanation. Our findings suggested that the need for explanations may depend
on the complexity of the recommendation scenario (preference/item rating agreement or
disagreement in the group). In a follow-up experiment (the formulating group explana-
tions experiment) we proposed and evaluated different explanations styles for the aggre-
gation strategies for more complex scenarios (depending on preferences composition in
the group).

Experiment 1: aggregation strategies. It is not clear which information, in general,
we should convey to the group to support them. As for single-user recommendation ex-
planations, explanations for groups can be designed based on the underlying recommen-
dation algorithm. There are underlying methods for deciding what we can recommend to
groups; the choice of the used algorithm also may influence the types of explanations we
can generate. We started with evaluating different aggregation strategies. We presented a
user evaluation of four different explainable aggregation strategies, namely Least+, Fair+,
Average, and Dictatorship, in two scenarios (groups with different preferences versus
groups with similar preferences) in the tourism domain.

We found a significant difference between algorithms in terms of the combined vari-
ables (perceived individual and group satisfaction, fairness, and acceptance). Further anal-
ysis showed a difference between the Dictatorship strategy and the other strategies. The
Dictatorship strategy scored lower compared to the other three strategies in terms of both
user-perceived individual and group satisfaction. But there was no other differences be-
tween strategies. User comments strengthen this finding that our participants were sen-
sitive to the dictator-based strategy, which (comparatively, negatively) affected their sat-
isfaction on their behalf and behalf of the group. This suggests no matter which strategy
we use, as long as it is not a dictator strategy that only considers the person in the author-
ity’s preferences. In other words, it does not seem to matter in terms of user satisfaction
which strategy we apply. So we probably do not need to consider which strategy we explain
as long as we explain the used strategy. So one way to understand whether the explanation
is necessary or not in the first place is to separate the output of the aggregation strategy
from the output of the explanation, which was investigated in the second experiment.

Experiment 2: aggregation strategies versus explanations. In the second study, we
evaluated the effect of the aggregation strategy separately from the effect of natural lan-
guage explanation. The results do not show a significant benefit of using explanations, at
least in simple scenarios (i.e., when there is a few recommended items, only three items in
our case) like the one we used. This needs a further investigation to see in what scenarios
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explanations are more needed. Overall, our findings suggest the need for explanations
may depend on the complexity of the recommendation scenario (preference/item rating
agreement or disagreement in the group) and domain. We also discussed some of the chal-
lenges and decision points required to benchmark future studies of group explanations.
In particular, we highlighted the importance of clarifying and motivating the recruitment
process and properly choosing the experimental design, specifying how each condition is
assigned to each participant. Furthermore, we highlighted how the choice of the scenario
to present for the evaluation could influence the results. Therefore, the results should
always be discussed in relation to the scenario, i.e., preferences/ratings agreement or dis-
agreement in the group.

Experiment 3: formulating group explanations. In the third experiment, we then
suggested different explanations styles for the aggregation strategies for more complex
scenarios (depending on preferences composition in the group). For example, reassuring
style for when the group agrees on the recommended item or repairing style for when the
group disagrees on the recommended item. Participants preferred short (only represents
the ratings of the members that the item is recommended based on those), encouraging
explanations rather than detailed (represents the ratings of everyone in the group), and
negative explanations. However, a more detailed explanation seems more beneficial for
users when maximal misery (not getting their liked item)/group disagreement was ex-
pected. However, based on qualitative results, privacy (concerns about the possible con-
sequences of disclosing a specific piece of information in a group explanation) stands out
as an influential factor when generating detailed group explanations. This remains for the
next chapter to investigate this important aspect that which information people are more
sensitive to disclosing in a group explanation.

Wrap up

• No matter which aggregation strategy we use to develop group recommendations,
as long as it is not a dictator strategy. As this strategy only considers the preferences
of the person in the authority. This appears to be the case for settings with a lot of
similarity in the users’ preferences and a low to medium involvement domain. So
in these situations, we probably do not need to consider which strategy we explain
as long as we explain the used strategy.

• There does not appear to be a benefit of adding textual explanations to show the
results of an aggregation strategy. This seems to be the case in a more artificial/basic
scenario with a low number of items (three in our case) and a small group size (three
in our case). However the limited benefit of such explanations cannot be generalized
for real-world scenarios.

• There appears to be a benefit of modifying the group explanation style (i.e., repair-
ing vs. reassuring) to the variation in user preferences (i.e., when there is group
disagreement or agreement on the recommended item). For example, when group
members have different preferences/choices, using repairing style explanations that
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focus on why the item is recommended and include more details seems more benefi-
cial. However, users’ comments suggest that this leads to privacy issues concerning
which types of information can be mentioned in an explanation (i.e., some users
were sensitive to disclosing their preferences/item ratings in a group explanation).

Based on these findings, we do not continue to include aggregation strategies descrip-
tion in explanations for groups and focus more on the trade-offs between group members’
need for privacy and transparency in explanations of group recommendations in the re-
maining of the thesis.
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4
Privacy in Group Explanations

My thesis started with the aim of studying what makes good explanations for group recom-
mendations. Imagine a group of people trying to make a joint decision, for example, a group
of colleagues on a business trip deciding where to visit. Various strategies can be used to pre-
dict an item suitable for the group. Reaching a consensus in the group can be challenging,
especially when group members have different preferences. In this situation, explanations
can help people understand how certain recommendations are generated. Explanations can
be regarded as additional information (i.e., in this thesis this information is textual only) that
accompanies the recommendations and serves various goals, such as increasing satisfaction
(the ease of usability or enjoyment of the used recommender system) [124]. However, among
the many types of information to include and many ways to formulate an explanation, it is
unknown which information should be shown in the explanation. As a first step, in Chapter 3,
we started investigating what information should be conveyed when generating group expla-
nations. User comments highlighted that people might be sensitive to disclosing some of their
information, e.g., their preferences. This leads us to the second research question, which inves-
tigates the factors that we should model in the group to consider group members’ privacy risk
of information disclosure (RQ2). We conducted three experiments discussed in this chapter to
answer this research question. The first experiment (the privacy preferences experiment)
investigates which information people would like to disclose or not disclose in explanations
for group recommendations (see Section 4.1). We found that certain types of information are
more sensitive than others, but we also see reasons to believe this varies between individuals.
We wanted to understand what contributes to these individual differences. To understand
this better, in the second experiment (the privacy factors experiment, see Section 4.2), we
studied some factors identified in the literature and the previous experiment (the privacy
preferences experiment) that influence individual privacy risk, i.e., group members’ person-
ality, the type of relationship they have in the group, and preference scenario (whether their
preferences are aligned or not aligned with the preferences of the majority in the group). We
studied these factors when disclosing several types of personal information in a single group
explanation (i.e., location, drug/alcohol, emotion, personal details, and personally identifiable
information). These information categories are a subset of nine personal information cate-
gories that are relevant to the domain of tourism. The results help to see whether these factors
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generally affect individual privacy risk or not. As we found significant effects of these factors
on users’ privacy risk perception, in the next experiment (the information disclosure ex-
periment), we studied how these factors affect group members’ actual information disclosure
(see Section 4.3). Although we have expected to see the opposite effect of factors (compared to
the privacy factors experiment’s result) on information disclosure (i.e., if a factor increases
user privacy risk, it decreases their information disclosure), neither the personality traits nor
the preference scenario affected people’s actual disclosure. One explanation for why we did
not obtain the expected results in the information disclosure experiment could have been
that our task design nudged participants into a “convincing mindset”. This could have shel-
tered the effects of previously identified factors on actual disclosure. Further investigation on
the effect of task design on actual information disclosure in the group remains for the next
chapter.

This chapter is based on a workshop paper and two conference papers:

• Shabnam Najafian, Oana Inel, and Nava Tintarev. Someone really wanted that song
but it was not me! Evaluating which information to disclose in explanations for group
recommendations. In Proceedings of the 25th International Conference on Intelligent
User Interfaces Companion, pages 85–86, 2020.

• Shabnam Najafian, Amra Delic, Marko Tkalcic, and Nava Tintarev. Factors influencing
privacy concern for explanations of group recommendation. In Proceedings of the 29th
ACM Conference on User Modeling, Adaptation and Personalization, pages 14–23,
2021.

• Shabnam Najafian, Tim Draws, Francesco Barile, Marko Tkalcic, Jie Yang, and Nava
Tintarev. Exploring user concerns about disclosing location and emotion information in
group recommendations. In Proceedings of the 32nd ACM Conference on Hypertext
and Social Media, pages 155–164, 2021.
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4.1 Experiment 1: Privacy Preferences
One of the reasons recommending to groups is challenging is that different members of the
group may have highly diverging tastes. In this context, presenting an explanation of how
the system came up with the recommended item(s), can make it easier for users to accept
items they might not like for the benefit of the group [127]. Many studies have demon-
strated the benefits of adding explanations to automated recommendations (i.e., [42]). The
majority of research focused on single-user scenarios. However, when explaining recom-
mendations to a group of users, an additional aspect, privacy, becomes relevant as well.
This aspect requires a trade-off between a) generating effective explanations to group mem-
bers and b) keeping each group member comfortable by not disclosing private information,
e.g., their preferences, to other group members.

This raises the question of which information an explanation should disclose when dis-
played to the whole group. To answer this questions, in this section, we (dynamically)
generate natural language explanations for group recommendations (see Section 4.1). The
study design allowed us to compare users’ privacy preferences for different low consensus
scenarios, where either the active user or their acquaintances did not get their preferred
item, with a high consensus scenario (where both the active user and acquaintances get
their preferred item). The generated explanations are evaluated in a within-subjects user
study (n=200) where users are able to specify their preferred explanation settings (Section
4.1.2). We describe the results and discuss the limitations of our study in Section 4.1.3.
Finally, we discuss some practical implications and conclude with plans for future work
in Section 4.4.

This study provides the following contributions:

• We designed a system to (dynamically) generate and adapt natural language expla-
nations in the context of group recommendations;

• In a user study (n=200), we studied user’s privacy preferences regarding the gener-
ated explanations in two low consensus scenarios; a) where either the active user
or b) their acquaintances did not get their preferred item; and a high consensus
scenario: c) where all group members got their preferred item);

We found that people were generally willing to disclose a lot of information. However,
we found that people prefer more private explanations (to hide more personal information)
in both low consensus scenarios than in a high consensus scenario. One surprising result
was that people avoided disclosing the combination of name and personality in all the
scenarios. In line with previous work, [62], our findings suggest that there may be some
individual differences in the levels of participants’ concern perception about being singled
out for having different preferences. Whether we can predict which factors (e.g., personal-
ity, relationship, etc.) contribute to these differences led our following study to investigate
this further (see Section 4.2).

The contribution of this study is published as a short paper in Proceedings of the 25th
International Conference on Intelligent User Interfaces Companion [86].
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4.1.1 Preliminary Definitions: Generating Natural Language Expla-
nations

In this section, we describe how we generated natural language explanations. One of
our requirements is that the user should be able to decide whether to show/ hide differ-
ent pieces of their personal information in the explanation. Our templates are designed
in a way that can flexibly support the addition or removal of three kinds of informa-
tion: name, rating, and personality. For instance, if users decide to, for example, hide
their names but show their personality, no names will appear, and the corresponding sen-
tence will be anonymized as follow: ”... This decision does not support the preferences of
all the group members. However, it supports the preferences of some group members who re-
ally want to listen to this song and won’t be talked out of it easily”. These explanations
are always generated for a group of three people, with one active user and their two ac-
quaintances. We take a template-based approach and apply a classical Natural Language
Generation (NLG) pipeline [110]:

Document planning. The first step is to analyze the requirements for the content of
the text that has to be generated.

Our explanations included two main parts: (1) the reasoning behind the underlying
mechanism of preference aggregation strategy; (2) the information on how group mem-
bers’ preferences and personalities played a role in generating the recommended item. For-
mulations for both of these parts are based on formulations from previous work. For (1),
we used an explanation template for the Additive Utilitarian aggregation strategy [131].¹
”Item X has been recommended to the group since it achieves the highest total rating”.

We picked the part of explanation regarding how group members’ preferences have
been considered from Tran et al. [131] and the part for personality from Quijano-Sanchez
et al. [108]. Below we use a working example for the scenario where the active user did
not get their preference, but their acquaintances did.

Figure 4.1: Screenshot of the system. Users can adjust the generated explanation using three different privacy
controls: name, rating, and personality. In this example, the explanation has all three controls enabled. The
colors indicate the part of the explanation that each control influences. Here, Ana does not get her preferred
item, but her acquaintances do.

1. Name: we picked parts of the template from [131] as follows: ”This decision sup-
ports the preferences of Bob and Carol ..”. We also add a negative component of the
explanation, describing whose preferences have not been supported in this decision

¹This strategy takes into account the preferences of all individual group members. This explanation was found
to be the most effective for user-perceived fairness, consensus, and satisfaction.
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(e.g., ”This decision does not support the preferences of Ana ..” ). Note: The positive and
negative parts depend on the scenario.

2. Rating: In a previous pilot study [107], we found that participants preferred to have
categorization of preferences on a low-medium-high scale rather than as numeric
ratings. To keep all explanations consistent and to reduce the number of variables
for rating, we only considered high and not high. For example, in the scenario where
the active user did not rate the item highly: “The decision does not support the pref-
erences of Ana who did not rate this song highly” ; and the others did prefer it: “It
supports the preferences of Bob and Carol who rated this song highly”. Again, for
whom the explanation uses ‘highly’ or ‘not highly’ depends on the scenario.

3. Personality: Inspired by Quijano-Sanchez et al. [108], we only show the person-
ality of assertive members who have strong opinions and are difficult to convince.
The member(s) with a strong opinion is always assumed to be the same users who
got their preferred item. The scenario dictates whether this is the active user or
their acquaintances. In our example, this was the acquaintances, so the explanation
is: ”Besides, we have detected that Ana and Bob really want to listen to this song and
won’t be talked out of it easily.”

Discourse planning. The second step was to decide on the structure of the explana-
tion. The structure was inspired by the feedback sandwichmodel [23]. The basic instruction
for a feedback sandwich consists of one specific criticism (in our case, the sentence about
whose preferences has not been supported) “sandwiched” between two specific praises
(in our case, describing the mechanism and mentioning whose preferences have been sup-
ported).

Surface realization. To allow us to dynamically and automatically change the gen-
erated explanations, we used the SimpleNLG² library for realizing natural language. This
library helps handle combinations of parts of a sentence, punctuation, etc. It also manages
simple syntactic requests such as tense (e.g., past, present, future) and negation. After ap-
plying the aforementioned steps, we generate explanations such as the one in Figure 4.1.

4.1.2 Experimental Design
We wanted to understand how much information the recommender system should expose
to the group in different low consensus scenarios compared to a high consensus scenario.

To answer this question, we conducted a within-subjects online experiment with 200
participants recruited from the Amazon Mechanical Turk (mTurk) crowdsourcing plat-
form .³

The participants were asked to imagine they are carpooling with two acquaintances
and listening to music during a road trip. They were told that the same explanation is
shown to all group members. Since people might choose different privacy options in
different scenarios, in a within-subjects design, each participant completes the question-
naire for three scenarios (c.f., Section 4.1.2). E.g., Imagine that you are carpooling with

²SimpleNLG (v. 4.4.8) is a “realization engine” built by Albert Gatt and Ehud Reiter [34].
³https://www.mturk.com.

https://www.mturk.com.
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two acquaintances and you are being recommended a song that you don’t like, but the two
acquaintances like it. (‘Unhappy User’).

To understand how much information the recommender system should expose to the
group we asked users to adjust the explanations with the information they feel comfortable
to share with their group members.

They were able to control three privacy-related option/parameters (namely, whether to
show names, ratings, and personality) to adjust the explanation. Figure 4.1 demonstrates
these three options when they are all selected to be on. For example, when the name
button is on, the explanation includes the group members’ names. If the name button is
off, it anonymizes names with ‘some group members’ and ‘all group members’.

Once participants were satisfied with the generated explanation, they were asked to
evaluate the explanation (for transparency, privacy threat, local privacy, and satisfaction).

Independent Variables
In this experiment, we investigate the use of explanations with different privacy control
options (privacy adaptations) for group recommendations.

Types of privacy information. Our aim is to give users control over which informa-
tion they share with the group, from the following options:

• Name: show or hide the names of the group members whose the system recommen-
dation supported their preference or not supported their preference. With the name
button on the explanation includes group member names. Otherwise, if they select
this button off names will be replaced with anonymous names like some users or
all users;

• Rating: show or hide all group members’ ratings regarding the recommended item.
If they select the rating button on the explanation will include who did not rate this
song highly or who rated this song highly. Otherwise, if they select this button off
these sentences will be excluded from the explanation;

• Personality: show or hide all group members’ personalities. If they select the person-
ality button on, the explanation will include the sentence Besides, we have detected
that users A and B really want to listen to this song and won’t be talked out of it eas-
ily. Otherwise, if they select this button off the sentence will be excluded from the
explanation;

Scenarios. People might choose different privacy options in different scenarios. For
instance, when they do not get their preferred item, they might need a more transparent
explanation to comprehend the system’s decision-making. However, when the user gets
her preferred item but the other two group members do not get their preferred item, a
user might not feel comfortable when the system discloses her name in the explanation.

The literature suggests that relationship proximity influences the importance of coher-
ence in a group [135]. In all the scenarios, the participant is told that they are with a group
of acquaintances. We chose this to represent a loosely coupled group, as an earlier pilot
study found that people in this type of group might care more about their privacy.
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The literature also suggests that the level of privacy needed will depend on the scenario
(context) [62]. We are therefore interested in understanding which privacy control options
are more likely to be picked for the following predefined scenarios:

1. The user does not get her preferred item, however, her acquaintances get their
preferred item. (‘unhappy user’)

2. The user gets her preferred item, however, her acquaintances do not get their pre-
ferred item. (‘unhappy acquaintances’)

3. The user gets her preferred item, and, her acquaintances get their preferred item.
(baseline)

Dependent Variables
The selection made by each user was dummy coded into two dichotomous values for each
information type: name, rating, personality. For example, a selection of show names
was coded ”1”, and the hide name as a ”0”.

Additional Variables
To support qualitative analysis, we also evaluated the generated explanations in terms of
the following criteria:

• Transparency: how much the explanation helped users to understand why the
system recommended the item it did;

• Privacy threat: how unsafe users felt regarding disclosing all group members’ per-
sonal information to the other group members, through the generated explanation;

• Local privacy: how users felt regarding disclosing other group members’ personal
information but not her personal information through the generated explanation;

• Satisfaction: how much the explanation helped increase the group members’ sat-
isfaction with regards to the recommended item.

(with a 5-point Likert scale):

Q1: I understand why the system recommended the song it did [16] (transparency).

Q2: I understand what the system bases its recommendations on [16] (transparency).

Q3: The system disclosed information about me that I consider private [62] (privacy-
threat).

Q4: I felt tricked into disclosing more information about myself to the group than I
wanted [62] (privacy-threat).

Q5: The system shows more about me than I am comfortable with [62] (privacy-threat).

Q6: I am OK with the system disclosing the information of others but not mine (local
privacy).
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Q7: I am OK with the system disclosing my information but not the others (local pri-
vacy).

Q8: I would not like this explanation to be shown to other people in the group (local
privacy), (reversed scale).

Q9: The explanation helps to increase the satisfaction of group members with regard to
the group recommendation [131] (satisfaction).

Hypotheses
• H1) People need more transparent explanations when the user does not get her

preferred item (’unhappy user’) than in a high consensus scenario (baseline).

• H2) People need less transparent explanations when the acquaintances do not get
their preferred item (’unhappy acquaintances’) than in a high consensus scenario
(baseline).

Statistical Analyses
We wanted to determine if there are nonrandom associations (with regard to the selected
options) between two categorical variables (in our case, two scenarios). We applied Chi-
square for within-subjects (McNemar-Bowker test) to test our hypotheses. Bonferroni
correction was applied when multiple tests were conducted. We calculated the minimum
number of required sample size (i.e., the number of study participants needed) based on the
G*Power analysis for Chi-square for within-subjects (McNemar’s test) [26]. The analysis
showed that we needed at least 200 participants.

4.1.3 Results
In this section, we describe the results of users’ privacy choices for the explanation of
recommendations in the context of groups for three scenarios. For brevity, we will hence-
forth call these the ‘unhappy user’ scenario (user does not get their preferred item, but their
acquaintances do), the ‘unhappy acquaintances’ scenario (acquaintances do not get their
preferred item, but the active user does), and the baseline (everyone gets their preferred
item) respectively.

Participants
We selected master workers from mTurk, with an approval rate higher than 98%, and
only from native English-speaking countries (United States, United Kingdom, Canada, and
Australia). We paid each worker 2 USD. Besides, we used ‘honeypot’ questions [72] to
filter untrustworthy workers. For this purpose, we randomly inserted a set of trapping
questions (whose true answer is already known) (5 workers excluded). In the next step,
we also excluded users whose answers to the free text question regarding their motivation
of the selected options did not make sense (10 workers).

This resulted in 200 participants, 42% female, and 58% male. The highest level of educa-
tion that they hold was 26% a high school diploma or equivalent degree, 55% a bachelor’s,
and 19% a master’s degree or higher. Among those, 68% use music applications (such as
Spotify) at least every day and 24% at least every week, and only 9% use it less than once
a month or never.
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Table 4.1: Selection of the three choices is summarized separately. Values represent frequencies of the chosen
privacy option to show: name, rating, and personality in each scenario and overall. Percentages are given in
parentheses, and the maximum and minimum frequencies are in bold.

CONDITION PRIVACY OPTIONS

Name Rating Personality

Baseline 136 (68%) 149 (74%) 113 (56%)

Unhappy User 108 (54%) 140 (70%) 105 (52%)

Unhappy

Acquaintances
99 (49%) 126 (63%) 106 (53%)

Overall 343 (57%) 415 (69%) 324 (54%)

Table 4.2: Selection of the three choices is summarized by eight patterns. Values represent frequencies of the
chosen privacy control options: (no) name (nm), (no) rating (rtg), and (no) personality (prs) in each scenario and
overall. Percentages are given in parentheses, and the maximum and minimum frequencies are highlighted in
bold.

Privacy Control

Options

Unhappy

User
Baseline

Unhappy

Acquaintances
Overall

1) no nm/ no rtg/ no prs 23 (11%) 13 (6%) 26 (13%) 62 (10%)
2) no nm/ no rtg/ prs 12 (6%) 10 (5%) 23 (11%) 45 (7%)
3) no nm/ rtg/ no prs 32 (16%) 28 (14%) 32 (16%) 92 (15%)
4) no nm/ rtg/ prs 25 (12%) 13 (6%) 20 (10%) 58 (9%)
5) nm/ no rtg/ no prs 20 (10%) 19 (9%) 18 (9%) 57 (9%)
6) nm/ no rtg/ prs 5 (2%) 9 (4%) 7 (3%) 21 (3%)

7) nm/ rtg/ no prs 20 (10%) 27 (13%) 18 (9%) 65 (11%)
8) nm/ rtg/ prs 63 (31%) 81 (40%) 56 (28%) 200 (33%)

Overall Preferences
To gain insight into users’ privacy preferences, we first look at their overall choices. We
want to understand which options users are more likely to disclose across scenarios. Table
4.1 demonstrates the results for each scenario and overall, for each privacy option. Par-
ticipants overall preferred to show their personality less often than the other two privacy
options (54%). After disclosing personality, disclosing their name was the least frequent
option people chose (57%). The results show overall, disclosing the rating was the most
selected option among the provided privacy options (69%).
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To better understand the way people combined privacy options, we analyzed these in
Table 4.2. In this table, each row represents a unique pattern of showing or hiding the
three different types of information, e.g., no nm/ rtg/ no prs reflects the pattern where
users show rating while hiding name and personality. The last column (”Overall”) shows
the aggregated choices for all three scenarios. The most frequently selected pattern was
the one where the participants disclosed all their personal information, including name,
rating, and personality (200 choices out of 600, 33%). We further analyze the patterns for
the individual types of private information.

Name. As can be seen in Table 4.2 column ”Overall”, hide name options have been se-
lected more than their equivalent combination with show name option (patterns 1 vs 5; 2
vs 6; 3 vs 7). The most selected pattern is disclosing all the information: name, rating, and
personality (pattern 8). The least selected pattern is the combination of (show) name and
(show) personality together (pattern 6). This will be discussed further in Section 4.1.4.

Rating. As can be seen in Table 4.2, column ”Overall”, all (show) rating options are
selected more than their equivalent combination with hide rating option (patterns 1 vs 3;
2 vs 4; 5 vs 7; and 6 vs 8).

Personality. As can be seen in Table 4.2, column ”Overall”, most hide personality op-
tions were selected more than their equivalent combination with show personality option
(patterns 1 vs 2; 3 vs 4; 5 vs 6). The combination of name and personality was chosen the
least as mentioned above. This surprising result will be discussed further in Section 4.1.4.

H1: ‘Unhappy Users’ will Want more Transparent Explanations
According to H1, we hypothesize that for the ‘unhappy user’ scenario (s)he will want more
transparent explanations compared to the baseline scenario where all group members get
their preferred item. So we expected users to select more (show) names, (show) ratings,
and (show) personality options compared to the baseline. However, in Table 4.1 we see
that the frequency of showing private information is lower for the ‘unhappy user’ scenario
than the baseline for all three privacy options.

While we found a statistically significant difference between the two scenarios (p <0.05,
two-sided McNemar-Bowker test), the results are in the opposite direction predicted by
H1, that is, people seem to prefer less transparent explanations in the ‘unhappy
user’ scenario, than in the baseline. This is confirmed by user comments which we
will discuss further in Section 4.1.4.

To better understand the way people combined privacy options, we analyzed these in
Table 4.2. We compare the first (”Unhappy user”) and second (”Baseline”) columns of Table
4.2 where we report the frequency for each of the privacy patterns.

We observe that only 63 users out of 200 (31%) selected completely transparent expla-
nations (pattern 8) in the ‘unhappy user’ scenario, while 81 users out of 200 (40%) selected
completely transparent explanations in the baseline.

We can also see that 23 users out of 200 (11%) selected completely private (pattern 1)
explanations in the ‘unhappy user’ scenario, while only 13 users out of 200 (6%) selected
completely private explanations in the baseline.
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We further analyze the patterns for the individual types of private information.

Name. We see that participants chose to hide name more often in the ‘unhappy user’
scenario than in the baseline (patterns 1, 2, 3, and 4). Analogously, in the ‘unhappy user’
scenario, people also selected the show name option less compared to the baseline (patterns
6, 7, and 8).

Personality. In Table 4.2, comparing columns ”unhappy user” vs ”the baseline” shows,
people selected the hide personality option more in the ‘unhappy user’ scenario compared
to the baseline in patterns 1, 3, and 5 but not in pattern 7. We see that the show personality
option in combination with the show name has been selected less frequently than in the
baseline scenario for patterns 6 and 8, and show personality in combination with hide
name has been selected more frequently in patterns 2 and 4. This suggests an issue with
showing personality and name together, which we will address in Section 4.1.4.

Rating. In Table 4.2, comparing columns ”Unhappy user” vs ”the baseline” shows that
people selected the hide rating option more in the ‘unhappy user’ scenario compared to the
baseline scenario (patterns 1, 2, 5). When show name was selected, participants selected
hide rating more often compared to the baseline (patterns 6, 7, and 8). Overall, it looks
like the effects of the show name are so strong that it affects the selection of show rating.

H2: With ‘Unhappy Acquaintances’ People Want Less Transparent Explanations
According to H2, we hypothesize that for the ‘unhappy acquaintances’ scenario (s)he will
want less transparent explanations compared to the baseline scenario to, for example,
avoid being disliked in the group. We expected users to select fewer show names, show
ratings, and show personality options compared to the baseline.

In Table 4.1 we can compare the frequency of the selected privacy options in the ‘un-
happy acquaintances’ scenario and the baseline. We see that all three privacy options
(show name, show rating, and show personality) were selected less frequently than for
the baseline. This also reflects a statistically significant difference between the two sce-
narios (p <0.05, two-sided McNemar-Bowker test). These results appear to confirm H2,
that is, people seem to prefer less transparent explanations in the ‘unhappy ac-
quaintances’ scenario than in the baseline.

To better understand the way people combined privacy options, we analyzed these in
more detail in Table 4.2. We compare the third (”Unhappy acquaintances”) and second
(”the baseline”) columns, where we report the frequency of the privacy patterns users
selected to be disclosed for these two scenarios.

Fewer users (56 users out of 200, 28%)) selected completely transparent explanations
(pattern 8) in the ‘unhappy acquaintances’ scenario than in the baseline (81 users, 40%).
We can also see that more (26 users, 13%) selected the completely private (pattern 1) ex-
planations in the ‘unhappy acquaintances’ scenario, compared to the baseline (13 users,
6%).
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Name. We see that people selected the hide name option (patterns 1, 2, 3, and 4) more in
the ‘unhappy acquaintances’ scenario compared to the baseline scenario. Similarly, they
selected the (show) name option less frequently compared to the baseline.

Personality. The combination of name and personality appear to interact, showing one
more correlate with hiding the other one more. Either hide or show personality with hide
name (patterns 1, 2, 3, and 4) have been selected more in the ‘unhappy acquaintances’
scenario compared to the baseline. The combination of either hide or show personality
with show name (patterns 5, 6, 7, and 8) has been selected less frequently in the ‘unhappy
acquaintances’ scenario compared to the baseline. As for the ’unhappy user scenario, this
suggests an issue with showing personality and name together. We address this interac-
tion in Section 4.1.4.

Rating. As in the ‘unhappy user’ scenario, we can see the effect of the name is strong,
which overshadows the effect of the rating. The combination of show name and hide
rating, as well as the combination of hide name and show rating, are selected more in the
‘unhappy acquaintances’ scenario compared to the baseline.

Qualitative Feedback (comments)
Participants were asked to give free text comments to motivate their choices. In this sub-
section, we report on the participants’ motivation regarding their selected privacy options.

The ‘baseline’ scenario. In this scenario, every group member gets their preferred item.
Although some users mentioned it was OK to disclose more personal information, others
still felt insecure about disclosing personal information. For example, they mentioned, “I
don’t like apps tracking my name or personality in any way” or “Names being shown felt
less like a privacy violation in this scenario. Still, I’m a very private person and I’d just as
soon that option wasn’t available”.

The ‘unhappy user’ scenario. In the ‘unhappy user’ scenario, the active user does
not get his/her preferred item, but his/her acquaintances get their preferred item. In this
case, participants who chose more private explanations mentioned they did that to avoid
conflict with other group members and to seem they liked the same item as other group
members. They did not want to be singled out as not liking the item.

For example, “Telling who exactly likes/rated highly feels like a violation of privacy.
Maybe I would like for my friends to think that I like the same song that they like. I don’t
want to be singled out as ”that guy.”

However, other users liked to see who liked the item to decide whether they were in
the majority or minority in terms of their preferences for the item. If the majority dislike
the item, then they skip the item to something everybody likes. For example, “I wanted
to see who liked the song in order to make a decision about whether I was in the majority or
minority for thoughts about the song. If the majority of the car liked the song, then it should
be played. If the majority dislike the song, it should be okay to skip to something everybody
likes”.
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Some participants stated that they hid personality information because it described
their group members negatively. Others hid personality information because it is not
clear how the system would have come to that conclusion. For example, “I hid personalities
because it described my friends negatively, and I don’t understand how it would have come to
that conclusion. It’s an opinion and not something my friends chose to share. Keeping names
and ratings showing is fine to me because it’s objectively showing how everyone feels about
the song based exactly on what each person rated and not opinions of the system”.

Those who selected more transparent explanations mentioned that the information
that the system has is not sensitive to them and that they do not care if their music pref-
erences are disclosed. For example, “This situation didn’t seem to violate on standards or
norms I have on privacy. If I’m carpooling with people, I assume they can see that I am
male, 38 years old, white, etc. I don’t see song preferences and ratings as highly sensitive
information”.

The ‘unhappy acquaintances’ scenario. In the ‘unhappy acquaintances’ scenario, the
active user gets his/her preferred item, but his/her acquaintances do not get their preferred
item.

One of the motivations users had for selecting more private explanations was they
would rather that the whole group thinks that the majority of people want to listen to it.
For example, “I’d rather that no one knows why the song is being played. I rather they all
think that the majority of people want to listen to it”.

The users who elected to only show ratings stated that they felt that hiding the names
helped to not single themselves out. For example, “I felt that hiding the names helped to
not single out a user. Me in this case”.

Other users who picked more transparent explanations were OK with the system jus-
tifying the selection due to their preferences:

For example, “I wanted to include that even though no one enjoyed it, I enjoyed this music
so that is a very reasonable explanation why I had the song play”. This suggests that there
are some differences in the levels of participants’ concern about being singled out as a
minority.

Additional Variables
We additionally evaluated the generated explanation based on users’ perceived transparency,
privacy threat, local privacy, and satisfaction regarding the recommender system. These
are meant as descriptive measures. Table 4.3 shows the average and standard deviation of
participants’ responses to these four measures. We expect a high value for transparency
and satisfaction and a low value for privacy threats. We also expect higher values for Q6

Transparency. As can be seen in Table 4.3, the mean and standard deviation of user
responses for perceived transparency for both transparency questions (Section 4.1.2: Q1,
Q2) were quite similar in all the scenarios. The results show overall perceived transparency
was high in all three scenarios. Comparing between scenarios, we see the participants’
perceived transparency for the baseline is comparable to the other two scenarios (unhappy
user, unhappy acquaintances).
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Table 4.3: Mean and Standard Deviation (SD) of participants’ responses to the following measures: perceived
transparency, privacy threat, local privacy, and satisfaction per scenario. For the responses, a 5-point Likert scale
was used with 1= ”strongly disagree” to 5 = ”strongly agree”.

Unhappy User Unhappy Acquaintances Baseline

Criteria Question Mean SD Mean SD Mean SD

Transparency
Q1 3.9 0.9 3.8 1 4.1 0.9

Q2 3.9 0.9 3.9 0.8 4.1 0.7

Privacy threat
Q3 2.4 1.2 2.4 1.2 2.3 1.2

Q4 2.5 1.4 2.4 1.3 2.3 1.3

Q5 2.5 1.3 2.5 1.3 2.4 1.3

Local privacy
Q6 3 1.2 2.9 1.1 2.9 1.1

Q7 2.9 1.3 3 1.2 2.8 1.1

Q8 2.5 1.2 2.7 1.2 2.5 1.4

Satisfaction Q9 3.9 0.8 3.8 0.9 4.1 0.8

Privacy threat. Users’ responses to the three questions of perceiving privacy threat
(Section 4.1.2: Q3, Q4, Q5) were quite similar as well. This shows participants perceived a
relatively low risk of disclosing their private information. This applies to all three scenar-
ios. Comparing between scenarios, we see users’ perceived privacy threat for the baseline
is slightly lower than the other two scenarios (unhappy user, unhappy acquaintances),
which means that users perceived a lower risk of disclosing information in the baseline
scenario.

Local privacy. Participants’ responses to the local privacy questions in the ‘unhappy
user’ scenario and the baseline scenario show a preference to protect their own informa-
tion (Q6) but not the privacy of others (Q7).

In contrast, in the ‘unhappy acquaintances’ scenario, participants’ preferred to show
their own information but not other members’ information (Q7) more than showing their
own information but not information for other members (Q6).

In all three scenarios, participants did not feel completely comfortable sharing the
presented explanation with the group (Q8).

Satisfaction. Participants’ responses show that they, on average, and in all scenarios,
perceived high satisfaction after getting an explanation for the recommended item.
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4.1.4 Discussion
Overall willingness to disclose personal information. As can be seen in the results,
people were generally willing to disclose a lot of information. This preference was higher
in the high consensus scenario (the baseline) rather than two low consensus scenarios.
Motivated by user comments, even in the ‘unhappy acquaintances’ scenario in which we
expected that people try to select the less transparent explanation, 28% still selected the full
transparent explanation to, for example, persuade other group members to listen to their
preferred song. For example, “I chose full transparency explanation as it tries to persuade
the others why to let me listen to the song” or “I liked that it gave the most information about
why it was selecting a song. The fact that I liked it and would not be easily talked out of it
would help to satisfy the other people”.

Willingness to hide personal information in low consensus scenarios. We found
that in both low consensus scenarios (where either the active user or their acquaintances
did not get their preferred item), users chose to hide all personal information more than in
a high consensus scenario (where all group members get their preferred item). However,
comparing the two low consensus scenarios, we can see that the ‘unhappy acquaintances’
users tend to hide personal information more than in the ‘unhappy user’ scenario.

In contrast to our hypothesis, ‘unhappy users’ still preferred to hide their dislike of the
recommended item compared to the baseline in order to e.g., avoid conflict in the group.
This is motivated by user comments; they did not want to be singled out in a conflict
situation. For example, “I just don’t want to have any conflict with anyone else. I’d rather
just listen to what the majority of people want to, even if I don’t like it myself”.

For the ‘unhappy acquaintances’ scenario, we saw that users, in line with our hypoth-
esis, preferred to hide the fact that the item was recommended because they liked that.
For example, “I’d rather that no one knows why the song is being played. I rather they all
think that the majority of people want to listen to it”.

As can be seen in Table 4.1, in both low consensus scenarios (‘unhappy user’, ‘unhappy
acquaintances’), users wanted to hide personal information more than the baseline.

Avoid disclosing name and personality together. Overall, people did not want to
disclose names and personalities, also effect was strongest for the unhappy user. We also
found that in the scenario that benefited the active user, they preferred to show that there
is a strong opinion (assertive personality) as long as the system does not disclose their own
identity. For example, “I guess it’s nice to feel justified in hearing a song you like when others
don’t if it’s anonymous. You don’t have to be embarrassed, but you still get your preference
attended to. The personality bit is cuter than I would have thought” or “I like the personality
option because it can help one person that likes a song not feel outnumbered when the rest
don’t”.

These results have implications in particular for shared explanation interfaces. For ex-
ample, when the minority gets their preferred item, we should be cautious about disclosing
names together with strong opinions.

Additional variables. After evaluating the user-adapted explanations, the high values
for user perceived transparency and satisfaction and low values for user perceived pri-
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vacy threat, and local privacy shows that the privacy options that we provided were good
enough, and participants were able to generate an explanation that met their privacy ex-
pectations.

Comparing between scenarios, we see users’ perceived higher transparency and lower
risk of disclosing information (privacy threat) for the baseline compared to the other two
scenarios (unhappy user, unhappy acquaintances), which is as expected.

Limitations
Our experiment was designed as a controlled experiment, which has allowed us to study
the trade-off between transparency and privacy of explanations for group recommenda-
tions. However, it has constrained us in studying other relevant factors. We discuss these
limitations below.

Experimental setup. In this study, we were only able to measure the preferences of the
active user. However, this study considers their privacy preferences in three scenarios,
which allows us to make interesting inferences about different types of low consensus
situations compared to a high consensus scenario.

Group size. For the purpose of this experiment, we restricted the group size to exactly
3 participants, i.e., an active user, and two acquaintances. We would expect privacy con-
siderations to be more extreme in larger groups, as well as more dependent on group
dynamics. There is also limited consensus on how to measure satisfaction within a group
(E.g., Do we measure the average satisfaction? Do we only want to avoid very low ratings?
etc), which should be developed in tandem with such an experimental design.

Hypothetical recommendations. This study focused solely on the different explana-
tions evaluation, and we have not fully explored the role of these explanations in a live
recommendation setting in groups. This means a lower ecological validity of the study,
but it also allowed us to control for many external factors such as familiarity with specific
songs, visual appeal of albums, etc.

Domain specific results. Like many previous evaluations of an adaptive system, we are
evaluating an adaptation in one particular domain (music) [126]. This is a low-risk domain,
and it is more difficult to say if they would have chosen to disclose less information in high-
risk domains. This point was also mentioned in the user comments, e.g., “The information
is not at all sensitive. Why would I care if people know what music I like?” or “... I don’t see
song preferences and ratings as highly sensitive information.”

Negative formulation of personality. We made some simplifying assumptions about
the formulation of the natural language explanations. Most notably, the part focused on
personality focused on (a) group member(s) with strong opinions. This is based on pre-
vious work which recommended basing explanations on strong opinions, which found
that saying some group members had weak opinions was not tactful [108]. However, user
comments in our study suggest that many users found this part of the explanation helpful,
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e.g., “... The fact that I liked it and would not be easily talked out of it would help to satisfy
the other people”.

Personality is a derived feature. Unlike rating and names, the personality of partici-
pants is somehow learned or calculated. This means that we cannot guarantee its accuracy,
and this, in turn, affects user acceptance of this part of the explanation. This may be part
of the reason that the frequency for the personality information was lower than for name
and rating. This was also mentioned in user comments: “... And I felt that personalities was
an assumption, at best.” or “... Furthermore, with the personality rating, I don’t think that
there is a lot of accuracy to that, and I’d probably scrap it.” However, we also see that many
participants also chose to disclose personalities, even for themselves. The personality in-
formation was hidden more often when combined with the name.

This experiment investigated which information people would like to disclose in expla-
nations for group recommendations. We found that certain types of information are more
sensitive than others, but we also see reasons to believe this varies between individuals.
We wanted to understand what contributes to these individual differences. For example,
the effect of the preference scenario (i.e., whether group members’ preferences are aligned
or not aligned with the preferences of the majority in the group) on perceived privacy risk.
User comments suggest that there are some differences in the levels of participants’ con-
cern about being singled out as a minority. To understand this better, in the next section
(see Section 4.2), we investigate the relationship between factors identified in the literature
and highlighted in this experiment that affects individuals’ perceived privacy risk, namely:
people’s personality, their relationship type in the group, and preference scenario when
explaining group recommendations.
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4.2 Experiment 2: Factors that Affect Privacy
This thesis started with the aim of studying what makes good explanations for group rec-
ommendations. In Chapter 3, we started by determining what information needed to be
conveyed to people in a group explanation for the recommended items. User comments
highlighted the need for protecting certain types of information when presenting an expla-
nation to the group, i.e., group members’ ratings of items. Besides, findings from previous
experiment suggest that there may be some individual differences in the levels of partici-
pants’ privacy risk of disclosing their information (the privacy preferences experiment,
see Section 4.1). To understand what contributes to these individual differences, in this
experiment, we investigate the relationship between factors identified in the literature
of individual privacy risk and also on the basis of the previous experiment (the privacy
preferences experiment). The first factor we investigate is users’ personality, modeled us-
ing the Five Factor Model (FFM, often referred to as the Big5). Furthermore, related work
[3, 43, 75] indicates that there are two more factors that have an influence on participants’
privacy risk: relationship type (both relationship strength and equality of positions) and
preference scenario (whether the active user’s preference is in the minority or majority
compared to others’ preferences within the group).

Our results indicate that the following variables have a significant impact on the par-
ticipants’ privacy risk: two facets of personality (Extraversion and Agreeableness), pref-
erence scenario, and relationship type. These findings will inform the design of group
explanation approaches in order to minimize privacy issues.

Therefore, we make the following key contributions:

• We investigate the relationship between factors identified in the literature that affect
individuals’ privacy risk: people’s personality, their relationship type in the group,
and preference scenario when explaining group recommendations.

• We conduct this user study with real groups of people (size=3). We implemented a
web-based system where people could form a group and do the experiment.

The contribution of this study is published as a full paper in Proceedings of the 29th
ACM Conference on User Modeling, Adaptation and Personalization [87].

4.2.1 Experimental Design
In this experiment, we investigate the following research question:

• How do people’s personality, their relationship type in the group, and preference
scenario affect their perceived privacy risk regarding group recommendation expla-
nation?

Pre-Studies
Before starting the main study we needed to (1) verify that the exposure of personal in-
formation in the explanations actually does raise privacy risk perception in participants
(pre-study 1) and (2) validate the instrument for measuring the privacy risk, which we
adapted from related work (pre-study 2).
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Pre-study 1: group explanation. Private information can fall under one or more of
the following nine categories: location, medical, drug/alcohol, emotion, personal attacks,
stereotyping, family or other associations, personal details, and personally identifiable in-
formation [9]. We selected the following subset which is relevant to the domain of tourism:
location, drug/alcohol, emotion, personal details, and personally identifiable information.
Some of this information is used in current tourism recommender systems, for example
Mohamed et al. [82] use users’ current location and emotion/mood, or Cheng et al. [11]
consider user personally identifiable information (e.g., gender, age, race) to recommend
personalized travel places to visit. In order to verify that the exposure of personal infor-
mation in the explanations actually does raise privacy risk in participants, we ran a study.
We asked ten colleagues from a computer science faculty to indicate how privacy sensi-
tive each type of information, specifically in the context of an explanation given to the
whole group, would be on a 5-point Likert scale ranging from 1 (non sensitive at all) to 5
(very sensitive). In addition, we provided an example from the explanation for each type
of information. For instance, for the Drug/alcohol category (e.g., you will love the Bulldog
coffee-shop, a cannabis store), for the Emotion category (e.g., you are sad), for the Personal
details category (e.g., your sexual orientation, LGBTQ+), for the Personally Identifiable In-
formation category (e.g., your birth-date), and for the Location category (e.g., your current
location). The mean score was above 3 (out of 5) for all the types. This result suggests that
the information used in the explanations is likely to provoke privacy risk.

Pre-study 2: establishing construct validity. Before we could measure the user’s pri-
vacy risk regarding the presented group explanation, we needed to establish the validity
of the instrument’s items. We used confirmatory factor analysis (CFA), which can estab-
lish both the convergent (the question items are actually measuring a single construct)
and discriminant validity (the question items are actually measuring different constructs).
A rule of thumb for CFA is to have at least five participants per questionnaire item [58].
For 8 items, the minimum number of required sample size for our study is therefore esti-
mated to be 40. The participants for this purpose were recruited using Prolific.⁴ We used
results from 40 participants, after removing 5 participants who failed an attention check.
The question items for measuring privacy risk were adapted for the purpose of our main
study from previous instruments developed for measuring consumer information privacy
in online contexts [62, 73]. We adopted a 5-point Likert scale ranging from 1 (strongly
disagree) to 5 (strongly agree). The values for both the CFI ⁵ and TLI ⁶ were above 0.95.
The value of the Standardized Root Mean Square Residual (SRMR) was below 0.5. These
values indicate a very good fit [58]. The question items with low squared loading values
were removed from the final instrument (3 out of 8 items were removed).⁷ The remaining
items were:

⁴www.prolific.co [July 2020].
⁵The Comparative Fit Index evaluates the model fit by analysing the discrepancy between the conjectured and
the null model.

⁶The Tucker–Lewis index is preferable for smaller data samples and it indicates how much the conjectured model
improves the fit relative to the null model.

⁷This decision is made on the basis of squared loading, using the recommended threshold of 0.50 [58]).
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• P1) The system disclosed, in this group explanation, information about me that I
consider private.

• P2) All things considered, this group explanation would cause serious privacy prob-
lems.

• P3) To me, it is the most important thing to keep my privacy intact from the group
members of the group I am in.

• P4) The system shows, in this group explanation, more information about me than
I am comfortable with.

• P5) This group explanation is revealing too much personal information about me to
the other group members.

Main study
In this section, we describe an online between-subjects study that investigates which fac-
tors influence the group members’ privacy risk regarding the information disclosed in the
presented group recommendation explanation.

We had two experimental manipulations (relationship type and preference scenario),
an observed variable (personality), and a dependent variable (privacy risk). The relation-
ship type variable takes the value of 1 for participants who are in a “loosely coupled hetero-
geneous group” (e.g., staff group including a manager), and 0 when they are in a “tightly
coupled homogeneous” group (e.g., friend group). We controlled the preference scenario
variable by setting its value to 1 for the member with minority preference (i.e., Carol in
the scenario description in Section 4.2.1) and to 0 for the members that are in majority in
terms of preferences (Bob and John from the scenario description).

We used the Big Five Inventory (BFI) to assess the personality on the five factors of
Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism [49]. It is
composed of 44 items with a 5-point Likert scale ranging from 1 (strongly disagree) to 5
(strongly agree).

For the qualitative analysis, we distinguish between high and low for each trait. First,
we aggregate all question items for each trait. Then after normalizing, we split the scores
into two bins around the normative mean value for that trait as obtained in a large data-set
of adult American Internet users [120]. With several question items, validated in the pre-
study 2 (see Section 4.2.1), we measured the group members’ privacy risk about a possible
loss of privacy as a result of the group recommender system presenting an explanation to
the group.

Procedure
In the previous section, we validated both the example explanation that we use in our user
study and the question items for the main variable that we are measuring, privacy risk,
in this user study. Here we introduce the online study we designed to evaluate people’s
privacy risk regarding a presented group explanation in the real groups.

We designed an online between-subjects experiment in which participants were ran-
domly assigned to form either a) a tightly coupled homogeneous group or b) a loosely
coupled heterogeneous group. The group size was set to three, similar to previous studies
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of group recommendation [44, 74]. This was executed in two phases: 1) setting up groups,
and 2) evaluating privacy risk.

Setting up groups. In this phase participants who see the advertisement and would like
to participate in our study click on the provided link and are redirected to our “sign up”
page. For each group, the experiment is initiated by one person, which we will refer to as
an inviter as they are requested to invite the other two members.

– Step 1: While inviters sign up, they need to invite two other group members based
on the group type we assign to them. For example for the “loosely coupled hetero-
geneous” type, they are requested to form a group where the position of members
is unequal, the members are relatively estranged, and intercommunication is less
frequent and less important (e.g., a staff group including a manager). By entering
the potential group members’ names and emails, an invitation email is sent to the
invitees.

– Step 2: When the two invitees get the invitation email they have a week to accept the
invitation. Once both invitees accept the invitation, all group members get an email
containing a link. This link which contains group members’ information redirects
them to the second phase (evaluating privacy risk), corresponding to that group.

Evaluating privacy risk. When all the group members are redirected to the second
phase, they go through the following steps:

– Step 0: Participants are shown a description of the scenario and the explanation for
the recommended point of interest (POI) as can be seen in the following example.

The defined scenario:
Imagine that you and your group members have a plan to visit a
place in Amsterdam together. A tourism app makes recommendations
for your group based on all group members’ individual preferences.
Carol has different tastes (preferences), compared to the other
two group members. The recommended place is Carol’s favorite. The
app has recommended the Bulldog coffee-shop to visit for your group
which will explain why it made this recommendation for all of you
as follows.

Names and ages will be adapted in the following explanations based on users’ in-
puts. Apart from that, it is the same for all the participants.
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The presented explanation:
“The ”Bulldog coffeeshop” (cannabis store) has been recommended to your
group since Carol will love it! The coffee-shop isn’t the primary preference
of Bob and John, but they are okay with it. Their preferences will be taken
into account in the next recommendations. Besides, Carol is feeling quite sad
today, and we know that she really wants to visit the coffee-shop and won’t be
talked out of it easily.
It’s a good recommendation geographically – it is close to all three of you.
Carol is at Vondelpark, only a minute’s walk from the coffee-shop. Bob and
John are at SoHo (LGBTQ+) bar, five minutes from the coffee-shop. You can
all meet there in 10 minutes.
Since you’re all above 18 years in age, you can buy cannabis at the coffee-shop
(Carol is 29, Bob is 28, and John is 35).”

– Step 1: Participants are asked to fill in some demographic-related questions as well
as a set of questions to assess their personality traits.

– Step 2: Participants are asked to answer a set of survey questions related to their
privacy risk of a shared explanation within the group in the defined scenario (the
same questions validated in Section 4.2.1). We also include three attention check
questions. At the end of the survey, participants are given the opportunity to freely
express their opinions regarding the key factors that can influence their privacy
preferences for a shared explanation in an open-ended question and the information
they considered private.

Hypotheses

We investigate the relationship between factors identified in the literature that could af-
fect privacy risk in the group, namely: personality, relationship type, and preference sce-
nario and individual privacy risk. We developed a conceptual model to understand the
relationship between those factors.

Figure 4.2 depicts the conceptual model, which includes a well-established connection
(personality -> privacy risk) and two new connections that may also apply in the context of
groups (relationship -> privacy risk and preference scenario -> privacy risk). We examine
this conceptualization through the proposed theoretical lens of privacy in groups.
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Figure 4.2: The conceptual model of disutility enhancers and reducers for perceived risk of disclosing personal
information in a group explanation.

That leads to the following hypotheses:

• H1a: Agreeableness will influence individuals’ privacy risk regarding the presented
explanation to the group.

• H1b: Neuroticism will influence individuals’ privacy risk regarding the presented
explanation to the group.

• H2: The relationship type people have in the group will influence their privacy risk
regarding the presented explanation to the group.

• H3: Preference scenario (having minority or majority preferences in the group) will
influence individuals’ privacy risk regarding the presented explanation to the group.

4.2.2 Results
To investigate the effects of different factors on the dependant variable, privacy risk, we
built a structural equation model (SEM) upon the data collected with our questionnaire
by using the R library Lavaan.⁸ All questionnaire items are modeled as ordinal variables.
SEM is able to analyze the effects in an integrative structure where we can associate all
the desirable effects.

The resulting SEM model (Figure 4.3) shows how type of relationship, preference sce-
nario and personality influences privacy risk. Based on the final results we removed two
question items (P1 and P2; which were validated in Section 4.2.1) with low squared load-
ing values and three question items (P3, P4, and P5; see Section 4.2.1) remained valid to
measure group privacy risk. The model has a good model fit: chi-square(205) = 340.423,𝑝 = .000; root mean squared error of approximation (RMSEA) = .047; 90% 𝐶𝐼 ∶ [0.026,0.059],
Comparative Fit Index (CFI) = .880, Turker-Lewis Index (TLI) = .808.

⁸http://lavaan.ugent.be/, October 2020
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Figure 4.3: The structured equation modeling (SEM) results. Numbers on the arrows represents estimated coef-
ficients (and standard error) of the effect. Significance levels: *** 𝑝 < .001, ** 𝑝 < .01, ‘ns’ 𝑝 > .05.

Participants
To determine the required sample size, we performed a power analysis [28] of a medium-
sized effect (0.5 SD) with a power of 85% in a between-subjects experiment. It showed that
a minimum of 100 participants are needed in total. This was inline with the suggested
minimum sample size for SEM in Knijnenburg and Willemsen [58].

The participants for this study were a convenience sample recruited through univer-
sity networks. 114 participants (38 groups of 3 people) voluntarily joined our study (Age:
Mean = 31.8, SD = 7.7; Gender: Female = 47%, Male = 53%). Half of the participants were
assigned to form a loosely coupled heterogeneous group (19 groups) and the other half
a tightly coupled homogeneous group (19 groups). By design,⁹ among those one-third of
participants (38 participants) were assigned to have minority preferences in the group and
two third majority preferences (76 participants). All responses were included in the data
analysis due to successful attention checks.

H1. Effects of Personality
Here we discuss the effects of the two personality traits we hypothesised would have an
effect on privacy risk:

H1a. Agreeableness. We found that the Agreeableness trait in our participants has sig-
nificant effect on their privacy risk (𝑝 < .01). The positive sign (coefficient=0.47) indicates
that people who scored high on Agreeableness perceived higher privacy risk rather than
people who scored low on this trait. Thus, we can accept hypothesis H1a: Agreeableness
will influence individuals’ privacy risk regarding the presented explanation to the group.

⁹Recall that in each group, one participant preferred the POI and this was in contrast with the preferences of the
other two group members who constituted the majority.
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H1b. Neuroticism. We found no significant effect of participants’ score on the Neu-
roticism trait on the participants’ privacy risk. We argue that one possible reason that we
did not find an effect could be the distribution of scores on this trait in our sample. Only
19 participants scored high on this trait in comparison to 95 participants with a low score
on this trait.

H2. Effects of Relationship
We found that people’s relationship type within the group has a significant effect on their
privacy risk (𝑝 < .001). Specifically, the negative sign (coefficient=−0.90) indicates that
participants in a tightly coupled homogeneous group (e.g., friend group) perceived a lower
privacy risk, compared to participants in a loosely coupled heterogeneous group (e.g., staff
group). Thus, we can accept hypothesis H2: The relationship type people have in the group
will influence their privacy risk regarding the presented explanation to the group.

H3. Effects of Preference Scenario
We found that having the minority or majority preferences in the group has a significant ef-
fect on people’s privacy risk (𝑝 < .001). Specifically, the results are consistent with confor-
mity: the positive sign (coefficient=0.97) indicates that people having minority preferences
perceived higher privacy risk rather than people having majority preferences. Thus, we
can accept hypothesis H3: Preference scenario (having minority or majority preferences
in the group) will influence individuals’ privacy risk regarding the presented explanation
to the group.

Post-hoc Analysis
The results from related work for the trait of Extraversion were weak and inconsistent.
Given that we included all the personality traits in our model, we are able to report the
results for Extraversion here for further comparison. Extraversion reflects people orienta-
tion and pleasure in social interactions. Descriptions of this trait include being talkative,
bold, assertive, sociable, and demonstrative [36]. We found that the Extraversion trait in
our participants has a significant effect on their privacy risk (𝑝 < .01). The positive sign
(coefficient=0.44) indicates that people who scored high on Extraversion perceived higher
privacy risk rather than people who scored low on this trait. We argue that a possible
reason that we found a significant and strong effect could be the distribution of scores on
this trait in our sample. We had a similar number of participants who scored high and low
on this trait.

Qualitative Feedback
We asked the participants to motivate their responses. In this section, we analyse their
comments to better understand whether the three factors (personality, relationship type,
and preference scenario) influenced privacy risk differently for the five information types
(Location, Drugs, Emotion, Personally identifiable Information, and Personal Details). The
users’ feedback was analysed using closed/fix coding [71]. They were coded based on one
or more information categories (among the five information categories) users mentioned
in their comments. For example, we coded the comment: “The description indicates both
that I would love a cannabis cafe, and that I am very sad. I consider both statements to
be way too personal and private!” for the category of Drugs and the category of Emotion.
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Then we divided these categories based on our three main factors: their relationship type,
preference scenario, and their personality. All participants’ comments were considered in
this analysis. Following we describe the results in detail.

Location. Personality. 31% (17 out of 54) who scored high on Extraversion, and 31%
(6 out of 19) who scored high on Neuroticism expressed privacy risk in their comments
regarding disclosing their current location. Also, 25% (18 out of 72), who scored high on
Agreeableness showed privacy risk about revealing their current location. Conversely,
only a few participants, about 5% of participants who scored low on these three traits,
showed privacy risk regarding this type of information.

Relationship type. 21% (12 out of 57) of participants who were in a loosely coupled
group expressed privacy risk about revealing their current location. From the participants
in a tightly coupled homogeneous group, only half of this number of participants ( 10%, 6
out of 57) expressed privacy risk for disclosing their current location to the group.

Preference scenario. 21% (8 out of 38) of participants who had minority preference
within the group expressed privacy risk in their comments regarding disclosing their cur-
rent location. Fewer participants (16%, 12 out of 76), who had majority preferences, ex-
pressed privacy risk for this type of information.

Drug/alcohol. Overall, participants expressed less privacy risk of disclosing this type
of information.

Personality. The highest number belongs to participants who scored high on Extraver-
sion: 15% (8 out of 54). A comparable number of participants who scored high on Agree-
ableness and Neuroticism expressed privacy risk of disclosing this type of information,
both 10%.

Relationship type. 17% (10 out of 57) of participants who were in a loosely coupled
group expressed privacy risk about revealing drug/alcohol information. From the partic-
ipants in a tightly coupled homogeneous group, only 2% (1 out of 57) expressed privacy
risk for disclosing this type of information to the group.

Preference scenario. 18% (7 out of 38) of participants who had minority preference
within the group showed privacy risk in their comments about disclosing drug/alcohol
information. A small proportion of participants about 8% (6 out of 76) of participants,
who had majority preferences, showed privacy risk for this type of information.

Emotion. Personality. Participants perceived more risk of disclosing their emotional
state in the group. The highest number belongs to participants who scored high on Neu-
roticism: 47% (9 participants out of 19). Besides, 37% (20 out of 54) of participants who
scored high on Extraversion perceived risk for this type of information in their comments.
Fewer participants about 18% (13 participants out of 72), who scored high on Agreeable-
ness, expressed this privacy risk.

Relationship type. 28% (16 out of 57) of participants who were in a loosely coupled
group expressed privacy risk about revealing their emotion. From the participants in a
tightly coupled homogeneous group, about 17% (10 out of 57) of the participants expressed
privacy risk for disclosing this type of information to the group.
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Preference scenario. 34% (13 out of 38) of participants who had minority preference
within the group expressed privacy risk in their comments regarding disclosing their emo-
tional state. Fewer participants about 10% (8 out of 76), who had majority preference
within the group expressed privacy risk for this type of information.

Personally identifiable information (age). Personality. 30% (16 out of 54) of partic-
ipants who scored high on Extraversion perceived risk about disclosing their age within
the group. Besides, 25% (18 out of 72) of participants who scored high on Agreeableness
perceived risk for this type of information in their comments. From participants who
scored high on Neuroticism, 19% (4 out of 19) stated this privacy risk.

Relationship type. 26% (15 out of 57) of participants who were in a loosely coupled
group perceived risk about revealing their age. From the participants in a tightly coupled
homogeneous group, about 10% (6 out of 57) perceived privacy risk for disclosing this type
of information to the group.

Preference scenario. 24% (9 out of 38) of participants who had minority preference
within the group expressed privacy risk in their comments regarding disclosing this type
of information. Fewer participants, about 14% (11 out of 76), who had majority preferences,
expressed privacy risk for this type of information.

Personal details (LGBTQ+). Personality. The highest number of participants who per-
ceived privacy risk about disclosing this type of information to the group were the ones
who scored high on Agreeableness: 26% (19 out of 72). For participants who scored high on
the two other traits, Extraversion and Neuroticism, fewer participants perceived privacy
risk for this type of information in their comments (10%).

Relationship type. 28% (16 out of 57) of participants who were in a loosely coupled
group showed privacy risk about revealing their sexual orientation. From the participants
in a tightly coupled homogeneous group, fewer participants, about 5% (3 out of 57), showed
privacy risk for disclosing this type of information to the group.

Preference scenario. 31% (12 out of 38) of participants who had minority preference
within the group showed privacy risk in their comments regarding disclosing this type of
information. Fewer participants, about 10% (8 out of 76), who had majority preferences,
showed privacy risk for this type of information.

4.2.3 Discussion
Following this, we look closer at our results and their implications.

Personality. We found that participants who scored high on Agreeableness or Extraver-
sion perceived more privacy risk of information disclosure. This was further supported
by the qualitative comments from participants. The comments indicate that participants
who scored high on Agreeableness were concerned more about their location, age, and
sexual orientation information than about other types of information (about 19% of these
participants). In contrast, the highest privacy risk for participants who scored high on Ex-
traversion was about their emotional information (about 37% of these participants). This
was similar for participants who scored high on Neuroticism (about 47% of these partici-
pants), who showed more privacy risk about their emotional information. As a guideline
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for designing explanations, we should adapt which information is disclosed depending
on the personalities in the group. Different personality traits varied in terms of which
information they found sensitive.

Relationship type. The highest number of participants, who perceived privacy risk
about sexual orientation and emotional information were in a loosely coupled heteroge-
neous group (about 28% of these participants). The highest number of participants, who
were in a tightly coupled homogeneous group perceived privacy risk about only emotional
information (about 17% of these participants). We should adapt to the loosely coupled het-
erogeneous group for all five information types.

Preference scenario. The highest number of participants who perceived privacy risk
about emotional information had minority preferences (about 35% of these participants).
This was about location information for the participants who had majority preferences
(about 16% of these participants). Minority preferences matter a little for all information
types, but in particular for emotion. We should adapt to people with minority preferences
in particular when disclosing emotion.

Information type. Among the five types of information we included in the explana-
tion, the highest number of participants perceived privacy risk for the emotional informa-
tion. Information regarding participants’ age came second with regards to the privacy risk.
Surprisingly, Drugs appear to be the least important to adapt to (18% max). This might
be related to the cultural background of our participants. As our participants mainly live
in the Netherlands, maybe in the Netherlands people are less sensitive in disclosing this
type of information. In the future, it would be interesting to study the relationship be-
tween the nationality/where participants live and their privacy risk for different types of
information.

Setting up groups. Recruitment of groups participants is a challenge when aiming
to control for the group type. The challenge increases when recruiting heterogeneous,
loosely coupled groups, in particular with a leader. A recommendation for future studies
is to first ask the participants from a “higher” position, rather than to recruit organically or
to request participants in “lower” positions to recruit others. We received feedback from
several participants that it is difficult for them to ask a person in a higher position (e.g.,
their boss) to form a group with them.

Limitations
In this section, we discuss the limitations of our study.

Firstly, we measured participants’ privacy risk for a hypothetical scenario rather than
their actual preferences. This might cause people not to be able to imagine the situation
very well. Although we used actual groups and participants’ answer to the open-ended
question shows their high engagement in the study, asking participants to imagine sharing
their information still might lead to different results than actually sharing it.

Secondly, we defined the scenario in such a way that we expected to maximize the
privacy risk. In future studies, we plan to study the effect on different information types
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in more detail. Besides, in our study we studied preference in relation to a single POI
which was sensitive due to being a coffee shop. Different results might be found for other
types of preference scenario.

In addition, participants were recruited from universities worldwide through our pro-
fessional networks. This sample may not be representative of the general population. For
example, an effect for the personality trait of Neuroticism might be found in a sample that
controls for the balance of high and low scores on this trait. Or the sensitive information
is probably less sensitive culturally for the majority of the members of this sample.

Our work could also benefit from the larger sample size. In this study, we considered
a bare minimum for relatively simple SEM models (100 observations). Besides, we relied
on the independence of the data points in our model.

Finally, this study was conducted in the context of recommendations for tourism. This
domain was suitable for studying group recommendations, as it is relatable for many par-
ticipants. However, the results may differ in domains where preferences are less subjective
in nature or differ in terms of their level of investment or risk [126].

In this section, we studied some factors identified in the literature that influence indi-
vidual’s perceived privacy risk of disclosing personal information, i.e., group members’
personality, the type of relationship they have in the group. Also on the basis of the previ-
ous experiment (the privacy preferences experiment), i.e., preference scenario (whether
their preferences are aligned or not aligned with the preferences of the majority in the
group). We studied these factors when disclosing several types of personal information
(i.e., location, drug/alcohol, emotion, personal details, and personally identifiable informa-
tion) in a single group explanation. The results helped us to see that these factors generally
affect individual privacy risk. As we found significant effects of the identified factors on
users’ privacy risk perception, in the next section, we study the effect of these factors on
people’s actual information disclosure (see Section 4.3). We expect to see the opposite
effect of factors on information disclosure (i.e., if a factor increases user privacy risk, it
decreases their information disclosure).
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4.3 Experiment 3: Disclosing Location and Emotion In-
formation

Explanations can be regarded as additional information that accompanies the recommen-
dations and serves various goals, such as explaining the way the recommendation engine
works to increase transparency [124]. Many studies have demonstrated the benefits of
adding explanations to automated recommendations (e.g., [42, 117]). Previous research
in this area has focused on explaining individual recommendations [42, 117]. When ex-
plaining recommendations to a group of users, it is challenging to recommend an item to
a group that satisfies all group members simultaneously [2]. In particular, an additional
aspect – users’ privacy – has to be taken into account. In this context, although showing
more information about group members could improve users’ understanding of the rec-
ommendation process and perhaps make it easier to accept items they do not like, users’
need for privacy is likely to conflict with their need for transparency [75], e.g., consider
the explanation “Alice is feeling sad today, and she really wants to visit this place”.

In the privacy factors experiment (see Section 4.2), we found three factors that in-
fluence the perceived privacy risk of information disclosure in the tourism group recom-
mendation context, namely, group members’ personality (modeled using the Five-Factor
Model [14]), preference scenario (whether the active user’s preferences align with the ma-
jority in the group or not), and the type of relationship (the relationship strength between
group members and equality of their positions). However, in that work, we looked at dis-
closing five kinds of different personal information (i.e., location, drug/alcohol, emotion,
personal details, and personally identifiable information) in a single group explanation.
So this needs further investigation to find out which of these personal information types
should be tailored for different personalities or group composition. Qualitative analysis
from user comments suggested that for example people with different personality traits are
concerned differently regarding different types of personal information (the privacy fac-
tors experiment, see Section 4.2). The importance of the information type (i.e., the general
category of the information that should be disclosed) is also highlighted by Mehdy et al.
[80]. In this experiment (see Section 4.3), we consider the tourism domain and consider
the specific personal information types individually rather than all in a single explanation.
Namely we study location and emotion, which are most used in current tourism recom-
mender systems (e.g., [82]). Another main distinction to our previous work (the privacy
factors experiment) is that we looked at participants’ actual information disclosure rather
than their perceived privacy risk of information disclosure.

To answer the above research questions, we designed a user study where participants
receive recommended point of interests (POIs) from the group recommender in both ma-
jority and minority preference scenarios. Depending on the preference scenario, they are
instructed to convince the group either to visit or skip a recommended place, by explain-
ing their arguments for suggestions to the group. To facilitate the study, we developed
TouryBot, a chat-bot agent that supports the natural dynamics of group decision-making.
Due to the diverse needs and preferences, recommendations for groups are particularly
challenging that often require discussions among group members. Our chat-bot allows
us to control the flow of information by suggesting gradual revealing of information to
users; at the same time, it improves the ecological validity of people chatting together
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about potential POIs.
Our results indicate that users generally perceive a larger privacy risk regarding the

disclosure of emotion-related compared to location-related information. In contrast to
previous research, we find no evidence that personality traits or preference scenarios af-
fect privacy risk. Our study also reveals the utility of providing users with the option of
partial disclosure of personal information, which appeared to be popular among the par-
ticipants to strike a balance between transparency and privacy. Our results, therefore, in
addition to discussing our research questions, show the effects of relevant design choices
– i.e., providing the option for partial information disclosure – that should be taken into
account when designing chat-bots and similar tools for decision-making in group recom-
mendations contexts. Therefore, we make the following key contributions:

• We study how individual differences (i.e., personality) and group compositions (i.e.,
preference scenarios) affect people’s privacy risk of location-related and emotion-
related information disclosure when explaining group recommendations to their
group.

• To create realistic scenarios of group decision-making where users can control the
amount of information disclosed in the group and have iterative interaction between
group members, we developed TouryBot. This web-based chat-bot agent generates
natural language explanations to help group members explain their suggestions to
the group in the tourism domain.

All material for analyzing our results and replicating our user study, (i.e., chat-bot
implementation, user study materials, data gathered in the user study, and the analysis
scripts) is publicly available: https://osf.io/6bfpd.

The contribution of this study is published as a full paper in Proceedings of the 32nd
ACM Conference on Hypertext and Social Media [88].

4.3.1 Experimental Design
In this section, we describe an online between-subjects study that investigates how per-
sonality and preference scenario relate to individuals’ privacy risk about disclosing their
current location (e.g., “John is on Vondelstraat (a central station in Amsterdam) and emo-
tion information (e.g., “John is feeling grief”) in a group recommendation explanation.

Specifically, we investigate the following research questions:
1. How do personality and preference scenario affect people’s location-related privacy

risk in explaining group recommendations to their group?

2. How do personality and preference scenario affect people’s emotion-related privacy
risk in explaining group recommendations to their group?

Study Platform
To answer the research question we implemented a web-based chat-bot that we call Toury-
Bot. For the UI we used a client in java (Vaadin AI Chat) ¹⁰ and implemented in Vaadin
framework.¹¹ The backend is written in python. SQLite was used for logging user inter-
¹⁰https://github.com/alejandro-du/vaadin-ai-chat, retrieved March 2021.
¹¹An open platform for building web apps in Java (https://vaadin.com/), retrieved March 2021.

https://osf.io/6bfpd
https://github.com/alejandro-du/vaadin-ai-chat
https://vaadin.com/
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Figure 4.4: The chat in the majority preference scenario between an active user and his group. a) indicates two
ongoing chats, one with a chat-bot and the group, b) indicates the active user (John) shares his preference (the
Van Gogh museum in this example) with his two group members (the two other group members, Bob and Alice,
are hypothetical) in a group chat.

Figure 4.5: The chat in the majority preference scenario between the chat-bot and an active user. a) indicates
two ongoing chats, one with a chat-bot and the group, b) indicates an ongoing chat with a chat-bot. Here the
user can indicate the level of location information they want to share to convince the other group member (Bob)
to visit the suggested POI.
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actions in the task. TouryBot includes two chat windows, one for the chat between the
system bot and individual members (see Figure 4.5), and the other for the chat with the
Group (see Figure 4.4). Users can seamlessly switch between the two chats to add system-
generated recommendations and explanations to their discussions with other group mem-
bers.

Measures
Inspired by our previous experiment (the privacy factors experiment, see Section 4.2),
this study considers an experimental manipulation of users’ preference scenarios; i.e., ei-
ther having minority preferences or majority preferences in the group. The relationship type
among group members was (in both cases) predefined as a “loosely coupled heterogeneous
group” (e.g., a lecturer and students). We additionally observed users’ personality traits
and included location-related, emotion-related privacy risk as dependent variables.

Independent variables
Preference scenario (binary). Each participant in our study was exposed to either
minority or majority preference scenarios, tasked to convince the group to either skip or
visit a POI through explanations that are privacy-sensitive.

• Minority preferences: the active user’s preference is in the minority within the
group. An item that is not the (active) user’s favorite has been suggested to the group
by other (synthetic) group members. In this case, the participant tries to convince
others to skip the recommended POI. This creates a trade-off between disclosing
more personal information (risking privacy violation) and going to a POI they are
not interested in.

• Majority preferences: the active user’s preference is in the majority within the
group. An item that is the user’s favorite has been suggested to the group. In this
case, the participant tries to convince others to visit the POI. This creates a trade-off
between disclosing more personal information and missing a POI they want to visit.

Personality (continuous). We used the Big Five Inventory (BFI) to assess individuals’
personality on the three traits of Extraversion, Agreeableness, and Neuroticism [49]. The
questionnaire is composed of 44 questions with a 5-point Likert scale ranging from 1
(strongly disagree) to 5 (strongly agree). Responses are aggregated by taking their mean.

Dependent variables
Location-related privacy risk (ordinal). We used three different levels of granularity
for location-related information to measure the group members’ privacy risk regarding
that information being disclosed in the group. Users had three options to choose from:
“no location” (value of 1) as has been considered as low-level granularity or not sensitive,
“neighborhood location” (value of 2) as has been considered as middle-level granularity or
medium sensitive, and “exact location” (value of 3) as has been considered as high-level
granularity or very sensitive.
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Emotion-related privacy risk (ordinal). Similarly, we used three different levels of
granularity for emotion-related information to measure the group members’ privacy risk
regarding that information being disclosed in the group: “no emotion” (value 1) as has
been considered as low-level granularity or not sensitive, “mild emotion” (value 2) as has
been considered as middle-level granularity or medium sensitive, and “intense emotion”
(value 3) as has been considered as high-level granularity or very sensitive.

Descriptive measures
We collected participants’ age and self-identified gender to enable a demographic descrip-
tion of our sample. Participants also stated how familiar they are with the city in recom-
mendation (Amsterdam) by responding on a 5-point Likert scale (ranging from “not at all
familiar” to “extremely familiar”). However, familiarity with Amsterdam did not make
any difference on the results.

Materials
Emotion content
This study concerns users’ willingness to disclose emotion- and location-related informa-
tion, which are among the five personal information types used in our previous experi-
ment (the privacy factors experiment, see Section 4.2). These two information types
have been used in current tourism recommended systems; e.g., Mohamed et al. [82] use
users’ current location and emotion (or mood) to recommend personalized travel-related
POIs to visit. We conducted a pre-study to identify which specific emotion would best lend
itself to be included in the scenario we would present to participants in the main study.
To do this, we aimed to verify which emotion-related information could raise privacy risk
in participants to be included in the explanation. Note that no pre-study was conducted
for location-related information as privacy risk about disclosing current location has been
studied extensively (e.g., [132]).

Ekman and Friesen [24] identify six basic emotions. Each of them has a corresponding
intense form (i.e., rage as intense form of anger, loathing as intense form of disgust, terror as
intense form of fear, ecstasy as intense form of happiness, grief as intense form of sadness,
and amazement as intense form of surprise) [106].

To decide which emotion to include in the study, we asked 18 students at our university
to imagine planning an activity with a group of people that they don’t feel very close
with, using a group chat. Furthermore, the social positions of the group members are
not equal. For example, the group could consist of a lecturer and some students, where
the participant is one of the students (i.e., a loosely coupled heterogeneous). They were
asked how comfortable they would be, in such a scenario, in sharing their emotions in
the group chat to explain and support their arguments, by responding on a 5-point Likert
scale ranging “extremely uncomfortable” to “extremely comfortable”. We asked students to
perform this evaluation for each of the six basic emotions and their corresponding intense
form. We also allowed participants to indicate additional emotions which they considered
sensitive to disclose.

We conducted a Repeated Measures ANOVA to analyze whether participants in the
pre-study had different levels of comfort regarding the disclosure of the different emo-
tions. Indeed, we found a significant difference (𝐹 = 19.57, 𝑝 < 0.001). Among the different
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emotions, participants were on average least comfortable with sharing sadness (mean =
2.06, sd = 0.94) and its corresponding intense form grief (mean = 1.67, sd = 0.84). We
thus chose this combination of sadness (basic emotion) and grief (intense emotion) for our
study.

Initial POIs
For the user study, we needed POIs for both the minority and majority preference scenar-
ios. To collect such POIs, we provided participants with ten initial POIs to rate on a 5-point
Likert scale (ranging from “definitely would not visit” to “definitely would visit”). The ten
initial POIs retrieved from the most frequently visited POIs in the city of Amsterdam from
the social location service Foursquare.¹² By using participants’ real preferences, we aimed
to increase the likelihood of a more realistic situation for users to imagine.

Procedure

Figure 4.6: Overview of the experiment procedure for each participant: the system presents a) a demographics
questionnaire and the preference elicitation step, b) either minority or majority preferences scenario which
includes questions both about location and emotional information, c) the final personality questionnaire. Arrows
indicate the order of information types are randomized.

Participants who accepted our task received brief instructions about the task and were
asked to check off an informed consent before beginning their task session. After consent
for the study participants went through the following steps.

Demographics & Preferences (Figure 4.6a). Participants first completed a short de-
mographic questionnaire. They were also asked their first name and to form their (hypo-
thetical) group by naming two people of whom they thought that 1) their social positions
were unequal and 2) they are not close to each other, i.e., communication among them
is not frequent (e.g., the group could consist of a lecturer and some students, where the
participant is one of the students). We also elicited their preferences as described in Sec-
tion 4.3.1. Note that the group always consisted of three group members, with only one
of them being an active user and the other two being hypothetical group members.

Preference Scenario (Figures 4.6b). Participants were randomly assigned to take part
either in minority or majority preferences scenario. If they were assigned to the minor-
ity preferences scenario, they were asked how much information regarding either their
location or emotion they are okay to share for an imaginary POI in Amsterdam with their
¹²https://developer.foursquare.com/, retrieved February 2021.

https://developer.foursquare.com/
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hypothetical group members (the order of information types was also randomized). We
informed them that these were not their real information, but they should imagine that
it is correct also not shared with anyone external. They had three options for how much
they are okay to share with their group as explained in Section 4.3.1. The active user could
use those options to provide more information about his current location or emotion to
support their argument to skip the suggested place by the hypothetical group member.

We toggled between skipping a POI (having minority preferences) and visiting a POI
(having majority preferences) in the way we convince the group. If they were assigned to
the majority preferences scenario, the active user tried to convince the group to visit to the
suggested POI by the user by providing more information to support the arguments. In
Figure 4.4, Bob (the hypothetical group member) asks why John (the active user) suggests
that POI. And as can be seen in Figure 4.5, the active user tried to provide more information
about his current location to support his arguments.

To terminate the dialog with the chat-bot in either scenario, we asked users if they are
okay now with the current explanation to the group or whether they still wish to edit it.
Participants had the option to go back to the information they chose already to disclose
more information to their group, as in real situations they could not decrease the amount
of information they already shared in the group. For the analysis, we only considered
users’ final decisions.

The two information types were randomized between participants, to prevent biases
due to ordering or learning effects. The options for how much information to show to
the group were ordered based on the information hierarchy from low information to high
information for example from no location to exact location.

To ensure that users read all the relevant conversations, we did two things: 1) showing
a pop-up to the user to switch to the other window when needed, and 2) duplicating the
messages to make sure that the user does not miss any information. For example, when in
group chat, a simulated conversation by a hypothetical group member (Bob) asked “Why
are you suggesting to go here?”, we showed a pop-up saying “you have a new message in
the Tourybot chat’ and a button to switch to the TouryBot chat. In the TouryBot chat, we
repeated this message at the beginning of the conversation with the active user (as can be
seen in Figure 4.5b).

Personality (Figure 4.6c). After completing the scenario, participants filled in the BFI
for assessment of their personality traits.

Participants
To determine the required sample size, we performed a power analysis [19] for a between-
subjects experiment. Assuming medium effects for all four factors (i.e, preference scenario
and three personality traits; odds ratio = 3) and otherwise assuming that participants who
are (a) in the majority setting and (b) have medium levels across the personality scales are
equally likely to choose between the three location or emotion preferences, we arrived at
a recommended sample size of 360. We recruited 374 participants from the crowdsourc-
ing platform Prolific.¹³ This platform has shown to be an effective and reliable choice for

¹³https://www.prolific.co



4.3 Experiment 3: Disclosing Location and Emotion Information

4

95

running relatively complex and time-consuming studies, e.g., for interactive information
retrieval [138]. To ensure reliable participation, we followed Prolific guidelines and re-
stricted eligibility to workers who had an acceptance rate of at least 80% and had at least
10 successful submissions on the platform. We paid participants the wage suggested by
Prolific. We excluded from our results participants who failed at least one attention check.

The resulting sample of 362 participants had an average age of 33.4 (sd = 13.5) with a
satisfactorily balanced gender distribution (51% female, 38% male, 11% other – which also
includes those who did not answer to this question).

Hypotheses
In Section 2.4, we discussed relevant literature on antecedents of privacy risk and disclo-
sure benefit and ultimately their effect on final personal information disclosure in group
recommendation context. Based on that we formulate the hypotheses that lead this work
as follows:

• H1.a) Extraversion affects location-related information disclosure.

• H1.b) Neuroticism affects location-related information disclosure.

• H1.c) Agreeableness affects location-related information disclosure.

• H1.d) Participants whose preferences are in the minority disclose less location-
related information compared to participants whose preferences are in the majority.

• H2.a) Extraversion affects emotion-related information disclosure.

• H2.b) Neuroticism affects emotion-related information disclosure.

• H2.c) Agreeableness affects emotion-related information disclosure.

• H2.d) Participants whose preferences are in the minority disclose less emotion-
related information compared to participants whose preferences are in the majority.

Statistical Analyses
To test our hypotheses, we performed two ordinal logistic regression (OLR) analyses [40]
(i.e., one to predict location-related and the other for emotion-related information disclo-
sure) with preference scenarios and the five personality scales extraversion, agreeableness,
neuroticism, openness, and conscientiousness as independent variables.¹⁴ We corrected for
multiple hypothesis testing by lowering the significance threshold to 0.058 = 0.00625 (i.e.,
applying a Bonferroni correction [89]).

4.3.2 Results
In this section, we discuss the outcomes of the hypothesis tests we conducted and present
several exploratory findings.

¹⁴Although our hypotheses concerned only the first three of the five personality scales, we added openness and
conscientiousness as covariates to the models to account for potential confounding factors.
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Hypothesis Tests
Tables 4.4 and 4.5 show the results from the OLR analyses regarding location informa-
tion and emotion information respectively. We found no evidence in favor of any of our
eight hypotheses (H1a - H2d; all 𝑝 > 0.00625; see also Section 4.3.1). In contrast, the
odds ratios (𝑂𝑅) of the regression factors we tested suggest that users were approximately
equally likely to have higher location-related privacy risk (i.e., disclosing their exact lo-
cation, their neighborhood location, or no location), holding constant all other variables,
across different levels of extraversion (𝑂𝑅 = 0.94, 95% 𝐶𝐼 [0.70,1.25]; H1a), agreeableness
(𝑂𝑅 = 0.81, 95% 𝐶𝐼 [0.56,1.17]; H1b), and neuroticism (𝑂𝑅 = 1.06, 95% 𝐶𝐼 [0.80,1.40]; H1c),
as well as different preference scenarios (i.e., minority and majority preferences in the
group; 𝑂𝑅 = 0.91, 95% 𝐶𝐼 [0.60,1.38]; H1d). Similarly, users were approximately equally
likely to have higher emotion-related privacy risk (i.e., disclosing their exact emotion, their
approximate emotion, or no emotion), holding constant all other variables, across differ-
ent levels of extraversion (𝑂𝑅 = 0.0.83, 95% 𝐶𝐼 [0.63,1.09]; H2a), agreeableness (𝑂𝑅 = 0.93,95% 𝐶𝐼 [0.65,1.31]; H2b), and neuroticism (𝑂𝑅 = 0.87, 95% 𝐶𝐼 [0.67,1.14]; H2c), as well as
different preference scenarios (𝑂𝑅 = 0.66, 95% 𝐶𝐼 [0.45,1.97]; H2d).

Table 4.4: Results of location-related information disclosure from an ordinal logistic regression (OLR) analyses
in a group explanation as a dependent variable (DV). Factors included two intercepts (i.e., due to the three-level,
ordinal dependent variables), preference scenario (pref) and the five different personality scales extraversion (extr),
agreeableness (agr), neuroticism (neur), openness (open), and conscientiousness (cons). Per factor, we report the 𝛽
regression coefficient, 𝑝-value, and 𝑂𝑑𝑑𝑠𝑅𝑎𝑡𝑖𝑜 (𝑂𝑅; with 95% confidence interval; CI). We tested some of these
factors as part of our hypothesis tests (see Section 4.3.1). However, no factors were statistically significant after
correcting for multiple testing (see Section 4.3.2).

DV: Location-Related Privacy Risk

Hyp. Factor 𝛽 𝑝 𝑂𝑅 [95% CI]

- Intercept 1|2 −1.11 0.38
- Intercept 2|3 1.66 0.19
H1a extr −0.07 0.65 0.94[0.70,1.25]
H1b agr −0.21 0.26 0.81[0.56,1.17]
H1c neur 0.05 0.71 1.06[0.80,1.40]
- open −0.17 0.31 0.84[0.60,1.18]
- cons 0.04 0.78 1.04[0.77,1.42]
H1d pref −0.09 0.66 0.91[0.60,1.38]

In sum, based on the OLR results, we cannot reject any of the null hypotheses oppos-
ing the hypotheses we aimed to test (see Section 4.3.1). Odds-ratios computed as part of
these analyses suggest that the hypothesized effects (i.e., of the three personality traits and
preference scenario on location-related and emotion-related privacy risk) may be absent
or much smaller than previously anticipated in this context.
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Table 4.5: Results of emotion-related information disclosure from an ordinal logistic regression (OLR) analyses
in a group explanation as a dependent variable (DV). Factors included two intercepts (i.e., due to the three-level,
ordinal dependent variables), preference scenario (pref) and the five different personality scales extraversion (extr),
agreeableness (agr), neuroticism (neur), openness (open), and conscientiousness (cons). Per factor, we report the 𝛽
regression coefficient, 𝑝-value, and 𝑂𝑑𝑑𝑠𝑅𝑎𝑡𝑖𝑜 (𝑂𝑅; with 95% confidence interval; CI). We tested some of these
factors as part of our hypothesis tests (see Section 4.3.1). However, no factors were statistically significant after
correcting for multiple testing (see Section 4.3.2).

DV: Emotion-Related Privacy Risk

Hyp. Factor 𝛽 𝑝 𝑂𝑅 [95% CI]

- Intercept 1|2 −1.83 0.12
- Intercept 2|3 −0.10 0.93
H2a extr −0.19 0.18 0.83[0.63,1.09]
H2b agr −0.08 0.66 0.93[0.65,1.31]
H2c neur −0.14 0.31 0.87[0.67,1.14]
- open −0.11 0.51 0.90[0.65,1.24]
- cons 0.27 0.06 1.32[0.99,1.75]
H2d pref −0.42 0.03 0.66[0.45,0.97]

Exploratory Findings
We would expect to find an effect of personality and preference scenario on participants’
information disclosure to their group, however, surprisingly we did not find any effect. In
this section, we present several exploratory findings that may help to explain this surpris-
ing results from the hypothesis tests.

Familiarity. Most participants were not familiar with the city in recommendation (Am-
sterdam), as 85% of them selected one of the bottom three options from the Likert scale.
Moreover, familiarity was unrelated to location- or emotion-related privacy risk (𝑝 =
[0.47,0.90]; results of ordinal logistic regressions).

Partial disclosure. Table 4.6 shows that nearly half (40%) of participants chose to par-
tially disclose both location-related and emotion-related information (i.e., disclosing their
neighborhood location or approximate emotion) rather than fully hiding or disclosing it.

Information type. In line with previous research [80], we found that privacy risk varies
depending on information types, with significantly larger risk of disclosure for emotion-
related compared to location-related information (𝑉 = 4831.5, 𝑝 < 0.001; result of a Wilcoxon
signed rank test with continuity correction). Table 4.6 shows that, whereas 33% (122) of
participants did not share any emotional information, only 5% (19) of participants chose
not to share any location information with their group.
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Table 4.6: Number (and percentage) of participants across privacy risk of location (left) and emotion (right)
information disclosure.

Exact Loc. Neighborhood Loc. No Loc.

202 (55%) 149 (40%) 19 (5%)

Exact Emot. Approximate Emot. No Emot.

100 (27%) 148 (40%) 122 (33%)

Task completion time. Participants who were exposed to the minority preferences
scenario spent more time performing the task (mean = 132.1s, sd = 65.5s) compared to
participants who were exposed to the majority preferences scenario (mean = 103.5s, sd =
53.6s; 𝑡 = 4.55, 𝑝 < 0.001; result of an independent samples 𝑡-test). This shows that, although
participants disclosed similar amounts of information in the two preference scenarios, they
may be more hesitant in doing so when placed in the minority. This might be because, in
this scenario, they had a more difficult time to give away some information to convince
other group members to skip the suggested place. In line with this, we found that 70% of
participants who changed their privacy setting to disclose more information at the final
step of the study were participants in the minority preferences scenario.

Qualitative Feedback
We asked the participants to motivate their responses. In this section, we analyse their
comments to better understand why they disclose more or less personal information to
the group.

Partial disclosure. In line with the results, people seem to be happy to have the partial
disclosure option to balance between their need to convince other group members and
their need to not violate their own privacy.

For example, “I liked that there was the option to share approx location rather than exact.”,
or, “I didn’t want to give too much information away to people I didn’t know, but I wanted to
be able to give good enough reasons for my choices.”, and another one, “I wanted to share my
approximate location and approximate emotion to try to convince ... that going to the veggie
restaurant was a good idea but I did not want to go into too much specific detail about how
I was feeling because we do not know each other well and that felt too personal to share in a
group chat.”

Changing their mind. Only a few participants (16%) changed their first selected op-
tions of disclosing information and actually disclose more with their groups. Interestingly69% of those were high neurotic people and mainly they mentioned they nudged to dis-
close more information.

For example, “... it felt embarrassing to provide the exact emotion, but the group members
were argumentative and kept pushing, so it felt like I needed to justify myself.” or “I offered
less information at first then added more in an effort to convince the other members.”, or, “i
don’t like revealing information about myself unless it is necessary.”

Relationship. In this study, we kept the relationship constant, however, 10% of partic-
ipants explicitly mentioned the effects of the relationship that caused them to share less.
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For example, “I would be happy to offer my opinion on where I would like to go in Ams-
terdam, but I would not be comfortable sharing my emotions with people I do not know very
well. If I was in Amsterdam with close friends I would tell them I am feeling depressed.”

Chat-bots design. Overall, more than 80% of participants greatly enjoyed using the
chat-bots and found it unique, engaging, interactive, suitable for planning their trip with
a group, and potential for actual products.

For example: “I enjoyed filling out the study. seems a good idea for planning a trip.”, or,
“It was a cool, interactive and interesting study, much more interesting than many others.”,
or, “study was really engaging and different, I had a really good time taking part in it.”, or,
“Think the study was interesting and has potential for actual products.”

4.3.3 Discussion
We presented a user study to investigate the effects of three personality traits (i.e., extraver-
sion, agreeableness, and neuroticism) as well as preference scenario (i.e., having minority
or majority preferences) on users’ privacy risk in a realistic chat-bot scenario (see Sec-
tion 4.3.1). Our results contain no evidence for any of these effects (see Section 4.3.2). In
contrast, the odds ratios we computed suggest that the effects we aimed to investigate
may not be present in the context of our study.

These findings are not in line with the previous experiment that suggests that the
preference scenario, as well as personality traits, do affect users’ privacy risk (the privacy
factors experiment, see Section 4.2). In this section, we discuss our results. We describe
several potential reasons for why they contrast previous research in this area and highlight
important implications for the design of chat bots and similar tools that aim to bridge the
gap between group recommendation systems and consumers.

Task design. Our study exposed users to one of two tasks: either (1) to convince other
group members to accept visiting the suggested POI or (2) to convince other group mem-
bers to skip the suggested place. Both tasks thus required participants to convince other
group members. Therefore, one explanation for why we did not obtain the expected results
is that our task design nudged participants into a “convincing mindset”. For future work,
it would be helpful to look at whether the “convincing mindset” shelters these effects.

POI sensitivity. To make the scenario more realistic for participants, in this study we
used regular POIs; i.e., 10 most frequently visited POIs from Foursquare’s five main cate-
gories (e.g., Arts & Entertainment and Food). This was different compared to our previous
experiment (the privacy factors experiment, see Section 4.2) that reported effects of
preference scenario and personality traits on privacy risk, where particularly a sensitive
POI was used (e.g., a cannabis store). The arguably lower overall privacy sensitivity in
our study might have diminished these effects, e.g., causing people having minority pref-
erences to feel less risk regarding the disclosure of their personal information compared
to these previous studies.

Partial disclosure. To provide users with an easier option (to be able to give away
some part of their information to convince other group members but still not disclose all
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their personal information) rather than only disclose or hide their personal information, in
addition to those extreme options, we offered partial disclosure of this information as well.
The high number of selections of this option for both information types (40%), suggests
this can be a beneficial option to offer in such a group explanation context. Besides, we
argue adding this middle option to this study rather than the previous studies which only
provided a show and hide options might cause some participants who would normally
choose either of the extreme options (show/hide) to choose this middle option.

Information types. The two types of information we included in this study were loca-
tion and emotional information. This decision was based on previous results that showed
that people perceived risk regarding disclosing these types of information in a group ex-
planation (the privacy factors experiment, see Section 4.2). Furthermore, in our study
especially 40% chose partial disclosure of each information type (e.g., neighborhood loca-
tion, approximate emotion) which shows people do perceive privacy risk regarding these
information overall.

Task completion time. We found significant task completion time differences between
participants exposed to the minority preferences scenario with those who were exposed to
the majority preferences scenario. This suggests that participants may have had difficulty
deciding but then went with it.

Implications. Our study design diminished previously demonstrated effects (i.e., the
factors identified in the privacy factors experiment, did not affect people’s disclosure
behavior.), which might be important for designing chat-bots in such a group recommen-
dation scenario. This can help to avoid nudging people into some “convincing” mindset as
in this context they might disclose more personal information than they are comfortable
with.

Limitations and Future Work
General privacy concern. In this study, we did not find an effect of personality traits
and preference scenario on privacy risk. There might be an additional mediating factor
that affects participants’ privacy risk. For example, it would be beneficial in future work
to also measure general privacy concern [61] to see if it mediates privacy risk of disclosing
personal information in a group.

Hypothetical group. In this study, we only had one active user to control the group
scenario in a way to see if there will a group member who needs to be convinced how
much information the active user is OK to share in the group. For future work, it would
be more realistic to use real groups to see how group members deal with this tension of
disclosing more information to convince other users to accept what they want but on the
other hand not violating their privacy by disclosing too much personal information.

Constant relationship. In this study, we only picked one type of relationship that in
the previous study has been shown to perceive higher privacy risk. However as some
participants (10%) explicitly mentioned in their comments, that the type of relationship
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affected their choice to share less emotion or location information with their group, this
is an interesting future work to study the effect of the relationship on privacy risk in more
details.

User control. To be able to study participants’ privacy risk we only provide options
that they can argue their choices with other group members (or only provide more infor-
mation for their suggestions in case of the new, not convincing task design). However,
as stated in the comments as well mainly high agreeable participants needed an option to
just accept what other group members suggest and did not want to argue with them. In a
future study, all people to decide themselves if they convince other group members or if
they want to go along with other group members’ suggestions.

We conducted three experiments discussed in this chapter to answer which factors we
should model in the group to consider group members’ privacy risk of information disclo-
sure. The following section (see Section 4.4) summarizes our findings of the experiments
in this chapter.
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4.4 Chapter Conclusions
In a group recommendation/decision context, there is information that we can present to
people in a group to help them reach a consensus on the recommended items. Adding
more detailed information in situations when there is disagreement in the group seems
more beneficial. However, this leads to an increase in individuals’ privacy risk perception.
This chapter covered three experiments looking at the factors influencing individuals’ pri-
vacy risk perception of information disclosure and, ultimately, their disclosure behavior
in the group. The privacy preferences experiment investigated which information peo-
ple would like to disclose or not disclose in explanations for group recommendations. The
results suggested individual differences regarding privacy risk perception of information
disclosure. To understand what contributes to these individual differences, the privacy
factors experiment investigated the relationship between factors identified in the litera-
ture and on the basis of the previous experiment that affect individuals’ privacy risk. As
we found significant effects of these factors on users’ privacy risk perception, we stud-
ied the effect of these factors on users’ actual disclosure in the information disclosure
experiment. We expected to see the opposite effect of factors identified in the privacy
factors experiment, on information disclosure (i.e., if a factor increases user privacy risk,
it decreases their information disclosure). However, neither the personality traits nor the
preference scenario affected people’s actual disclosure.

Experiment 1: privacy preferences. We presented a framework adapted to users’ pri-
vacy preferences to generate natural language explanations for groups, aiming to evaluate
which information to disclose in explanations for group recommendations. We compared
these privacy preferences for different low consensus scenarios, where either the active
user or their acquaintances did not get their preferred item (when the group has a disagree-
ment on the recommended item), and a high consensus scenario where everyone got their
desired item (when the group has an agreement on the recommended item).

We found that people use more privacy options in both low consensus scenarios than
in high consensus scenarios. They also avoid selecting the combination of name and a
strong opinion of a group member(s). Moreover, users’ responses to the evaluation ques-
tions encouraged findings that our provided privacy control options were correct and had
enough choices.

In line with previous work, [62], our findings suggest that there may be some individ-
ual differences in the levels of participants’ concern about being singled out for having dif-
ferent preferences. Whether we can predict which factors (e.g., personality, relationship,
etc.) contribute to these differences led our following study to investigate this further.

Experiment 2: privacy factors. In this study, we investigated and found an effect of
three factors influencing individuals’ privacy risks regarding an explanation of a tourism
group recommendation: relationship, preference scenario, and personality. Relationship
type has a substantial effect on privacy concerns.

The results showed that participants in a tightly coupled homogeneous group (the re-
lationship strength between group members is high, and their positions in the group are
equal) perceived lower privacy risk than in a loosely coupled heterogeneous group (the re-
lationship strength between group members is low and their positions in the group are not



4.4 Chapter Conclusions

4

103

equal). Besides, the preference scenario (whether group members’ preferences are aligned
or not aligned with the preferences of the majority in the group) also has a substantial
effect on privacy risk. Participants in the minority preference-wise perceived higher pri-
vacy risk than group members in the majority preference-wise. For personality, we found
the expected effect of the personality trait of Agreeableness on privacy risk. However, we
did not find the hypothesized impact of the trait of Neuroticism. Additionally, we found
an effect on the trait of Extraversion. Both Agreeableness and Extraversion positively im-
pacted privacy risk, meaning that an individual that shows high levels of Agreeableness
or Extraversion would perceive higher privacy risk.

Moreover, the participants’ comments suggested individual differences regarding which
information to disclose in relation to the three factors. This leads the following study to
investigate these factors regarding each individual information type.

Experiment 3: information disclosure. We presented a user study investigating the
effect of three personality traits and preference scenarios on users’ actual information
disclosure. We found that information disclosure varies depending on information types,
with significantly less disclosure for emotion-related than location-related information. Al-
though we have expected to see the opposite effect of factors, identified in the privacy
factors experiment, on information disclosure (i.e., if a factor increases user privacy risk,
it decreases their information disclosure), neither the personality traits nor the preference
scenario affected people’s disclosure behavior. One explanation for why we did not ob-
tain the expected results could have been that our task design nudged participants into
a “convincing mindset”. Our tasks required participants to convince other group mem-
bers, and overall, people disclosed more in a convincing mind-set. However, this could
have caused the “convincing mindset” overshadows the effects of previously identified
factors on actual disclosure, e.g., group configuration and relationship. Besides, several
studies show that when people decide on personal information disclosure, they trade off
the anticipated benefits (i.e., the extent to which users believe disclosing their personal in-
formation to their group members is beneficial for the group decision or their negotiation
position) with disclosure risks (i.e., the expectation of losses associated with the disclosure
of personal information to the group). This remains for the next chapter to investigate this
trade-off.

Wrap up

• When the recommended item is aligned with the minority’s preferences in the group
rather than the majority’s preferences, disclosing the identity (i.e., name) of the peo-
ple with the minority preferences in the group, together with their strong opinions,
should be avoided. Instead, the explanation is better to be made anonymous. For
example, some of the group members want to visit this place and won’t be talked out
of it easily.

• Our results suggested that information disclosure varies depending on information
types, with significantly larger disclosure for location-related than emotion-related
information.
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• We found contradictory results between the factors influencing people’s privacy risk
of information disclosure and their actual disclosure behavior. One explanation for
why we did not obtain the expected results could have been that our task design
nudged participants into a “convincing mindset”. Besides, to predict group mem-
bers’ actual disclosure behavior, we should consider other intermediate factors that
ultimately affect individuals’ disclosure behavior, not only the final behavior. For
example, measuring group members’ perceived privacy risk and disclosure benefit.

Based on these findings, in the next chapter, we focus more on the effect of task design
on actual information disclosure in the group, as well as trade-offs between privacy risk
and disclosure benefit and their effects on actual information disclosure.
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5
Antecedents of Information

Disclosure
To design textual explanations for group recommendations, in Chapter 3, we started by de-
termining what information needed to be conveyed to people in a group explanation for the
recommended items. User comments highlighted the need for protecting certain types of in-
formation when presenting an explanation to the group, i.e., group members’ ratings of items.
This leads us to investigate the factors that we should model in the group to consider group
members’ perceived privacy risk of information disclosure. In Chapter 4, we investigated the
important factors that influence group members’ perceived privacy risk (i.e., expectation of
losses associated with the disclosure of personal information in the group) regarding the gen-
erated explanations. In the privacy factors experiment (see Section 4.2), we found that
group members’ personalities (using the ‘Big Five’ personality traits), their preference sce-
narios (i.e., whether their preferences are aligned or not aligned with the preferences of the
majority in the group), and the type of relationship they have in the group (i.e., loosely cou-
pled heterogeneous like a colleagues group, versus tightly coupled homogeneous like a friends
group) have a strong influence on people’s privacy perception. In a follow-up experiment (the
information disclosure experiment, see Section 4.3), we investigated the effects of these
factors on people’s disclosure behavior (how they choose, if any, among the certain types of
personal information to share with their group members). Although we have expected to see
the opposite effect of factors on information disclosure (i.e., if a factor increases user privacy
risk, it decreases their information disclosure), neither the personality traits nor the preference
scenario affected people’s disclosure behavior. One explanation for why we did not obtain the
expected results in the information disclosure experiment could have been that our task
design nudged participants into a “convincing mindset”. To understand this better, the Task
design experiment (see Section 5.1) investigates the effect of task design on people’s actual
disclosure. The results revealed that task design (i.e., the pressure on users to convince the
group) affected participants’ disclosure decisions (for certain types of sensitive information).
The influence of task on actual disclosure leads to the idea that disclosure benefit and privacy
risk of information disclosure could cancel each other out in actual disclosure decision and re-
sult in smaller effects of the factors mentioned earlier (i.e., personality, etc.) on participants’
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actual information disclosure. This leads us to the third research question, which investigates
how people make the trade-off between disclosure benefit versus privacy risk to deciding on
information disclosure in a group explanation (RQ3). Disclosure benefit in our context refer
to the extent to which users believe disclosing their personal information to their group mem-
bers is beneficial for the group decision or for their own negotiation position within the group.
In fact, several studies show that when people decide on personal information disclosure, they
trade off the anticipated benefits with the risks of disclosure. In the benefit vs. risk experi-
ment (see Section 5.2), we further unpack participants’ disclosure decision by measuring their
perceived privacy risk and disclosure benefit. We find that these factors mediate the effect
of the previously mentioned factors (i.e., personality, etc.) on participants’ actual disclosure
behavior.

This chapter is based on part of a conference paper and a submitted journal paper:

• Shabnam Najafian, Tim Draws, Francesco Barile, Marko Tkalcic, Jie Yang, and Nava
Tintarev. Exploring user concerns about disclosing location and emotion information in
group recommendations. In Proceedings of the 32nd ACM Conference on Hypertext
and Social Media, pages 155–164, 2021

• ShabnamNajafian, GeoffMusick, Bart Knijnenburg, and Nava Tintarev. How do People
Make Decisions in Disclosing Personal Information in Tourism Group Recommendations
in Competitive versus Cooperative Conditions? Modeling and User-Adapted Interaction
(UMUAI) Journal, 2022, (under review)
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5.1 Experiment 1: Influence of Task Design on Informa-
tion Disclosure

This thesis aims to study what makes good explanations for group recommendations. Our
findings highlighted that people might be sensitive to disclose some of their information in
a group, e.g., their preferences (see Chapter 3). This led us to investigate the factors that
we should model in the group to consider group members’ privacy risk of information
disclosure (see Chapter 4).

In the privacy factors experiment (see Section 4.2), we found three factors that in-
fluence the group members’ perceived privacy risk in the tourism group recommendation
context, namely, group members’ personality (modeled using the Five-Factor Model [14]),
preference scenario (whether the active user’s preference is in the minority or majority
compared to others’ preferences within the group), and the type of relationship (the rela-
tionship strength between group members and equality of their positions). In the infor-
mation disclosure experiment, we aimed at further investigation to find out how these
factors affect group members’ actual disclosure behavior (see Section 4.3). Although we
have expected to see the opposite effect of factors on information disclosure (i.e., if a factor
increases user privacy risk, it decreases their information disclosure), neither the person-
ality traits nor the preference scenario affected people’s disclosure behavior.

The information disclosure experiment required participants to convince/persuade
other group members. Therefore, one explanation for why we did not obtain the expected
results could have been that our task design nudged participants into a “convincing mind-
set”. So in this study, we investigate the effect of task design on people’s actual disclosure.

To answer the above question, we designed a user study where participants receive
recommended point of interests (POIs) from the group recommender in both majority and
minority preference scenarios and are exposed to either persuasive or non-persuasive (de-
scriptive) task design. To be able to investigate the effect of task design we used the
exact same experimental setup as the previous study (the information disclosure ex-
periment), using TouryBot, a chat-bot agent that supports the natural dynamics of group
decision-making.

Our results revealed that task design had a strong effect on participants’ emotion-
related disclosure behavior. In particular, the nudging of users to convince the group
can partly explain such lack of evidence. Our results, therefore, in addition to discussing
our research questions, show the effects of relevant design choices – i.e., nudging people
to convince the group – that should be taken into account when designing chatbots and
similar tools for decision-making in group recommendations contexts.

Therefore, we make the following key contributions:
• We study the effect of task design (whether group members were instructed to con-

vince other group members of their opinion or not) on participants’ information
disclosure in the group.

• To create realistic scenarios of group decision-making where users can control the
amount of information disclosed in the group and have iterative interaction between
group members, we developed TouryBot. This web-based chatbot agent generates
natural language explanations to help group members explain their suggestions to
the group in the tourism domain.
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All material for analyzing our results and replicating our user study, (i.e., chat-bot
implementation, user study materials, data gathered in the user study, and the analysis
scripts) is publicly available: https://osf.io/6bfpd.

The contribution of this study is published as a full paper in Proceedings of the 32nd
ACM Conference on Hypertext and Social Media [88].

5.1.1 Experimental Design
As this experimental setup is the same as in the experimental setup described for informa-
tion disclosure experiment (see Section 4.3), we do not repeat the details in this section
but we only mention the changes. The information disclosure experiment exposed users
to one of two tasks: either (1) majority preference scenario where the active user need to
convince other group members to accept visiting the suggested POI or (2) minority pref-
erence scenario where the active user need to convince other group members to skip the
suggested place. Both tasks thus required participants to convince other group members.
To investigate if the task design of convincing other group members had an effect on our
study regarding actual disclosure, we adapted the task to a scenario in which the active
user was still placed in either a minority or majority preference but where the other hypo-
thetical group member did not push asking questions regarding the active user suggestion.
Instead, the hypothetical group member in this new design would simply agree with the
active user even before any location-related or emotion-related information was disclosed.
The only change in this new design compared to the task described in Section 4.3.1, thus,
were the questions asked by the hypothetical group member which adapted to i.e., for
minority scenario: “that’s alright, we can skip this place”, and for the majority scenario:
“that’s alright, we can visit this place”.

We recruited an additional 200 participants through Prolific with the exact same con-
ditions as information disclosure experiment (see Section 4.3.1). A required sample
size of 180 additional participants was computed in a simulation study beforehand. 179
participants remained after removing those who failed the attention checks. We added
this additionally obtained data to our data set of 362 participants from the previous study,
resulting in a data set containing 541 observations (i.e., 362 of which came from the con-
vincing task design and 179 of which came from the non-convincing task design). This
allowed us to run the ordinal logistic regression (OLR) analyses [40] again with convinc-
ing as an additional factor. Otherwise, the OLR analyses were performed in the same way
as described in Section 4.3.1.

Hypotheses
Based on what we discussed previously we formulate the hypotheses that lead this work
as follows:

• H1) Task design affects location-related information disclosure.

• H2) Task design affects emotion-related information disclosure.

5.1.2 Results
In this section, we discuss the outcomes of the hypothesis tests we conducted.

https://osf.io/6bfpd
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Hypothesis Tests
Whereas convincing did not have an effect regarding location-related information disclo-
sure (𝛽 = −0.25, 𝑝 = 0.17, 𝑂𝑅 = 0.78 with 95%𝐶𝐼 [0.55,1.11]), it did affect emotion-related
information disclosure (𝛽 = −0.97, 𝑝 < 0.001, 𝑂𝑅 = 0.38 with 95%𝐶𝐼 [0.26,0.54]). This means
that, when people had to convince other group members in our first task design, they dis-
closed more emotion-related information compared to our second task design where they
didn’t have to convince other group members. Although we did not find the same effect
regarding location-related information disclosure, the trend there went in the same direc-
tion as for emotion-related information disclosure. It could thus be that the convincing
aspect affected location-related information disclosure to a lesser extent and that we did
not collect enough additional data to pick it up. This would be in line with the exploratory
findings reported in Section 4.3.2 (i.e., that people are generally more willing to disclose
location-related information compared to emotion-related information). Finally, it should
be pointed out that, although we found that participants disclosed less emotion-related
information in the non-convincing task design, they still did not differ across personal-
ity traits or preference scenarios in this adapted context. This could be due to additional
confounding factors that we did not measure here.

5.1.3 Discussion
Task design. Our task design had an effect on emotion-related information disclosure
(see Section 5.1.2), which could be one of the reasons for getting contradictory results be-
tween two previous experiments, namely the privacy factors vs the information dis-
closure experiments. Although we have expected to see the opposite effect of previously
demonstrated effects on privacy risk to affect on information disclosure (i.e., if a factor in-
creases user privacy risk, it decreases their information disclosure), neither the personality
traits nor the preference scenario affected people’s disclosure behavior. So the informa-
tion disclosure study design diminished previously demonstrated effects, which might
be important for designing chat-bots in such a group recommendation scenario to avoid
nudging people into some “convincing” mindset as in this context they might disclose
more personal information than they are comfortable with.

Privacy vs. benefit. In this section, we investigated the influence of task design on ac-
tual information disclosure in the group explanation. We found that task design (i.e., the
pressure on users to convince the group) affected participants’ emotion-related informa-
tion disclosure. This leads to the idea of privacy calculus (the tension between disclosure
benefit versus privacy risk when disclosing information in a group explanation). Several
studies show that when people want to decide on personal information disclosure, they
trade off the anticipated benefits (i.e., the extent to which users believe disclosing their
personal information to their group members is beneficial for the group decision or their
negotiation position) with the risks of disclosure (i.e., the expectation of losses associated
with the disclosure of personal information to the group), which is known as the “privacy
calculus” [17, 70]. This remains for the next section to investigate this trade-off.
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In the next section (see Section 5.2), we further unpack participants’ actual disclosure
decisions by measuring their perceived disclosure benefit versus privacy risk. Based on
the literature, these factors might mediate the effect of the previously mentioned factors
(i.e., personality, etc.) on participants’ actual information disclosure.
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5.2 Experiment 2: The Trade-off between Risk and Bene-
fit on Information Disclosure

This thesis aims to study what makes good explanations for group recommendations. In
Chapter 3, we started by determining what information needed to be conveyed to people in
a group explanation for the recommended items. User comments highlighted that people
might be sensitive to disclose some of their information in a group, e.g., their preferences.
This led us to investigate the factors that we should model in the group to consider group
members’ privacy risk of information disclosure (see Chapter 4).

In an online experiment with real groups, we investigated the effects of three factors
on people’s privacy risk when disclosing personal information in the tourism context (see
Section 4.2). We found that group members’ personalities (using the ‘Big Five’ personality
traits), their preference scenarios (i.e., having minority or majority preferences compared
to two other group members), and the type of relationship they have in the group (i.e.,
loosely coupled heterogeneous, versus tightly coupled homogeneous) have a strong in-
fluence on people’s perception of disclosure risk. Surprisingly, in contrast to this result,
in information disclosure experiment (see Section 4.3), neither the personality traits
nor the preference scenario affected people’s actual disclosure behavior. However, upon
further investigation in task design experiment, we found that the task design (whether
group members were instructed to convince other group members of their opinion, or not)
affected participants’ emotion-related information disclosure.

So in this work, we try to investigate what other mediating factors could have been
caused this gap between people’s privacy attitudes compared to their disclosure behavior.
For example could it be that perceived privacy risk (i.e., the expectation of losses associated
with the disclosure of personal information to the group) and disclosure benefit (i.e., the
extent to which users believe disclosing their personal information to their group members
is beneficial for the group decision or their negotiation position) mediate the effect on
participants’ actual disclosure behavior. Several studies show that when people want to
decide on personal information disclosure, they trade off the anticipated benefits with the
risks of disclosure (i.e., [122]), which is known as the “privacy calculus” [17, 70]. Besides,
in the group recommendation context, this effect depends on the task design (whether the
task is designed as a competitive or cooperative task).¹ This thorough investigation of the
dynamics between these factors and disclosure will result in a theory of user modeling
that may inform considerations for generating group explanations automatically.

In this experiment, we find the intermediate factors that ultimately affect individuals’
disclosure behavior from more general intermediate factors (i.e., individual’s personality)
to more specific intermediate factors (individual’s privacy risk or disclosure benefit re-
garding one particular type of information). Results show that participants’ personalities
and whether their preferences align with the majority affect their perception of general
privacy. This, in turn, affects their trust in the group, which affects their perception of
privacy risk and disclosure benefit, which ultimately influence the amount of personal
information they disclose in the group. We also find that privacy risk is a significant pre-
dictor when people are exposed to the competitive task but it is not for the cooperative

¹Note this is the same setting as in the task design experiment, but from user comments it is clear that this
framing is more useful.



5

112 5 Antecedents of Information Disclosure

task.

• We design a conceptual model which helps us understand the relationship between
privacy risk and disclosure benefit and their moderating factors (i.e., individual’s
personality) on actual information disclosure decision in the group.

• To create realistic scenarios of group decision-making where users can control the
amount of information disclosed in the group and have iterative interaction between
group members, we developed TouryBot. This web-based chatbot agent generates
natural language explanations to help group members explain their suggestions to
the group in the tourism domain.²

The contribution of this study is submitted to the User Modeling and User-Adapted In-
teraction (UMUAI) journal 2022 together with Geoff Musick, Bart Knijnenburg, and Nava
Tintarev (under review).

5.2.1 Experimental Design
When people are in a situation where they have to decide where to visit next while travel-
ing in a group, they must make a trade-off between disclosing their personal information
to explain and support their arguments about what places to visit or to avoid (e.g., this
place is too expensive for my budget) and protecting their privacy by not disclosing too
much. This leads us to our main research question:

RQ How do people make a trade-off between disclosure benefit versus privacy risk in a
tourism group recommendation scenario?

In this section, we describe an online, between-subjects study that investigates how an-
tecedents of risk perception and perceived benefits relate to individuals’ trade-off between
disclosure benefit (i.e., disclosing their personal information to explain and support their
arguments) versus privacy risk (i.e., not violating their privacy by revealing too much)
when disclosing their personal information (e.g., their current location, emotion in-
formation, etc.) in a group recommendation explanation. Namely, we investigate: an
individual’s personality, trust in group, and general privacy concern as well as their
preference scenario, and task design.³

Study Platform
To answer the research question, we implemented a web-based chat-bot that we call Toury-
Bot. For the UI, we used a client in Java (Vaadin AI Chat) ⁵ and implemented in the Vaadin

²More specifically, the initial POI options were selected from the category of “Food” in Amsterdam (see Section
5.2.1 for the details).

³All material for analyzing our results and replicating our user study, (i.e., user study materials, data gath-
ered in the user study and the analysis scripts) is publicly available – (https://osf.io/z3hnp/?view_only=
5db14a9c31ac4592bbdadc98c5bbf7a3).

⁴The background color of the two chat windows (TouryBot chat vs. group chat) was selected to be different to
help participants better to differentiate between the two chats.

⁵https://github.com/alejandro-du/vaadin-ai-chat, retrieved March 2021.

https://osf.io/z3hnp/?view_only=5db14a9c31ac4592bbdadc98c5bbf7a3
https://osf.io/z3hnp/?view_only=5db14a9c31ac4592bbdadc98c5bbf7a3
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Figure 5.1: The chat in the peer majority and competitive task scenario between an active user and their group.
Shown are the two UI sections: a) switching between two ongoing chats, one with a chat-bot and one with the
group; and b) TouryBot suggests a place (the Oriental City in this example) for the whole group, one active user
(John) and his two hypothetical group members (e.g., Bob and Alice) in a group chat.

Figure 5.2: An example of chats where the active user is in the peer majority scenario (i,e., the user agrees with
the majority preference with their peer) and is given a competitive task. Shown are the two UI sections: a)
switching between two ongoing chats, one with a chat-bot and one with the group; and b) an ongoing chat with
a chat-bot (TouryBot) where the user can indicate how much information they want to share to convince the
other group member (Bob) to visit the suggested POI.⁴
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framework.⁶ The backend is written in Python. SQLite was used for logging user in-
teractions in the task. Tourybot includes two chat windows, one for the chat with the
Group (see Figure 5.1), and the other for the chat between the system bot and individual
members (see Figure 5.2). Users can seamlessly switch between the two conversations to
add system-generated recommendations and explanations to their discussions with other
group members.

Manipulations
Inspired by previous experiments (see Sections 4.2 and 4.3), this experiment considers two
factors that may influence information disclosure using between-subjects manipulations:
users’ preference scenario (3 conditions) and task design (2 conditions).

Preference scenario (binary). In a group size fixed to three, each participant in our
study was exposed to either minority or one of two majority preference scenario types.

• Minority: the active user’s preference is in the minority within the group. An item
that is not the (active) user’s favorite has been suggested to the group by TouryBot.

• Peer majority: the active user’s preference is in the majority within the group and
against their superior. An item that is the user’s favorite has been suggested to the
group.

• Boss majority: the active user’s preference is in the majority within the group and
in line with their superior or boss. An item that is the user’s favorite has been
suggested to the group.

The shown scenario was dummy coded into two dichotomous values for both minority
and peer majority tested against the boss majority.

Task design (binary). Each participant in our study was exposed to either a competitive
or cooperative task design.⁷

• Competitive task: In this case, the participant tries to convince others to either skip
or visit the recommended POI through privacy-sensitive explanations.

• Cooperative task: In this case, the participant is only tasked to reach a decision in
their group through privacy-sensitive explanations.

Measures
Personal information disclosure, disclosure benefit, privacy risk, general privacy concern,
trust in group, personality, and demographics were measured mainly using existing in-
struments. Except for demographic and personal information disclosure questions, all
items were assessed using a 5-point Likert scale with endpoints of ‘strongly disagree’ and
‘strongly agree’.
⁶An open platform for building web apps in Java (https://vaadin.com/), retrieved September 2021.
⁷Note this is the same setting as in the task design experiment, but from user comments it is clear that this
framing is more useful.
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Personal information disclosure. The primary dependent variable in our experiment
is participants’ personal information disclosure decision in a tourism group recommen-
dation. To decide which personal information to include in the study, we used personal
information categories listed in Caliskan et al. [9], which were derived from users’ tweets
on Twitter, and personal information used in Knijnenburg et al. [62], that used an online
health application context. We included those that are relevant to a tourism recommender
system context, namely the following personal information:

1. Emotion-related information (i.e., you feel grief today, this place cheers you up)

2. Location-related information (i.e., you are in the Vondelstraat, close to this place)

3. Financial-related information (i.e., this place is cheap, fits your budget)

4. Religion-related information (i.e., you only eat Kosher meals, which this place serves)

5. Health-related information (i.e., this place serves low carb food, which fits your
Paleo diet)

6. Sexuality-related information (i.e., you identify as queer, and this place is in a gay
neighborhood)

7. Alcohol-related information (i.e., this place sells craft beers, which fits your drinking
preferences)

Users chose among these seven types of personal information as to which ones to
share with their group members. In the final analyses, we consider all the information
types as sum scores for the primary model analyses (the value ranges between 0 –when
no information is disclosed at all–, to 7 –when all information is disclosed–). We consider
disclosure as a sum score since the sharing selections are not independent decisions (i.e.,
when participants do the disclosure, they see all the information types simultaneously in
a randomized order).

Disclosure benefit. In our context, perceived disclosure benefit refers to the “extent
to which users believe disclosing their personal information to their group members is
beneficial for the group decision”. To measure disclosure benefit for disclosing each type
of information, we created seven questions, one for each of the seven personal information
types that we included in the study as follows:

“I think disclosing my emotion-related information to these group members is beneficial
for the group decision.”

The emotion-related information above was adapted based on the type of information
asked. For the final analyses, the average disclosure benefit is centered on having a value
between −2 to 2.

Privacy risk. Perceived privacy risk in our context is defined as the “expectation of
losses associated with the disclosure of personal information in the group”. To measure
privacy risk for disclosing each type of information, we created seven questions, one for
each of the seven personal information types that we included in the study as follows:
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Table 5.1: Items used to measure participants’ privacy concerns and trust and the corresponding CFA outcome.

Factor Item
Factor

loading

General privacy

concerns

Alpha: 0.88
AVE: 0.550

Based on [63]

It usually bothers me when people ask me something personal.
I will tell people anything they want to know about me.
Compared to others, I am more sensitive about sharing personal
information with other people.
To me, it is the most important thing to keep things private from others.
When people ask me something personal, I sometimes think twice
before telling them.
I think it is risky to tell people personal things about myself.
I feel safe telling people personal things about me.
I feel comfortable sharing my private thoughts and feelings with others.

0.742
0.678
0.726

0.754
0.699

0.744
0.843
0.734

Trust in group

Alpha: 0.89
AVE: 0.761

Based on [50, 94, 121]

I trust the people in this group completely.
I feel comfortable giving my personal information to the people
in this group.
The people in this group are trustworthy.
The people in this group are honest.
The people in this group are sincere.

0.849
0.875

0.823
0.904
0.908

“I think disclosingmy emotion-related information to these groupmembers is too sensitive
for this type of group.”

The emotion-related information above was adapted based on the type of information
asked. For the final analyses, the average privacy risk is centered on having a value be-
tween −2 to 2.

General privacy concern. This privacy concern is a personal trait pertaining to how
concerned one is in general regarding their privacy. To measure general privacy concern
we used the 8-item scale developed in Knijnenburg et al. [63] (listed in Table 5.1). Note
this factor is scaled to have a variance of 1 in the final model.

Trust in group. By adopting the trust definition in Mayer et al. [78] to our context, the
trust one individual has for another in the group can be defined as “the willingness of an
individual to be vulnerable to the actions of other individuals by disclosing their personal
information”. To measure the active user’s trust toward their group members, we adapted
the items from previous research [50, 94, 121] as shown in Table 5.1. Note this factor is
scaled to have a variance of 1 in the final model.

Factor loading of the included items for measuring general privacy concern and trust in
group are shown in Table 5.1, as well as Cronbach’s alpha and average variance extracted



5.2 Experiment 2: The Trade-off between Risk and Benefit on Information Disclosure

5

117

(AVE) for each factor. The model has a good model fit: chi-square(64) = 271.991, 𝑝 < 0.001;
root mean squared error of approximation (RMSEA) = .079; 90% 𝐶𝐼 ∶ [0.070,0.089], Com-
parative Fit Index (CFI) = 0.986, Turker-Lewis Index (TLI) = 0.983. All included items have
a higher factor loading than the recommended value of 0.40 [58]. Values for both Cron-
bach’s alpha and AVE are good, indicating convergent validity, and the square root of
the AVE is higher than the factor correlation, indicating discriminant validity of the two
factors. The two factors are correlated with 𝑟 = −0.412 (significant at 𝑝 < 0.001).

Personality (continuous). We used the Big Five Inventory (BFI) to assess individuals’
personality on the five traits of Openness, Conscientiousness, Extraversion, Agreeableness,
and Neuroticism [49]. The questionnaire is composed of 44 questions with a 5-point Likert
scale ranging from 1 (strongly disagree) to 5 (strongly agree). Responses are aggregated
by taking their mean.

Descriptive measures. We collected participants’ age, self-identified gender, and na-
tionality to enable a demographic description of our sample.

Materials
We needed some Initial Places Of Interest (POIs) in Amsterdam to elicit participants’ pref-
erences for the user study. To collect such POIs and make sure they somewhat fit partici-
pants’ true preferences, we provided them with three initial POIs to rank. One POI among
these three initial POIs was selected to recommend to the group in the TouryBot based on
an active user’s ranking on the three initial POIs. To encourage disclosure, we always
recommended the active user’s top choice in the majority scenario, and for the minority
scenario, we recommended the user’s least favorite place. The three initial POI options
were retrieved from the most frequently visited POIs in the city of Amsterdam from the
category of “Food”, from the social location service Foursquare.⁸ Using participants’ actual
preferences, we aimed to increase the likelihood of a more realistic situation for users to
imagine.

Procedure
Participants received brief instructions about the task and were asked to check off an
informed consent before beginning their task session. After consent for the study, partic-
ipants went through the following steps.

Step 1: “Group formation”. Participants were asked for their first name and to form
their (hypothetical) group by naming two people they might be in a group with whom
they are not close. Further, participants were instructed to name members so that the
social positions of the group members were not equal (e.g., a student planning a trip with
a lecturer and another student or an employee planning a trip with a manager and an-
other employee). This way, participants were in a hypothetical group with a “peer” and
a “boss”. Note the relationship type among group members was (in all cases) predefined
as a “loosely coupled (weak ties) heterogeneous group” as described above (e.g., a lecturer

⁸https://developer.foursquare.com/, retrieved February 2021.

https://developer.foursquare.com/
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and students).⁹ Note that the group always consisted of three group members, where only
one is the active user and two are hypothetical group members.

Step 2: “Preference Elicitation”. We also approximated active user preferences by ask-
ing them to rank three POIs in Amsterdam as described in Section 5.2.1.

Step 3: “Group Discussion”. Participants were randomly assigned to participate in one
of our six scenarios (3 preference scenarios * 2 task designs).

Only one active user shares personal information to support their arguments in our
setup. Depending on whether the current user is in the minority situation or one of the
two majority type situations, they were tasked to convince other group members to skip
or visit the suggested place in the competitive task design, or they were assigned to reach
a decision in all three preference scenarios in the cooperative task design by disclosing
personal information. As can be seen in Figure 5.1, in the group chat window, the rec-
ommendation came from the system (TouryBot). This recommendation was based on the
majority vote aggregation function in the group. After TouryBot suggested a restaurant
for the group, the given active user was asked to switch to the TouryBot chat window. As
can be seen in Figure 5.2, in the TouryBot chat window, the user was presented with differ-
ent personal information options to support their arguments to the group (the background
color of the two chat windows (group chat vs. TouryBot chat) was selected to be differ-
ent to help participants better to differentiate between the two chats). They could choose
which information (if any) that they wanted to share with their group to either persuade
them or reach a decision with them. They could dynamically see the preview of the infor-
mation to be shared with their group based on their choices. After they shared as much
(if any) information as they wanted with their group members, the scenario ended with
one of the hypothetical group members saying, “Okay, let’s skip/visit this place”. Then
the participant was redirected to a questionnaire.

Step 4: “Questionnaire”. After completing the chat-bot activity, participants were
asked a set of questions to assess their perceived general privacy concern, trust in the
group members, personality traits, privacy risk, and disclosure benefit as described in Sec-
tion 5.2.1.

Hypotheses
In Section 2.4, we discussed relevant literature on antecedents of privacy risk and disclo-
sure benefit and ultimately their effect on actual personal information disclosure in group
recommendation context. Based on that we formulate the hypotheses that lead this work
as follows. Further, we develop a conceptual model to understand the relationship be-
tween those factors as can be seen in Figure 5.3. Inspired by single user recommender
systems evaluation framework suggested by Knijnenburg et al. [60], we establish the core
variables in the context of group decision making/recommendations as follows: personal
characteristics of group members (i.e., their personality), situational characteristics with
regards to the group (i.e., preference scenario), subjective aspects (i.e., their perceived risk
when disclosing certain personal information in the group), and actual behavior of group
members (i.e., when group members disclose their personal information in the group).

⁹Previously, in the privacy factors experiment (see Section 4.2), we found that privacy risk are perceived more
in loosely-coupled heterogeneous groups than tightly-coupled homogeneous ones. In this work, we, therefore,
focus on loosely coupled (weak ties) heterogeneous groups to consider privacy risk in an extreme case.
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Figure 5.3: Conceptual model for antecedents of personal information disclosure.

• H1) Participants who perceive a higher level of disclosure benefits are more likely
to disclose their personal information.

• H2) Participants who perceive a higher level of privacy risk are less likely to disclose
their personal information.

• H3) Participants who perceive a higher level of trust in the group members perceive
higher levels of disclosure benefit.

• H4) Participants who have been told that the group decision is a competitive task
perceive a higher level of disclosure benefit than participants who have been told to
address the decision as a cooperative task.

• H5) Participants whose preferences are in the minority perceive higher disclosure
benefits compared to participants in both majority scenarios.

• H6) Participants who have a higher level of trust in the other group members per-
ceive lower levels of perceived privacy risk.

• H7) Participants whose preferences are in the minority perceive higher levels of
privacy risk compared to participants in both majority scenarios.

• H8) Participants with a higher level of general privacy concern have less trust in
their group members.

• H9) Extraversion affects participants’ general privacy concern perception.

• H10) Agreeableness affects participants’ general privacy concern perception.
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• H11) Consciousness affects participants’ general privacy concern perception.

• H12) Neuroticism affects participants’ general privacy concern perception.

• H13) Openness affects participants’ general privacy concern perception.

5.2.2 Results
In this section, we discuss the outcomes of the hypothesis tests we conducted and present
exploratory findings. We built a structural equation model (SEM) upon the data collected
with our questionnaire by using the R library Lavaan ¹⁰.

Participants
To determine the required sample size, we performed a power analysis [19] of a small-sized
effect (0.2 SD) with a power of 85% in a between-subjects experiment. It showed that a
minimum of 277 participants were needed in total. This was in line with the suggested
minimum sample size for SEM in Knijnenburg et al. [58] (minimum 200 participants).

We recruited 280 participants from the crowdsourcing platform Prolific.¹¹ This plat-
form has shown to be an effective and reliable choice for run (two participants were ex-
cluded from the results). The resulting sample of 278 participants had an average age of
25.8 (sd = 7.5) with a satisfactorily balanced gender distribution (49% female, 50% male,
and 1% other).

Hypothesis Tests
The resulting SEM model (Table 5.2) shows how privacy risk and disclosure behavior and
their antecedents influence personal information disclosure in groups. Based on the fi-
nal results, all the question items to measure general privacy concern and trust in group
(see Section 5.2.1) remained valid. The model has a great model fit: chi-square(204) =364.150, 𝑝 < 0.001; root mean squared error of approximation (RMSEA) = .053; 90% 𝐶𝐼 ∶[0.044,0.062], Comparative Fit Index (CFI) = .987, Turker-Lewis Index (TLI) = .992. We
looked at the disclosure and respective privacy risk and disclosure benefit as an average
rather than on an individual item level because when people do the disclosure, they see all
the information types simultaneously and probably reason about what they will disclose
(not independent decisions).

The results show that the relationship between average disclosure benefit and overall
disclosure is significant (𝛽 = 0.927, 𝑝 < 0.001), supporting H1. Furthermore, a significant
negative interaction effect of average privacy risk and task design on overall disclosure can
be observed (𝛽 = −0.420, 𝑝 = 0.043). This finding suggests that when average disclosure ben-
efit seems to be the same (as there is a weak but strongly significant correlation between
the average disclosure benefit and average privacy risk, 𝛽 = −0.080, 𝑝 < 0.001), average
privacy risk has a significantly stronger effect when it is a competitive task versus a coop-
erative task on the overall disclosure. Given that we have a significant interaction effect,
the main effects cannot be interpreted in isolation. Therefore H2 is supported, but with
the caveat that it depends on task design (Section 5.2.2 describes the interaction effect of
risk and task design on disclosure in more detail).
¹⁰http://lavaan.ugent.be/, December 2021
¹¹https://www.prolific.co
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Table 5.2: The results of the SEM analysis of the final model. We tested these factors as part of our hypothesis
tests (see Section 5.2.1).

Hypothesis
Standardized

Estimates
Standard

Error
P-Value Supported?

H1: Benefit ->Disclosure (+) 0.927 0.137 0.000 Yes
H2: Risk ->Disclosure (-) -0.343 0.111 0.002 Yes
H3: Trust in Group
->Benefit (+) 0.178 0.026 0.000 Yes
H4: Task Design ->Benefit 0.035 0.060 0.566 No
H5: Minority
->Benefit
H5: Peer Majority
->Benefit

0.102

-0.114

0.076

0.076

0.161

0.118

No

H6: Trust in Group ->Risk (-) -0.123 0.031 0.000 Yes
H7: Minority
->Risk
H7: Peer Majority
->Risk

0.079

-0.026

0.086

0.086

0.341

0.750

No

H8: General Privacy
Concern ->Trust in Group

-0.358 0.058 0.000 Yes

H9: Extroversion ->
General Privacy Concern

-0.536 0.092 0.000 Yes

H10: Agreeableness ->
General Privacy Concern

-0.629 0.127 0.000 Yes

H11: Conscientiousness ->
General Privacy Concern

0.550 0.130 0.000 Yes

H12: Neuroticism ->
General Privacy Concern

0.093 0.090 0.301 No

H13: Openness ->
General Privacy Concern

-0.154 0.140 0.272 No
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Figure 5.4: The Structural Equation Model (SEM) for the data of the experiment. The model shows the subjective
factors behind users’ information disclosure decisions when using a group recommender system, and the effect
of personal and situational characteristics (Significance levels: *** 𝑝 < .001, ** 𝑝 < .01, * 𝑝 < .05, ‘ns’ 𝑝 > .05).

Besides, task design is not a significant predictor of average disclosure benefit (𝛽 = 0.035,𝑝 = 0.566), and therefore, H4 is not supported. Considering preference scenarios, it is not a
significant predictor of average disclosure benefit (𝛽 = 0.102, 𝑝 = 0.161) or average privacy
risk (𝛽 = 0.079, 𝑝 = 0.341), and H5 and H7 are not supported respectively. Furthermore, the
analysis results show that trust in group has a significant impact on both average disclosure
benefit and average privacy risk, supporting H3 (𝛽 = 0.178, 𝑝 < 0.000), and H6 (𝛽 = −0.123,𝑝 < 0.000). Moreover, general privacy concern negatively affects trust in group (𝛽 = −0.358,𝑝 < 0.000), supporting H8. We found that high levels of the agreeableness trait also has a
significant positive effect on trust in group (𝛽 = 0.338, 𝑝 = 0.004).

The analysis results indicate that three out of five types of personality traits (extro-
version, agreeableness, and conscientiousness) are related to general privacy concern (the
first two negatively and the last positively), supporting H9 (𝛽 = −0.536, 𝑝 < 0.001), H10
(𝛽 = −0.629, 𝑝 < 0.001), and H11 (𝛽 = 0.550, 𝑝 < 0.001). However, the relationship between
the other two personality traits (neuroticism, and openness) and general privacy concern is
not significant, and so H12 (𝛽 = 0.093, 𝑝 = 0.301) and H13 (𝛽 = −0.154, 𝑝 = 0.272) are not
supported. Additionally, minority preference scenario is found to have a significant posi-
tive relationship with general privacy concern (𝛽 = 0.386, 𝑝 = 0.018). Figure 5.4 summarizes
the final model.

We commit to make all data and code publicly available for the community to be able
to replicate and reproduce our study and results.¹² However, the raw results of our user
¹²https://osf.io/z3hnp

https://osf.io/z3hnp
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Figure 5.5: The jittered scatterplot displaying the distribution of perceived average privacy risk (x-axis) and the
corresponding overall information disclosure (y-axis) in two different tasks (competitive vs cooperative), with
estimated regression lines.

Table 5.3: Participants’ level of disclosure, average disclosure benefit, and average privacy risk per item.

Items Emotion Location Financial Religion Health Sexuality Alcohol

Level of disclosure 65(23%) 209(75%) 172 (62%) 25(9%) 116(42%) 28(10%) 78(28%)
Disclosure Benefit 3.3 4.0 3.6 2.7 3.8 2.4 3.0

Privacy Risk 3.1 2.0 2.7 2.9 2.4 3.1 2.6

study are anonymized, i.e., we do not publish participants’ identifiable information such
as user IDs.

Exploratory Findings
Here, we present several exploratory findings that may help explain the results of the
hypothesis tests.

Interaction effect of risk and task design on disclosure
Figure 5.5 visualizes the distribution of perceived average privacy risk (x-axis) and the
corresponding overall information disclosure (y-axis) in two different tasks (competitive
vs. cooperative), with estimated regression lines. For example, the red line shows as risk
increases users disclose less information in the competitive task. As seen in the figure, in
line with our findings, there is a negative slope for the cooperative task between overall
disclosure and perceived privacy risk, but this slope is smaller than it is for the competitive
task.

Disclosure behaviour per item
Here we look at each item individually to see how much of each type of information that
participants disclosed and how much benefit and risk they perceived regarding it. As can
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be seen in Table 5.3, people disclosed location and financial the most (75% and 62% respec-
tively) and sexuality and religion the least (10% and 9%). Among all seven information
types, it seems people found the location, health, financial, emotional, and alcohol infor-
mation more beneficial for this context to share with group members (disclosure benefit >=
3). They perceive more privacy risks when disclosing emotional and sexual information.

Qualitative feedback
Participants distinguished between the cooperative and competitive tasks in their quali-
tative comments. For example, in the cooperative task, when they were asked why they
disclosed certain information, some of them explicitly mentioned a group goal as shown
below:

“Because it can help in making an efficient decision.”, “Make them aware of my where-
abouts, so they come to make the right decision.”, “It is practical information that might help
in choosing the right attraction sites for the group.”, or “If you know/trust the group, you can
help them decide where to go.”. “Nowadays more and more people start to live a healthier life
so disclosing health-related information could be very useful to make a decision.”.

Comparatively, in the competitive task, people seemed to follow a more self-serving
(egocentric) goal to either not disclose or disclose certain information. Some examples
include the following: “I don’t think it’s fair to persuade someone to go somewhere based on
my location as opposed to theirs. But if we all had the same location roughly, that would be
fine.”, “Everyone is different, and what might be classed as the perfect diet to one person may
be viewed as boring and restrictive to others, therefore I didn’t feel this was a valid argument
in this case as I didn’t know the people.”, “I think they wouldn’t care and would just think
I’m too picky.”, “Health is extremely important, and I would not be willing to put myself in a
situation where something will compromise my health.”, or “As for the religion subject, even
if it’s personal, it has a big interest since it could stop me from eating or could lead to me
getting sick.”.

User comments indicate that they saw the task as competitive or cooperative and that
this informed the reasoning behind the disclosure. This can inform design regarding for-
mulating tasks in group recommender systems (e.g., focus on consensus and cooperation
when asking people for personal information).

5.2.3 Discussion
The study results provide exciting insights into users’ personal information disclosure deci-
sions in a tourism group decisions/recommendations context. They also demonstrate how
personal privacy risk perception and manipulated situational characteristics influence the
decision process. In this section, we reflect on these results, their design implications, and
the limitations of our study.

Establishing trust in the group is essential. Disclosure is a trade-off between risk
and benefit that is rooted in trust. When people have to decide where to visit next while
traveling in a group, the decision-making facilitator like the one we proposed performs
better if trust in the group is high. In that case, people perceive less privacy risk and
more disclosure benefit and ultimately disclose more personal information to help group
decision-making. It has also been shown that higher degrees of trust at the individual and
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group levels help group members implement more effective and meaningful processes
to make collective decisions [113]. Thus, we recommend making sure to establish trust
within the group beforehand. There are suggestions in different domains to facilitate trust
and active participation among group members by, for example, taking their opinions on
the decisions into account [67].

Interaction effect of risk and task design on disclosure. Although we expected to
see an effect of task design on disclosure benefit, we only found a significant negative inter-
action effect of average privacy risk and task design on overall disclosure. It could be that
for the selected task design in this study (or how the two task types were operationalized),
users did not perceive any distinguishable difference in the benefit of disclosing their in-
formation. Future work should investigate this with different types of task design or even
the same ones with different formulations. Regardless, the current study shows that how
the group decision task is framed (i.e., cooperative or competitive) can have a substantial
impact on how people make privacy decisions—in particular, it influences the importance
of risk in the decision. While the average level of privacy risk was roughly the same (2.7
out of 5) between participants in the competitive and cooperative task conditions, there is
a significant interaction effect of task design and privacy risk on information disclosure:
privacy risk has a significantly stronger effect on the disclosure decision when it is framed
as a competitive task (as compared to a cooperative task).

A potential explanation for this effect could be that the cooperative task was viewed
as having a more altruistic goal, while the competitive task was seen as having a more self-
serving goal, as can be seen through participants’ qualitative feedback in Section 5.2.2. In
the competitive task, the information disclosure is thus for one’s own benefit, hence peo-
ple will weigh their personal risk regarding the information disclosure with how much
benefit they think they are going to get out of this disclosure. Toma and Butera [129]
stated that competition activates the fear of being exploited (risk vulnerability), but also
the desire to exploit other people. They also add, in all information exchange situations,
competition activates tactical deception tendencies aimed at maintaining a positive self in
other people’s eyes [129]. In contrast, when people regard the information disclosure as
benefiting the group (i.e., in the cooperative task), then it seems one’s own privacy risk
becomes a less critical factor which leads to more disclosure—one that can be sacrificed for
the good of the group.¹³ In line with this, user comments give us an idea of how to formu-
late tasks in group recommender systems. As such, when designing for situations where
disclosure is crucial for the success of a system, designers should emphasize cooperative
aspects of the system’s goal in their communication to the users as in this case people are
more likely to disclose personal information (e.g. “Help make the recommendations better
by providing some information about you / your preferences”).

Effect of preference scenario on general privacy concern. Although we expected
that the preference scenario would have a direct effect on privacy risk and disclosure bene-
fit, there are two other mediating factors in between (i.e., first general privacy concern and

¹³This suggests that people would expect others to reciprocate this behavior. A future study with repeated
opportunities for mutual disclosure could investigate whether this influences participants’ behavior in the long
run.
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then trust). It is counter-intuitive that group members’ general privacy concerns (which
are often considered to be a stable personal trait) could have been influenced by our ma-
nipulation of the preference scenario (i.e., whether their preferences are aligned or not
aligned with the preferences of the majority in the group). However, as we measured pri-
vacy concern right after the experiment, the presented scenario might have had a lingering
effect on participants’ expression of that concern, even though the questions were asked
more generically. In particular, our study finds that when people are in a scenario where
their preferences do not reflect those of the majority, they perceive significantly higher privacy
concerns compared to people whose preferences are aligned with the majority (regardless of
whether this means that they are siding with a peer or with a superior). Their increased
concerns, in turn, have a negative effect on their trust in the group, which influences their
perception of risk and benefit, which may ultimately reduce the amount of information
they disclose.

Effect of personality traits on privacy. Our results indicate that extraverts have lower
privacy concerns; people with high agreeableness have lower privacy concerns and higher
trust; conscientious people have higher privacy concerns; however, there’s no effect of
neuroticism and openness. The findings of the effects of extraversion [104], agreeable-
ness [1, 104], and conscientiousness [104] are aligned with previous works, while other
findings regarding neuroticism and openness are not. Page et al. [100] give a potential ex-
planation for the inconsistent effects of personality on privacy concerns: in most research
personality serves as a crude proxy for more specific personal characteristics—such as
“communication styles”—that have a much closer relationship with privacy concerns. Us-
ing more specific personal characteristics remains open for future work.

Effect of agreeableness on trust. Our results indicate that high levels of the agreeable-
ness trait has a positive effect on trust in group and a negative effect on general privacy
concern. Agreeableness “involves getting along with others in pleasant, satisfying rela-
tionships” [101]. Agreeableness emphasizes trust, altruism, compliance and modesty [1].
Agreeable individuals are also less likely to judge others’ actions as potentially harmful
when faced with privacy threats. Hence, their tendency to trust and to be less suspicious
of their environment may reduce their privacy concern. Consequently, they may have
lower privacy concerns [104].

We conducted two experiments discussed in this chapter looking at the factors that
influence individuals’ disclosure behavior in the group to answer how people trade-off
between disclosure benefit versus privacy risk to decide on information disclosure in a
group explanation. The following section (see Section 5.3) summarizes our findings of the
experiments in this chapter.
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5.3 Chapter Conclusions
In a group recommendation/decision context, there is information that we can present to
people in a group to help them reach a consensus on the recommended items. Adding more
detailed information in situations when there is disagreement in the group seems more
beneficial. However, this increases individuals’ privacy risk perception (it is measured by
a possible loss of privacy as a result of the system presenting an explanation including
people’s personal information to the group) and ultimately decreases their information
disclosure in the group (it is measured by which personal information, if any, users share
with their group members). This chapter covered two experiments looking at the factors
that influence individuals’ disclosure behavior in the group.

Experiment 1: task design. In the privacy factors experiment (see Section 4.2),
we found three factors that influence the group members’ perceived privacy risk in the
tourism group recommendation context, namely, group members’ personality, preference
scenario, and the type of relationship. In a follow-up experiment (the information disclo-
sure experiment, see Section 4.3), although we have expected to see the opposite effect of
previously demonstrated effects on privacy risk to affect on information disclosure (i.e., if
a factor increases user privacy risk, it decreases their information disclosure), neither the
personality traits nor the preference scenario affected people’s disclosure behavior. The
information disclosure experiment required participants to convince other group mem-
bers. Therefore, one explanation for why we did not obtain the expected results could have
been that our task design nudged participants into a “convincing mindset”. So in this ex-
periment (see Section 5.1), we investigated the effect of task design on people’s disclosure
behavior.

We found that the task design (whether group members were instructed to convince
other group members of their opinion or not) affected participants’ emotion-related infor-
mation disclosure. There might be additional mediating factors that influence participants’
actual disclosure behavior. In the following experiment, we investigated other intermedi-
ate factors (i.e., individual’s personality as well as their preference scenario and the task
design) together, besides perceived privacy risk and disclosure benefit as these additional
measures might mediate the effect on participants’ actual disclosure behavior.

Experiment 2: benefit vs. risk. Our contradictory results between the privacy fac-
tors and the information disclosure experiments (where factors, i.e., individual’s per-
sonality as well as their preference scenario that influenced privacy risk did not consis-
tently affect disclosure behavior, see Section 4.2 and Section 4.3) could also be explained
by a tension between benefits and risks. In fact, several studies show that when people
decide on personal information disclosure, they trade off the anticipated benefits with the
risks of disclosure. This leads us to the benefit vs. risk experiment (see Section 5.2). We
presented an online user study investigating how individuals trade-off between disclosure
benefit versus privacy risk to decide on information disclosure in a group recommendation
explanation. For example, how individuals trade-off between disclosing their personal
information to explain and support their arguments while not violating their privacy by
revealing too much information regarding their current location, emotion, etc., in a group.
We specifically study how the following antecedents of risks and benefits relate to this
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trade-off: an individual’s personality (using the ‘Big Five’ personality traits), trust in group
(i.e., whether group members trust the other individuals in the group), general privacy
concern (i.e., an individual’s general tendency to worry about information privacy) as well
as their preference scenario (i.e., having minority or majority preferences compared to two
other group members), and task design (i.e., either instructed to convince the group to visit
or skip a recommended place or, to reach a decision in the group). Note that when design-
ing the experiment, we thought of task design in terms of convincing people as in the task
design experiment. However, in the new study design, we saw in user comments that they
perceived that task more as cooperative and competitive settings (see Section 5.2).

This experiment helps us formulate a model that shows which intermediate factors
affect individuals’ disclosure behavior, from more general intermediate factors (i.e., in-
dividual’s personality) to more specific intermediate factors (individual’s privacy risk or
disclosure benefit regarding each particular type of information). Results show that prefer-
ence scenarios and one’s personality (extroversion, agreeableness, and conscientiousness)
change their general privacy concern. The general privacy concern in turn significantly
affects their trust perception of the other group members. The trust in turn changes their
perception of privacy risk and disclosure benefit in two different directions, slightly higher
effect in benefit than risk. Ultimately there is a negative interaction effect of average pri-
vacy risk and task design, and a positive effect of benefit on people’s information disclo-
sure behavior in the tourism group recommendation context.

Wrap up
• Due to the diverse needs and preferences, recommendations for groups are particu-

larly challenging and often require discussions among group members. So to create
realistic scenarios of group decision-making where users can control the amount
of information disclosed, I developed and provided an open-source web-based chat-
bot, TouryBot.

• To protect group members from unwanted personal information disclosure in their
group, we should avoid urging people into a “convincing” mindset.

• We propose a conceptual model for transparency which considers different factors.
Through this model, we develop a better understanding between perceived risk and
benefit and how they interact with disclosure. To model this, we conduct a com-
prehensive statistical evaluation of the results using structural equation modeling
(rather than a series of regressions).

• We found privacy risk is essential and different between competitive and coopera-
tive tasks. This result suggests that, We should frame the task of finding a suitable
destination in the group cooperatively when asking people for personal informa-
tion; in this case, people are less likely to perceive risk. The literature states that
competition activates the fear of being exploited (risk vulnerability) and the desire
to use others. When they are doing it for the group (i.e., in the cooperative task),
then it seems their own privacy risk becomes less critical.

• We should establish trust in the group beforehand (i.e., that group members trust the
other individuals in the group) because the decision-making facilitator like the one
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we proposed performs better if trust in the group is high. When trust is high in the
group, people perceive less privacy risk and more disclosure benefit and ultimately
disclose more personal information, which helps groups make informed decisions.
This can be reached, for example, by taking the opinions of every group member on
the decisions.

This thesis represents a step towards developing explanations for group recommenda-
tion/decision systems by taking group members’ privacy concerns into consideration. The
next chapter (see Chapter 6) summarizes our findings in this thesis and provides design
recommendations for future work for designing explanations for group recommendations.
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6
Conclusions and Future Work

In this thesis, we have explored what makes good explanations for group recommendations
by considering group members’ privacy concerns. We mainly focused on studying the impact
of different individual and situational characteristics on people’s privacy risk perception re-
garding group explanations and modeling people’s actual disclosure decisions in this context.
There are both benefits for disclosing information in a group explanation as well as risks. Some
studies that only study information disclosure may not be able to detect this tension. Based
on a more profound understanding of users’ disclosure behavior, the core contribution of this
thesis is a privacy disclosure model. This model contains different individual and situational
models/characteristics that help predict users’ disclosure intention in a group decision/recom-
mendation context. In this last chapter, we summarize the main findings of what needs to be
considered when generating explanations for groups, reflect on the work carried out in this
thesis, and outline future research directions.
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6.1 Research Questions Revisited
In this section, we revisit and answer the three sub-research questions introduced in Chap-
ter 1 to answer our main research question: How do different factors influence individual
group members’ requirements towards a group explanation?
Note that the following sub-research questions have evolved in the process of my Ph.D.
project.

RQ1 What information should be disclosed in a group explanation to increase group
members’ satisfaction?

To answer RQ1, which addresses what information should be conveyed when gen-
erating a group explanation, we started with assessing different aggregation strategies
used to recommend items to groups (see Section 3.1). As with explanations for individ-
ual recommendations, explanations for groups can be designed based on the underlying
recommendation algorithm. The aggregation strategies (aggregate individual item-ratings
predictions which are given) are a form of recommendation algorithm for groups, which
is our basis in this thesis for the explanations that should be developed for group recom-
mendations. In the aggregation strategies experiment (see Section 3.1), we presented
a user evaluation of different explainable aggregation strategies. Based on the results, it
seems that it does not matter which aggregation strategy we use in terms of user satis-
faction as long as we explain it. So one way to understand whether the explanation is
necessary in the first place is to separate the output of the aggregation strategy from the
output of the explanation, which was investigated in the next experiment. So the aggre-
gation strategies versus explanations experiment (see Section 3.2) evaluates users’
perceptions regarding aggregation strategies and their explanations separately (in isola-
tion). It seems that explanations containing information about the aggregation strategy
do not significantly benefit group members (i.e., increase group members’ satisfaction) in
simple scenarios like the one we used (i.e., a few candidate items to choose from, and a
smaller group of users). However, these experimental results are not enough to claim that
explanations, in general, are not helpful for group recommender systems. More complex
scenarios might involve a more balanced situation between subgroups of people/users
with different preferences or a greater number of options to choose from; or group mem-
bers have item rating disagreement in such cases, an explanation of the approach used
might have an impact. Therefore, the formulating group explanations experiment (see
Section 3.3) proposes different group explanation styles for more complex scenarios, for
example, when a group member did not receive her favorite item and for a great number
of candidate items (10 items compared to 3 items in the aggregation strategies versus
explanations experiment). In that study, user comments highlight the need to protect
certain types of information, i.e., group members’ ratings of items. This suggests that
studying the other factors, such as privacy (i.e., protecting certain types of information
from the group) appears to be a more promising direction than explaining aggregation
strategies. This motivates our second research question RQ2.
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RQ2 How do different factors (i.e., individual differences, group dynamics, etc.) influence
individual group members’ privacy risk perception of information disclosure in a
group explanation?

Grounded on the findings of Chapter 3, to answer RQ2 which investigates the fac-
tors that we should model in the group to consider group members’ privacy, we decided
to go deeper into what people would disclose in a group explanation. In the privacy
preferences experiment (see Section 4.1), we find that there may be some individual dif-
ferences in the level of privacy risk. This leads us to the privacy factors experiment
(see Section 4.2), where we investigate which factors contribute to these individual dif-
ferences. We studied some factors identified in the literature that influence individual
privacy risk. Our results confirmed that these factors seem to matter in our experiment’s
context as well, namely: a) group members’ personality (using the ‘Big Five’ personality
traits), b) specific preference scenarios (i.e., whether the user’s preferences are aligned or
not aligned with the preferences of the majority in the group), c) the type of relationship
they have in the group (both relationship strength and equality of positions, i.e., loosely
coupled heterogeneous, versus tightly coupled homogeneous). The effects of these factors
on group members’ privacy risk perception were measured regarding all of the selected
information types (e.g., participant’s current location, emotion, financial, religion, health,
sexuality, and alcohol-related information) included in a single group explanation. Still,
the participants’ comments suggested individual differences regarding which information
to disclose in relation to the three factors. So we decided to study the influence of the user
model we predicted from the privacy factors experiment on disclosure for two specific
information types (location and emotion)¹. We studied disclosure for the two information
types separately, not in a single explanation as in the information disclosure experiment
(see Section 4.3). I developed a web-based chat-bot called TouryBot for this experiment to
create realistic scenarios of group decision-making where users can control the amount
of information disclosed. This chat-bot agent generates natural language explanations² to
help group members explain their arguments for or against the places suggested to the
group. Surprisingly, we did not find an effect of personality, preference scenario, or re-
lationship type on group members’ disclosure decisions. This result can be explained by
the study design, as our study asked users to convince other group members to accept
or skip the suggested place. Therefore, one explanation for why we did not obtain the
expected results is that our task design nudged participants into a “convincing mindset”.
The convincing mindset might cause participants to disclose more than they would want,
and perceived risk does not get expressed. Therefore, in Chapter 5, we study the effect of
task design and other potential intermediate factors on disclosure behavior.

¹We selected location and emotion information types among the five types of information we included in the
explanation in the privacy factors experiment (see Section 4.2). These two are the most used information
types in current tourism recommender systems (e.g., [82]).

²In this thesis, I use a template-based natural language generation technique by adding pre-defined templates
(i.e., contains a controlled vocabulary) which can be easily adapted and extended based on the user’s selected
options.
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RQ3 How do people trade-off between disclosure benefit versus privacy risk of informa-
tion disclosure in a group explanation?

Based on what we discussed in the information disclosure experiment, to answer
RQ3, we decided to go deeper into task design (see Section 5.1). The information disclo-
sure experiment asked users to do one of two tasks: either (1) to convince other group
members to accept visiting the suggested POI or (2) to convince other group members to
skip the suggested place. Both tasks thus required participants to convince other group
members. So the task design (convincing mindset) could have decreased the effects of fac-
tors on information disclosure – which have been demonstrated in the privacy factors
experiment – to the degree that we could not pick them up in the information disclo-
sure experiment. Therefore, in the task design experiment, we studied the effects of
task design, using the TouryBot introduced before. We found that task design affected
participants’ disclosure decisions (for certain types of sensitive information). So based on
the task design experiment’s results, we realized that the effect of task design on dis-
closure behavior is significant. This leads us to investigate the intermediate step using
the TouryBot in terms of privacy risk and disclosure benefit and their antecedents factors
(i.e., personality, etc.), not just in terms of what people disclose in the benefit vs. risk
experiment (see Section 5.2). There might be internal processes that happen that we do
not necessarily see in user disclosure behavior. This experiment helped us formulate a
privacy disclosure model that shows what factors affect individuals’ disclosure behavior,
from more general intermediate factors (i.e., individual’s personality) to more specific in-
termediate factors (individual’s privacy risk or disclosure benefit regarding one particular
type of information). Results indicate that individuals’ personality (using the ‘Big Five’
personality traits) and their preference scenario (whether one’s preferences align with the
majority in the group) affect their perception of general privacy. This, in turn, affects
their trust in the group, which affects their perception of privacy risk and disclosure ben-
efit when disclosing personal information, ultimately influencing the amount of personal
information they disclose. Besides, an interesting finding indicates that privacy risk on in-
formation disclosure is different for different types of tasks, specifically for a competitive
task (i.e., instructed to convince the group to visit or skip a recommended place) versus
a cooperative task (i.e., instructed to reach a decision in the group).³ Privacy risk signif-
icantly impacts information disclosure when the task of finding a suitable destination is
framed competitively but not when it is framed cooperatively. This suggests the cooper-
ative formulation of tasks can be used in group recommendations to facilitate reaching
consensus.

6.2 Practical Considerations
In this section, we outline how scientists and developers could use the work in this thesis to
further the development of privacy-preserving explanations for group recommendations.

³Note that when designing the experiment, we thought of task design in terms of convincing people as in the
task design experiment. However, as we saw in Section 5.2, the participants’ perception showed in the new
study design is more about cooperative versus competitive settings.
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6.2.1 Empirical Implications
• We recommend adapting the group explanation style (i.e., repairing vs. reassuring)

to the variation in user preferences (i.e., when there is group disagreement or agree-
ment on the recommended item). When all group members agree on the recom-
mended item, we recommend using reassuring explanations and keeping it short.
Otherwise, when people have different preferences in the group, using repairing
style explanations that focus on why the item is recommended and including more
details seems more beneficial (see Chapter 3).

• When the recommended item does not align with the majority preferences, we rec-
ommend being cautious about disclosing the identity (i.e., name) of the people with
the minority preferences in the group, together with their strong opinions, but in-
stead making it anonymous. For example, some of the group members want to visit
this place and won’t be talked out of it easily (see Chapter 4).

• We recommend making sure to establish trust (i.e., whether group members trust the
other individuals in the group) within the group for group decision-making. When
trust is high in the group, people perceive less privacy risk and more disclosure
benefits and ultimately disclose more personal information to help group decision-
making (see Chapter 5).

• The task of finding a suitable destination in the group should be framed coopera-
tively when asking people for personal information. As in this case, people are less
likely to perceive the privacy risk of personal information disclosure, which leads to
more disclosure. The literature states that competition activates the fear of being ex-
ploited (risk vulnerability) and the desire to use other people. When they are doing
it for the group (i.e., in the cooperative task), then it seems their own privacy risk be-
comes less critical, and they might be willing to disclose more personal information
to the group members (see Chapter 5).

• To develop a good explanation for group recommendations in terms of our goals,
we should first understand the group and its dynamics well. One-size-fits-all ex-
planation formulation should not be used for the group decisions/recommendation
context as our results show privacy concerns and disclosure behavior in groups is
very context-dependent and depends on the individual group members’ character-
istics as well as situational characteristics. We recommend, among other potential
factors, considering group members’ personalities, whether their preferences align
with the majority, their social relationship in the group, their trust in the receiver
(or, in our group recommender context, the group), task design (whether the task
of finding a suitable item for the group is framed cooperatively or competitively),
their general privacy concern perception, their perception of privacy risk and dis-
closure benefit to ultimately predict the amount of personal information they would
disclose in such a situation (see Chapter 5).
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6.2.2 Methodological Lessons Learned
• For experiments aimed at benchmarking, we recommend a thorough reporting on

how participants were recruited in a study as any selection of study participants
can influence the evaluation outcome, which should not be generalized outside the
scope of the scenario (see Chapter 3).

• We recommend ensuring consistency in measurement or describing and motivating
changes well to benchmark user studies (see Chapter 3).

• We recommend that future work not only describes the cases where explanations
can be generated but also represents the edge cases for which they cannot (see Chap-
ter 3).

• The recruitment of group participants for group experiments is a big challenge, espe-
cially when aiming to control the group type. The challenge increases when recruit-
ing heterogeneous, loosely coupled groups (i.e., a group of colleagues including a
manager). A recommendation for future studies is to first ask the participants from
a “higher” position rather than recruiting organically or requesting participants in
“lower” positions to form the group. We received feedback from several participants
that it is difficult for them to ask a person in a higher position (e.g., their boss) to
form a group with them.

6.3 Limitations and Future Directions
Designing explanations for group decisions/recommendations still has room for improve-
ment. Here, we discuss the limitations of our experiments and highlight a few promising
directions that can advance the design of explanations in the group decisions/recommen-
dations context.

Hypothetical personal information. We measured participants’ privacy risk, disclo-
sure benefit, and actual disclosure behavior regarding hypothetical personal information
rather than their actual personal information (e.g., their current location, emotion, finan-
cial, religion, health, sexuality, and alcohol-related information). The use of hypothetical
information allowed us to avoid privacy concerns with the experiment itself (which could
have resulted in a participant selection bias) and the effect of individual differences in
the sensitivity of participants’ actual personal information (e.g., someone with an alcohol
addiction will likely find their alcohol-related information more sensitive than someone
who does not drink alcohol). A downside of using hypothetical information is that our par-
ticipants may have been unable to imagine the situation or that they behaved differently
from how they would have behaved if the disclosure scenario presented in the experiments
considered their actual profile. Although we asked them to imagine that the experiments
scenario considered their real information, and participants’ answers to the open-ended
questions show their high engagement in the experiments, asking participants to share
hypothetical personal information still might lead to different results than if the experi-
ments would consider their actual personal information. Future work could attempt to
replicate our findings in real-world group decision-making settings.
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Hypothetical group. A related limitation is that our scenario involved hypothetical
group members (except for one experiment involving users in real groups). Because asking
people to form a group was challenging as not every member would accept to join or
continue until the end of the experiment. So even if one group member dropped out,
we needed to discard data for the whole group. To reduce the recruiting cost and the
complexity of the experiments, each group contained only one active user (participant),
who was asked to imagine a specific group based on the specified criteria. To increase the
realism of the scenario, we asked participants to enter the actual names of the people they
imagined to be in this group. We used those particular names throughout the experiment.
Future work could study people in real groups to see how group members with different
disclosure behaviors interact in a privacy-preserving way to reach a consensus.

Group size. To simplify the design of our experiments, the presented scenario always
involved a group of exactly three people (not an uncommon group size). Future work
could investigate how group size affects the outcomes of our experiments. The effect of
group size is not trivial. For example, a larger group means that any disclosure reveals
data to more people, which may increase the potential privacy risk. On the other hand, a
larger group also means that more people disclose their personal information hence one’s
own information may be sheltered in the sea of information. Larger groups also have
the potential to result in information overload. In that situation, recommending what
information is more important to justify one’s opinion becomes more critical since giving
too much information in the justification might cause it to be ignored.

Recommendation domain. The actual disclosure decision might be domain-dependent.
For example, low involvement and high involvement decision domains [105]) could be per-
ceived differently in terms of privacy risk and disclosure benefit. Depending on the type
of item, users tend to invest more or less time until a final decision is taken; items with
high related decision efforts are marked as high-involvement items, whereas items with
low related decision efforts are marked as low-involvement items. For example, in a high-
involvement decision domain like the choice of a shared apartment, people might perceive
that disclosing personal information has more benefits if it helps to make a better group
decision. At the same time, high-involvement domains may require disclosing more sen-
sitive personal information (e.g., in the case of a shared apartment, budget information).
The current study was conducted in the context of tourism—a domain suitable for studying
group decisions/recommendations, as it is relatable for many participants and commonly
involves coordinating with a group of people. As the tourism domain is generally per-
ceived as a medium-low involvement domain (compared to, e.g., shared apartments as
an example of high involvement domain [29]), future work should study the perceived
importance of privacy risk and disclosure benefit in domains that have higher levels of
involvement and/or risk.

User-tailored privacy for group explanations. User-tailored privacy has been pro-
posed and studied as a human-centric solution to reduce users’ privacy concerns using
recommender systems [57, 62]. As suggested by advocates of User-Tailored Privacy, it
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makes it easier to manage one’s privacy by automatically tailoring a system’s privacy set-
tings to the user’s preferences [57]. Future work can utilize the findings of this thesis to
automatically predict a balance between users’ desire for privacy and their need for trans-
parency. Predicting this balance can facilitate group decision-making, rather than leaving
the decision to decide what information they want to disclose as a recurring burden on
the users themselves.

Group modeling. In this thesis, we saw a significant difference between the priva-
cy/disclosure preference of different people (e.g., depending on their personality or whether
their preferences were in the minority or majority). These individual differences may re-
sult in situations where the availability of information is asymmetric (e.g., one user wants
to hide their location while the other two users disclose it). Future work should leverage
existing work on preference aggregation strategies (e.g., [30, 75]) to address the challenge
of reconciling these differences in privacy/disclosure preferences when generating expla-
nations for the entire group. This thesis should ultimately lead to the automatic generation
of privacy-preserving explanations for group recommendations adapted to the individual
and situational factors identified in our experiments.

6.4 Summary
In this thesis, we designed explanations for group recommendations to increase group
members’ satisfaction with the recommended items. We started by studying different so-
cial choice-based aggregation strategies as a basis to generate group recommendations
first to develop a general explanation for the recommended items. We then personalized
explanations by adding more personal information aiming to help group members make
informed decisions based on each other’s preferences/needs. The user comments highlight
the need to consider privacy in this context. While we initially considered explaining the
aggregation strategies as central, we discovered that other factors such as privacy and
group composition (e.g., whether the user’s preferences align with the majority in the
group, their social relations in the group) were much more influential in the settings that
we studied. Upon further analysis, we found that group members’ disclosure decision
depends on their personality traits (extroversion, agreeableness, and conscientiousness),
preference scenario, relationship type, general privacy concern, trust in the group, per-
ception of privacy risk, and disclosure benefit. This resulted in a privacy disclosure model
containing different individual and situational models/characteristics that help to predict
users’ disclosure intention in a group decision/recommendation context. The resulting
privacy disclosure model can be utilized to customize and adapt group explanations to the
user’s disclosure preferences (i.e., based on individuals’ trade-off between benefit versus
risk to decide on information disclosure). For example, when a group member’s prefer-
ences are not aligned with the preferences of the majority in the group, they perceive
more privacy risk and might be willing to disclose less personal information to the group
members. Or when the task of finding a suitable destination in the group is framed coop-
eratively when asking people for personal information, people are less likely to perceive
risk. In this case, they might be willing to disclose more personal information to the group
members.
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This thesis represents a step towards developing explanations for group recommenda-
tion/decision systems by taking group members’ privacy concerns into consideration. I
have also provided an open-source web-based chat-bot (called Tourybot) to create realistic
scenarios of group decision-making where users can control the amount of information
disclosed when discussing a recommended item to the group. The Tourybot and our study
setups can inspire and assist the research community in conducting human-centered ex-
periments in a group recommendation/decision context. The code is available at the fol-
lowing address: https://osf.io/z3hnp/. I believe that this thesis will potentially aid re-
searchers in further exploring many aspects of designing explanations for groups. Besides,
utilizing and studying the identified privacy disclosure model to customize group explana-
tions remains for future work. Moreover, this should be used for the automatic generation
of privacy-preserving explanations for group recommendations, adapted to all identified
individual (individual models) and situational factors identified in our experiments. Last
but not least, designing explanations for groups should not follow one-size-fits-all explana-
tion formulation approaches. However, they should be customized with human-centered
approaches considering different individual and situational characteristics.

https://osf.io/z3hnp/
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Summary
My thesis aims to study what makes good explanations for group recommendations. Have
you ever been to lunch with other colleagues on a business trip? Do you recall how long
it took you to pick a restaurant? In these situations, group recommender systems could
help a group decide, e.g., where to go. A group recommender system is a system that rec-
ommends items to groups of users collectively, given their preferences. Imagine you start
walking to one restaurant only to discover that Person A wants to eat Halal, Person B has
an auto-immune protocol diet, and Person C prefers a low-budget place. After visiting
a restaurant, your group might also need to pick where to go next (e.g., a war museum,
a cannabis store, etc.). Will you speak out if your preferences do not align with the ma-
jority in the group? What about when you do not have close relationships with other
group members? Not only is it challenging to cater to multiple preferences, it can also be
difficult to surface individual preferences in order to make an informed group decision!
Explanations, for such recommendations, in this context, act as complementary informa-
tion (i.e., in this thesis, this information is textual only). They describe why certain items
are recommended to help the group make informed decisions on whether to follow or not
follow recommendations. However, there are many types of information to include and
many ways to formulate an explanation, and it is unclear which information should be
shown in the explanation for a group.

In Chapter 3, we started evaluating with people what information, in general, should
be conveyed when generating a group explanation. Similar to explanations for single-
user recommendations, explanations for groups can be designed based on the underlying
recommendation algorithm, which is aggregation strategies in this thesis (a form of recom-
mendation algorithm for groups that aggregate individual item-ratings predictions which
are given). Based on our results, it seems that explanations containing information about
the aggregation strategy do not significantly benefit group members (i.e., increase group
members’ satisfaction). Besides, user comments highlight the need to protect certain types
of information, i.e., group members’ ratings of items. This suggests that studying other fac-
tors, such as privacy (i.e., protecting certain kinds of information from the group), appears
to be a more promising direction than explaining aggregation strategies.

Grounded on the findings of Chapter 3, we decided to go deeper into what people
would disclose in a group explanation. In Chapter 4, we found that there may be some
individual differences in the level of privacy risk. This led us to another experiment where
we investigated which factors contribute to these individual differences. We studied some
factors identified in the literature that influence individual privacy risk. Our results con-
firmed that these factors seem to matter in our experiment’s context as well, namely: a)
group members’ personality (using the ‘Big Five’ personality traits), b) specific preference
scenarios (i.e., whether the user’s preferences are aligned or not aligned with the prefer-
ences of the majority in the group), c) the type of relationship they have in the group (both
relationship strength and equality of positions, i.e., loosely coupled heterogeneous, versus
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tightly coupled homogeneous). In a follow-up experiment where we studied the effects
of these factors on people’s actual disclosure decisions, surprisingly, we did not find an
effect of personality or preference scenario on group members’ disclosure decisions. This
result can be explained by the task design, as our study asked users to convince other
group members to accept or skip the suggested place. Therefore, one explanation for why
we did not obtain the expected results is that our task design nudged participants into a
“convincing mindset”. Therefore, in Chapter 5, we studied the effect of task design and
other potential intermediate factors on disclosure behavior.

In Chapter 5, we found that task design (whether group members were instructed to
convince other group members of their opinion or not) affected participants’ disclosure
decisions (for certain types of sensitive information). The influence of task on actual dis-
closure leads to the idea that disclosure benefit and privacy risk of information disclosure
could cancel each other out in actual disclosure decision and result in smaller effects of
the factors mentioned earlier (i.e., personality, etc.) on participants’ information disclo-
sure. This leads us to another study where we investigate how people make the trade-off
between disclosure benefit (i.e., the extent to which users believe disclosing their personal
information to their group members is beneficial for the group decision or their own nego-
tiation position within the group) versus privacy risk (i.e., an expectation of losses associ-
ated with the disclosure of personal information in the group) to deciding on information
disclosure in a group explanation. Results indicate that individuals’ personality (using
the ‘Big Five’ personality traits) and their preference scenario (whether one’s preferences
align with the majority in the group) affect their perception of general privacy. This, in
turn, affects their trust in the group, which affects their perception of privacy risk and dis-
closure benefit when disclosing personal information, ultimately influencing the amount
of personal information they disclose. Besides, an interesting finding indicates that pri-
vacy risk on information disclosure is different for different types of tasks, specifically for
a competitive task (i.e., instructed to convince the group to visit or skip a recommended
place) versus a cooperative task (i.e., instructed to reach a decision in the group).⁴ Privacy
risk significantly impacts information disclosure when the task of finding a suitable des-
tination is framed competitively but not when it is framed cooperatively. This suggests
the cooperative formulation of tasks can be used in group recommendations to facilitate
reaching consensus.

This thesis findings contribute to a better understanding of the moderating factors of
information disclosure in group decision-making and shed new light on the role of task
design on information disclosure. This thorough investigation of the dynamics between
these factors and disclosure resulted in a user modeling theory (representation of users for
the purpose of understanding user’s disclosure behavior) that may inform considerations
for automatically generating group explanations from a human-centered perspective. We
concluded the thesis with design recommendations for developing explanations in group
recommendation/decision-making systems.

⁴Note that when designing the experiment, we thought of task design in terms of convincing people as in the
task design experiment. However, in the new study design, we saw in user comments that they perceived that
task more as cooperative and competitive settings (see Section 5.2).
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Samenvatting
Mijn proefschrift heeft tot doel om te onderzoeken wat goede verklaringen zijn voor
groepsaanbevelingen. Ben je wel eens met andere collega’s gaan lunchen op een zaken-
reis? Weet je nog hoe lang het duurde voordat je een restaurant uitkoos? In deze situaties
kunnen groepsaanbevelingssystemen een groep helpen beslissen, bijvoorbeeld waar ze
heen gaan. Een groepsaanbevelingssysteem is een systeem dat items gezamenlijk aan-
beveelt aan groepen gebruikers, gegeven hun voorkeuren. Stel je voor dat je naar een
restaurant loopt en ontdekt dat persoon A halal wil eten, persoon B een dieet met auto-
immuunprotocol heeft en persoon C de voorkeur geeft aan een goedkope plek. Nadat
je een restaurant hebt bezocht, moet je groep misschien ook kiezen waar ze heen willen
(bijvoorbeeld een oorlogsmuseum, een cannabiswinkel, enz.). Spreek je je uit als je voor-
keuren niet overeenkomen met de meerderheid in de groep? Hoe zit het als je geen nauwe
relaties hebt met andere groepsleden? Het is niet alleen een uitdaging om tegemoet te ko-
men aan meerdere voorkeuren, het kan ook moeilijk zijn om individuele voorkeuren naar
voren te brengen om een weloverwogen groepsbeslissing te nemen! Een verklaring of
uitleg voor dergelijke aanbevelingen fungeert in deze context als aanvullende informatie
(n.b. in dit proefschrift is deze informatie alleen tekstueel). De uitleg beschrijft waarom
bepaalde items worden aanbevolen om de groep te helpen weloverwogen beslissingen te
nemen over het al dan niet opvolgen van aanbevelingen. Er zijn echter veel soorten infor-
matie om op te nemen en veel manieren om een verklaring of   uitleg te formuleren, en het
is onduidelijk welke informatie in de uitleg voor een groep moet worden getoond.

In hoofdstuk 3 zijn we begonnen te evalueren met mensen welke informatie in het
algemeen moet worden overgebracht bij het genereren van een groepsuitleg. Net als
bij verklaringen voor aanbevelingen voor één gebruiker, kunnen verklaringen voor groe-
pen worden ontworpen op basis van het onderliggende aanbevelingsalgoritme, en in dit
proefschrift gebruiken we daarvoor aggregatiestrategieën (een vorm van aanbevelingsal-
goritme voor groepen die de individuele voorspellingen van itemscores die worden gege-
ven aggregeren). Op basis van onze resultaten lijkt het erop dat verklaringen met infor-
matie over de aggregatiestrategie de groepsleden niet significant ten goede komen (d.w.z.
de tevredenheid van de groepsleden verhogen). Bovendien benadrukken gebruikerscom-
mentaren de noodzaak om bepaalde soorten informatie te beschermen, d.w.z. de door
groepsleden gegeven beoordelingen van items. Dit suggereert dat het bestuderen van an-
dere factoren, zoals privacy (d.w.z. het beschermen van bepaalde soorten informatie van
de groep), een meer veelbelovende richting lijkt te zijn dan het uitleggen van aggregatie-
strategieën.

Op basis van de bevindingen van hoofdstuk 3 besloten we dieper in te gaan op wat
mensen zouden onthullen in een groepsuitleg. In hoofdstuk 4 ontdekten we dat er en-
kele individuele verschillen kunnen zijn in het niveau van privacyrisico. Dit leidde ons
naar een ander experiment waarin we onderzochten welke factoren bijdragen aan deze
individuele verschillen. We hebben enkele in de literatuur geïdentificeerde factoren bestu-
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deerd die van invloed zijn op het individuele privacyrisico. Onze resultaten bevestigden
dat deze factoren ook van belang lijken te zijn in de context van ons experiment, namelijk:
a) de persoonlijkheid van de groepsleden (met behulp van de ’Big Five’ persoonlijkheids-
kenmerken), b) specifieke voorkeursscenario’s (d.w.z. of de voorkeuren van de gebruiker
wel of niet zijn afgestemd op de voorkeuren van de meerderheid in de groep), c) het type
relatie dat ze in de groep hebben (zowel relatiesterkte als gelijkheid van posities, d.w.z. los-
jes gekoppeld heterogeen versus nauw gekoppeld homogeen). In een vervolgexperiment
waarin we de effecten van deze factoren op de feitelijke openbaarmakingsbeslissingen
van mensen bestudeerden, vonden we verrassend genoeg geen effect van persoonlijkheid
of voorkeursscenario op de openbaarmakingsbeslissingen van groepsleden. Dit resultaat
kan worden verklaard door het taakontwerp, aangezien onze studie gebruikers vroeg om
andere groepsleden te overtuigen om de voorgestelde plaats te accepteren of over te slaan.
Daarom is een van de redenen waarom we niet de geanticipeerde resultaten behaalden, dat
ons taakontwerp de deelnemers in een ’mindset van overtuiging’ duwde. Daarom hebben
we in hoofdstuk 5 het effect van taakontwerp en andere mogelijke intermediaire factoren
op openbaarmakingsgedrag bestudeerd.

In hoofdstuk 5 ontdekten we dat taakontwerp (of groepsleden de opdracht kregen om
andere groepsleden van hun mening te overtuigen of niet) van invloed was op de openbaar-
makingsbeslissingen van deelnemers (voor bepaalde soorten gevoelige informatie). De in-
vloed van de taak op feitelijke openbaarmaking leidt tot het idee dat het openbaarmakings-
voordeel en het privacyrisico van openbaarmaking van informatie elkaar zouden kunnen
opheffen bij een daadwerkelijke openbaarmakingsbeslissing en zo resulteren in kleinere ef-
fecten van de eerder genoemde factoren (d.w.z. persoonlijkheid, enz.) op het vrijgeven van
informatie. Dit leidt ons naar een ander onderzoek waarin we onderzoeken hoe mensen
de afweging maken tussen openbaarmakingsvoordeel (d.w.z. de mate waarin gebruikers
geloven dat het vrijgeven van hun persoonlijke informatie aan hun groepsleden gunstig
is voor de groepsbeslissing of hun eigen onderhandelingspositie binnen de groep) versus
privacyrisico (d.w.z. een verwachting van verliezen in verband met de openbaarmaking
van persoonlijke informatie in de groep) in relatie tot het beslissen over openbaarmaking
van informatie in een groepsverklaring. De resultaten geven aan dat de persoonlijkheid
van individuen (met behulp van de ’Big Five’-persoonlijkheidskenmerken) en hun voor-
keursscenario (of iemands voorkeuren overeenkomen met de meerderheid in de groep)
van invloed zijn op hun perceptie van algemene privacy. Dit heeft op zijn beurt invloed
op hun vertrouwen in de groep, wat van invloed is op hun perceptie van privacyrisico’s en
openbaarmakingsvoordeel bij het vrijgeven van persoonlijke informatie, en is zo uitein-
delijk van invloed op de hoeveelheid persoonlijke informatie die ze vrijgeven. Bovendien
geeft een interessante bevinding aan dat het privacyrisico bij het vrijgeven van informatie
verschillend is voor verschillende soorten taken, met name voor een competitieve taak
(d.w.z. geïnstrueerd om de groep te overtuigen een aanbevolen plaats te bezoeken of over
te slaan) versus een coöperatieve taak (d.w.z. geïnstrueerd om tot een beslissing komen
in de groep).⁵ Privacyrisico heeft een significante invloed op het vrijgeven van informatie
wanneer de taak om een geschikte bestemming te vinden competitief wordt ingekaderd,

⁵Merk op dat we bij het ontwerpen van het experiment dachten in termen van het overtuigen van mensen, zoals
in het taakontwerpexperiment. In de nieuwe onderzoeksopzet zagen we echter in opmerkingen van gebruikers
dat ze die taak meer als een coöperatieve en competitieve omgeving zagen (zie paragraaf 5.2).
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maar niet wanneer deze in samenwerking wordt vormgegeven. Dit suggereert dat de ge-
zamenlijke formulering van taken kan worden gebruikt in groepsaanbevelingen om het
bereiken van consensus te vergemakkelijken.

De bevindingen van dit proefschrift dragen bij aan een beter begrip van de modere-
rende factoren van het vrijgeven van informatie in groepsbesluitvorming en werpen een
nieuw licht op de rol van taakontwerp bij het vrijgeven van informatie. Dit grondige
onderzoek naar de dynamiek tussen deze factoren en het vrijgeven van informatie resul-
teerde in een gebruikersmodelleringstheorie (representatie van gebruikers met als doel
het gedrag van vrijgeven door gebruikers te begrijpen) die overwegingen kan opleveren
voor het automatisch genereren van groepsverklaringen vanuit een mensgericht perspec-
tief. We sloten het proefschrift af met ontwerpaanbevelingen voor het ontwikkelen van
verklaringen in groepsaanbevelings-/besluitvormingssystemen.
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