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Nomenclature

Abbreviations

Abbreviation Definition

AoA Angle of Attack

IEA International Energy Agency

LLT Low speed Low Turbulence

M Mach number

RWT Reference Wind Turbine

BL Beddoes-Leishman

Re Reynolds number

Symbols
Symbol Definition Unit
S Time parameter [-]
A Amplitude [°]
A; Coefficients of indicial response function [-]
b; Exponents of indicial response function [-]
Cn, Slope coefficient of the normal force coefficient [-]
cy Normal circulatory force [-]
Cy, Lift coefficient [-]
Cm Pitching moment coefficient [-]
Ccl Norman noncirculatory force [-]
c% Normal force under potential flow conditions [-]
ij\, Normal force coefficient for adapted nonlinear condi- [-]
tions
ck Noncirculatory (impulsive) normal force coefficient [-]
Cx Vortex induced normal force coefficient [
Ciy Vonex induced pitching moment coefficient [-]
C, Vortex lift increment [-]
CP, Voltex induced center of pressure [-]
Cﬁ,ymm"c Total dynamic normal force coefficient [
Cldyn Dynamic lift coefficient [-]
Cl,static Static lift coefficient [-]
€l pot Potential lift coefficient [-]
cfi Snel model coefficients [-]
Acy; Lift coefficient corrections [-]
D,, Dy Deficiency functions [-]
LrLr Frequency / Trailing edge separation point, Effective, [-]
Instantenious

fti Forcing terms [
k Reduced frequency [-]
K, Factor associated with the noncirculatory time con- [-]

stant
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Symbol Definition Unit
Ky Kirchhoff approximation parameter [-]
ks Strouhal frequency [-]
n Current time sample [-]
M Mach number [-]
r reduced pitch [-]
t Time [s]
T; Noncirculatory time constant [-]
Ty, Ty, Ty Time constants (semi-chords) [-]
T Vortex passage time constant [-]
U Free-stream velocity
XY Circulatory deficiency function [-]
«@ Angle of Attack [°]
Qo Mean angle of oscillation [°]
Qg Effective Angle of Attack [°]
Qmaz Maximum Angle of Attack [°]
B8 Prandtl-Glauert compressibility factor [-]
Time constant [-]

Time derrivative




summary

Wind energy is a crucial component of the ongoing energy transition. Over the past decade, technolo-
gies in this field have advanced significantly. Currently, the industry is following a trend of increasing
the size of wind turbines, both onshore and offshore units. However, this trend brings about complexi-
ties in design, maintenance, and operation. Wind turbines are highly dynamic structures, and accurate
prediction of dynamic loads is crucial for future design and, consequently, installation costs and lifetime
expectancy.

Dynamic stall is a highly dependent process influenced by various parameters such as Reynolds num-
ber and airfoil geometry. It involves significant changes in pressure in the flow field around the airfoil
due to the development and shedding of vortex structures from the leading or trailing edge. Another
characteristic is flow reversal from the trailing edge, leading to a delay in boundary layer attachment
and the formation of significant hysteresis in lift force, pitching moment, and drag force values. Due
to the constant rotation of the rotor, this process is cyclic, necessitating accurate modeling for proper
assessment of fatigue damage, instability levels, and turbine noise.

This study aims to compare the results of dynamic stall models for the FFA-W3-211 airfoil, with a max-
imum thickness of 21.1% of the chord length. Previously unavailable dynamic data for the considered
airfoil is obtained through experiments in a Low-Speed Low-Turbulence Wind Tunnel located at TU
Delft. Static and dynamic polars are obtained for various Reynolds numbers, amplitudes, mean angles,
and oscillation frequencies. Measurements are conducted using pressure taps located on the airfoil
model, and static data is validated against existing data and RFOIL results.

The study considers two semi-empirical models. The first is the Beddoes-Leishman model, one of the
most popular at the time of writing. Its optimization and comparison with the default version revealed
that optimized shape-based coefficients are crucial for obtaining correct results. It is found that the
optimized model significantly outperforms the default version in almost all cases. Additionally, it is es-
tablished that the model lacks the leading edge vortex effect in modeling negative stall.

The second model chosen is the first-order Snel model. Optimization of this model also led to signifi-
cant improvements in the results obtained. A significant improvement in modeling both hysteresis size
and reattachment area with increasing Reynolds number is identified. However, a significant drawback
of the model in modeling negative stall is revealed. During uppstroke motion, the model predicts trail-
ing edge vortex effects instead of leading edge, which negatively affects the overall model performance.

Comparison of the two models identified their strengths and weaknesses. The Beddoes-Leishman
model appears more stable for all cases considered, while the Snel model is sensitive to changes in
Reynolds number. It is also noted that both models have difficulties in correctly determining dynamic
stall onset angle of attack and the slope of the normal force coefficient. Additionally, both models tend
to overpredict values in a greater number of cases.

When comparing negative stall, the optimized Beddoes-Leishman model performs significantly better
than the Snel model. It accurately predicts the overall form and severity of hysteresis as well as the
reattachment area. The Snel model requires additional modifications for correct modeling of negative
stall.
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Introduction

1.1. Motivation for the research

The current wind energy development is an impressive upsurge compared to historical beginnings.
Over the past three decades, Figure 1.1, there has been a tremendous leap in installed capacity (IRENA,
2018). This rapid progress has been made possible by, among other factors, an in-depth study of the
complex aerodynamics of wind turbines. The result has been technological solutions that significantly
increase the efficiency of wind power plants. At the same time, there has been a strong adoption of
advanced materials and innovative manufacturing methods, contributing to developing more reliable
and efficient blades for wind turbines. The adoption of the Paris Agreement by countries, as well as
individual country targets aimed at increasing installed wind power capacity (IEA, 2020), (Vasakova et
al., 2011) and many other confirm the importance of the development of this energy sector worldwide.

Wind Turbine industry is currently experiencing a trend of wind turbine size increase. Larger machines
are capable of extracting more energy from the wind, therefore reducing the carbon footprint and bring-
ing even more clean energy to the communities. However, larger and larger sizes introduce ever-
increasing difficulties in design optimization and control strategies (Lantz et al., 2019). Dynamic stall
appears as one of the many challenges faced by the wind energy sector.

Dynamic stall, a complex aerodynamic phenomenon characterized by a sudden loss of lift and an in-
crease in drag, represents a critical challenge in the aviation and wind energy sectors. Its occurs as
a result of variations in the inflow conditions caused by yaw misalignment (Tran et al., 2014), wind
turbulence (Kim & Xie, 2016), shear and gusts (Wong, Rival, et al., 2016), tower shadow (Yoshida,
2020), and aero-elastic effects of the blade (Corke & Thomas, 2015). Regardless of the cause, this
phenomenon has a significant effect on the blade lift and drag forces, as well as the development of
excessive moments and negative damping (Mallik & Raveh, 2020), which leads to increased fatigue
(X. Liu et al., 2020) and high risk of dangerous instabilities (Faber, 2018).

Dynamic stall is important to accurately model the aerodynamic forces and estimate the extreme and
fatigue loads. In dynamic stall modelling, extensive research has led to the creation of various models
and their refined versions. These models exhibit a remarkable ability to predict the aerodynamic behav-
ior of a pitching airfoil, while also maintaining computational simplicity. As a result, they have become
indispensable tools for researchers and manufacturers in the study and construction of wind turbines.

Dynamic stall models are primarily semi-empirical. This means that their application requires input
data such as static lift coefficients, drag force coefficients and moments that can be obtained through
experiments. The wind tunnel is an integral part of the process of studying aerodynamic effects and
obtaining data, including the study of dynamic stall. Over the years, dynamic stall research has con-
ducted many wind tunnel experiments that have characterized and collected data for many types of
airfoil (McCroskey et al., 1982), (J. Leishman, 1990), (Rice et al., 2019) . Typically, wind tunnel exper-
iments employed 2D pitching models (Ferreira et al., 2007), demonstrating their representativeness

1
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Figure 1.1: Worldwide installed wind energy capacity (“IRENA — International Renewable Energy Agency”, 2024)

for dynamic stall phenomena. These tests offered valuable insights into dynamic stall characteristics,
including onset behavior, sensitivity to Reynolds and Mach numbers, and dependence on airfoil geom-
etry. Additionally, they yielded quantitative aerodynamic load measurements.

There any many different models that are widely used in popular software to model the wind turbine
behaviour, such as OpenFAST (“‘Unsteady Aerodynamics — OpenFAST documentation”, n.d.). There
is no clear answer as to which model is the best, and additional research is required to better under-
stand the differences between these models and their performance for different airfoils and operational
regimes. Itis essential to recognize that no single model can capture all aspects of dynamic stall across
various conditions. Therefore, continued investigation and validation of dynamic stall models using ex-
perimental data are necessary to improve their accuracy and reliability.

Another important instrument in the wind energy industry development are reference wind turbines
(RWTs). They play a vital role by providing openly available data for models representing current wind
turbine technology. These models are utilized across various disciplines, including aerodynamic, struc-
tural, and aeroelastic turbine modelling, as well as wind farm flow modeling. Early RWT examples
include the NREL WindPACT turbine series (Rinker et al., 2018) and the NREL 5 MW RWT (NREL,
2009). With the continuous development of commercial turbine technology, upscaling to larger power
ratings has become prevalent in the offshore wind energy market. The wind energy community has
recognized the need for larger offshore reference wind turbines to address this trend. These larger
RWTs enable researchers and practitioners to investigate future turbine technology, identify technolog-
ical challenges, and evaluate the suitability of numerical modeling tools and design practices for the
next generation of offshore wind turbines. The development and maintenance of these larger RWTs,
such as those with power ratings exceeding 15 MW, are essential for advancing offshore wind energy
technology and ensuring its continued growth and success.

Different types of airfoils from FFA-W3 family are used in the latest reference turbines, such as a DTU
10 MW (The DTU 10-MW reference wind turbine, 2013), IEA Wind 15-Megawatt Offshore Reference
Wind Turbine (Gaertner et al., 2020) and recently released IEA Wind 22-Megawatt Offshore Reference
Wind Turbine (Zahle et al., 2024). The tip airfoil section is particularly important as it is a key area for
capturing energy (Xi & Zhao, 2022). It is also found that the flapwise and edgewise extreme bending
moments near the blade tip exhibit larger sensitivity towards uncertainty in the static airfoil data com-
pared to the blade root (Abdallah et al., 2015).
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Despite the tip airfoil importance and wide use of the FFA-W3-211 airfoil in the reference turbines, there
are only a limited amount of research dedicated to this airfoil, for example Bertagnolio et al., 2001. Ex-
perimental data on the dynamic stall behavior of the FFA-W3-211 airfoil are not available at the time
of writing. The lack of data can significantly impact the dynamic stall modeling results. More accurate
modeling of this effect can have an impact on the predictions of the power produced as well as the
fatigue loads, especially as uncertainties in dynamic loading predictions can reach 30% (Schepers &
Snel, 2007).

To address this gap, this thesis aims to perform experiments in an LLT wind tunnel and compare the
results with the considered models. The objective is to obtain static and dynamic polars over a range
of Reynolds numbers, reduced frequencies, amplitudes and mean angles of attack for the FFA-W2-
211 airfoil. The optimization process is then carried out for two selected semi-empirical models: the
Beddoes-Leishman model and the first-order Snell model. In addition, a two-dimensional comparison of
the optimized models with recently obtained experimental data is present. This holistic approach offers
valuable insights into how the FFA-W3-211 airfoil behaves dynamically, aiding in the advancement of
dynamic airfoil modeling for wind turbine design and analysis.

1.2. Research questions and thesis structure
In order to achieve the aim of the thesis, it is important to set up the proper research question:

How do various optimized models perform in simulating dynamic stall compared to experimen-
tal data for the FFA-W3-211 airfoil?

To address the stated problem, this paper is organized into chapters, each of which answers one of the
sub-questions and eventually answers the stated research question.

Chapter 2 answers the question:
* What are the physical mechanisms of dynamic stall?

This chapter focuses on the phenomenon of dynamic stall itself. A literature review is conducted, explor-
ing advances in the understanding of the physical mechanisms underlying dynamic stall. In addition,
this chapter discusses the different phases of stall and the effects of different parameters on the flow
characteristics. This chapter provides a deeper understanding of dynamic stall, its effects and applica-
tions in aerodynamics.

Chapter 3 addresses the following question:
» What are the methods for modeling dynamic stall?

This chapter reviews the most common methods used for dynamic stall modeling. It provides detailed
descriptions of these methods and describe modifications added to these models over the years of
research. The purpose of this analysis is to gain an understanding of the strengths and limitations of
the various approaches to dynamic stall modeling.

Chapter 4 provides an in-depth exploration of the experimental aspect of the project. It is outline the
experimental setup, detailing the methodology used for data collection. Additionally, the chapter dis-
cusses the process of data measurement, including any relevant instrumentation and techniques em-
ployed. Furthermore, it offers insights into the methods used for data processing and post-processing
to ensure accurate and meaningful analysis of the experimental results.

The subsequent chapters, 5 and 6, addresses the following inquiries:

» How are the models optimized to align with the experimental data?
* How does the performance of the optimized model compare to that of the default model?
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These chapters reviews the optimization procedures for the selected models, describe methods for

evaluating their performance, and make comparative analyses between the optimized and standard
models.

Chapter 7, the focus of which is the question:
» How do the results of optimized models compare to the experimental data?

In this chapter, the results of optimized models are compared with the experimental data.

Finally, in Chapter 8, the obtained results are discussed, and suggestions for further work is provided.



Dynamic stall

Understanding the stall process is essential for design and operation in aviation and wind energy ap-
plications. Dynamic stall is associated with a sharp drop in lift and an increase in the drag force. This
leads to excessive loads and instability in the operation of the devices (Ormiston & Bousman, 1975).
In the case of dynamic operating conditions, which are directly related to the operation of wind turbines,
there is a risk of entering dynamic stall. This regime is a more complex process than static stall and has
a greater impact on important factors in equipment operation, such as power production and fatigue
loads (Butterfield et al., 1991).

This chapter discusses the main physical characteristics of dynamic stall phenomena. It is organized
as follows: Section 2.1 presents an overview of the physical mechanisms underlying dynamic stall.
Then, section 2.2 presents a literature review of dynamic stall research conducted in recent years and
highlights advances in its understanding. Finally, 2.3 summarizes the influence of key parameters on
dynamic stall characteristics.

2.1. Physical mechanisms

Stall occurs when a certain angle of attack (AoA) is exceeded. As known, an increase in AoA results
in increase in lift force. However, this trend stops at a certain critical value of the AoA. This value cor-
responds to the boundary layer detachment on a large scale and a drastic drop in the lift force. This
phenomenon is known as a static stall (Y. Liu et al., 2012).

Significant differences can be observed when the airfoil experiences dynamic, oscillatory motionand,
as a consequence, the AoA constantly changes. The resulting phenomenon is called dynamic stall.
An important distinguishing characteristic of dynamic stall as opposed to a static, is the formation of
a large leading edge vortex(carr-1988A). In his work MCroskey showed that it is associated with the
highly nonlinear fluctuating pressure field (McCroskey, 1981).

A proper understanding of the dynamic stall effect on airfoils requires observations well before the no-
ticeable change in polars. Referring to Figure 2.1, the sequence initiates at point (a), when the airfoil
in motion exceeds the static stall AoA without any variation in the surrounding flow. Further increase
of AoA past the critical value results in point (b) with gradual flow reversal. It starts at the trailing edge
and continuously progresses towards the leading edge.

Initiation of the following stage, point (e), highly depends on parameters such as motion characteristics,
geometric shape, and Reynolds number. There, the boundary layer can no longer be considered thin
and attached and formation of the strong vorticial flow at the leading edge begins.

Process (g) describes the development of the vortex structure at the leading edge. This structure moves
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rearward at approximately half of the free-stream velocity (Handbook of Wind Energy Aerodynamics,
2022). the moving vortex introduces distortion in the pressure distribution along the airfoil surface, re-
sulting in discrepancies between static and dynamic values. For instance, pitch moment experiences
a rapid decrease to negative values. Drag forces start to increase. However, lift continues to increase
until the vortex structure crosses the mid-chord. This behavior is referred to as vortex-induced lift
(Handbook of Wind Energy Aerodynamics, 2022). Process (g) is also known as moment stall, as the
change in the position of the pressure center causes a large nose-down pitching moment. Described
vorticity accumulation on the surface is often used in DS models to predict the aerodynamic behavior
of the airfoil (see chapter 3).

Upon reaching a certain angle of attack, point (h), the formed vortex advances to the trailing edge and
detaches from the airfoil surface into the wake. This process is accompanied by a sharp drop in lift
force and transitioning to the full stall regime, points (i) and (j), respectively. The flow on the blade
surface becomes completely detached.

Reverse motion of the airfoil, process (k), is accompanied by a major delay in the attachment of the
boundary layer and the formation of a significant hysteresis in the values of lift force, pitching moment,
and drag force.
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Figure 2.1: Dynamic stall stages on NACA 0012 airfoil, (McCroskey, 1981)
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2.2. Understanding, Implications, and Advances

Dynamic stall challenges are of interest to researchers for a long time. For example, Halfman et al.,
1951 investigated stall-flutter. Their manuscript describes the effects of blade geometry, Reynolds
number, mean angle of attack, and other parameters on the behavior of lift and momentum in both
pitching and translational oscillations. The work emphasizes the high complexity of the phenomenon
under investigation, as well as the lack of tools for predicting aerodynamic responses under dynamic
stalling conditions.

In subsequent years, researchers turned their attention to studying dynamic stall within the realm of
helicopter blade design. This shift is driven by the frequent occurrence of blade stall during high-speed
and complex maneuvers performed by pilots. As a consequence, helicopter blades often enter stall,
leading to torsional stresses during portions of each revolution where blade stalling is anticipated.

Several key observations emerged from this research. Firstly, peak loading is found to increase with
higher pitching rates, particularly within the range where loading is vortex-induced. Additionally, it is
noted that the pitch axis location has minimal influence on peak loading, indicating a lack of sensitivity
to heaving velocity and the dynamic stall angle of attack. Perhaps most notably, the rate of change of
angle of attack is identified as the dominant factor in determining vortex-induced peak lift and moment
during dynamic stall.

In the following years, research aimed at gaining a deeper understanding of the mechanisms under-
lying dynamic stall has intensified. For instance, the paper by (Johnson & Ham, 1972) puts forth a
theory elucidating the origin of the stall angle of attack delay during dynamic stall of an airfoil. The
authors attribute this delay and other dynamic stall features to the behavior of the laminar separation
bubble on the airfoil’s leading edge. They found that dynamic stall occurs when suction is lost at the
15% chord station. Comparing the dynamic stall angle with the angle at which the bubble reattachment
point passes the 15% chord station revealed nearly identical delays at each angle due to pitch rate. The
authors argue convincingly for the significant influence of the leading edge shed vortex on dynamic stall
characteristics. However, there is still a lack of experimental data and theoretical understanding to de-
velop mathematical models capable of accurately predicting the flow behavior associated with dynamic
stall.

During the same period, researchers actively expanded both the experimental database and theo-
retical understanding of dynamic stall processes. For instance, the study by (McAlister et al., 1978)
presents an extensive examination of dynamic stall on the NACA 0012 airfoil using hot-wire probes
and surface-pressure transducers. Significant results are obtained, indicating that the leading-edge
separation bubble has no direct effect on the gross stall character and persists even during the onset
of suction collapse. Moreover, the study revealed a correlation between the strength of the stall vortex
and the airfoil’s circulation at the time of vortex formation. With additional data on vortex origin time
and shedding velocity, the study suggests that a semi-empirical model for the airfoil oscillating through
stall becomes feasible.

Additionally, numerous efforts are made to visualize dynamic stall under various conditions. For in-
stance, (McAlister & Carr, 1979) conducted flow visualizations to independently expose the behavior
of the viscous and inviscid domains during unsteady airfoil stall using a water tunnel. Their experiments
revealed that the onset of dynamic stall is characterized by a rapid movement of flow reversal toward
the leading edge of the airfoil. Furthermore, experiments conducted in a water environment enabled
the establishment of more precise mechanisms of dynamic-stall vortex occurrence, highlighting the
emergence of minor protuberances that eventually transform into the aforementioned vortices. These
phenomena are more noticeable in experiments conducted in an air environment with higher Reynolds
numbers.

In their papers, (Ericsson & Reding, 1972) and (Ericsson & Reding, 1980), explored the quasi-steady
theory, where time-history effects are condensed into one discrete past-time event, and the accelerated-
flow effect is represented by an equivalent time lag. Their findings revealed that the accelerated flow
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generated by nonzero pitch rates is a primary characteristic of leading and trailing edge stall. Moreover,
the theory demonstrated the ability to rapidly predict dynamic stall characteristics using only static pa-
rameters as input.

Further advancements in the engineering method considered by the authors expanded its capabilities
in predicting dynamic data. The constant time-lag approximation of the Karman-Sears wake lag is
found to apply to all dynamic stall occurrences, including stall during oscillations in pitch. Notably, pa-
rameters such as the moving separation point and the specific time required for the spilled vortex to
reach the trailing edge, which depend on airfoil geometry, are identified based on observations.

By the late 1970s and early 1980s, researchers began investigating the effects of dynamic stall on wind
turbines. Works such as (R. B. Noll & Ham, 1980), (RB & ND, 1982), (R. B. Noll & Ham, 1982), and
(R. Noll et al., 1982) focused on studying the impact of dynamic stall on both vertical and horizontal
wind turbines. These papers demonstrated that dynamic stall affects the loads and moments during
wind turbine operation significantly.

Moreover, they highlighted the importance of considering additional loads, which can exceed static
loads by a factor of 3 to 5. Neglecting these loads could result in a selected design that fails to meet
specified power output and fatigue life requirements. These papers are among the pioneering works to
apply knowledge of dynamic stall to the wind energy industry. As wind turbine technology continues to
develop, an increasing number of studies are dedicated to exploring dynamic stall from the perspective
of wind turbines.

L.W. Carr emphasizes the significant influence of dynamic stall on wind turbine performance in his pa-
per (Carr, 1985). Carr refers to works such as (Veers, 1985) and (Laneville & Vittecoq, 1985), which
demonstrate that a 30% error in predicting dynamic air loads can lead to a drastic reduction of up to 70
times in the expected lifespan of wind turbines. Additionally, Carr highlights the necessity of studying
the Reynolds number effect, which posed a major challenge at the time due to the emergence of com-
pressibility effects. He describes this issue as "an important, and presently unsolved, question.”

Sufficient experimental data has allowed researchers to delve into the study of dynamic stall at a more
fundamental level. In their paper (Ericsson & Reding, 1984), the authors investigate how the mode of
oscillation for the airfoil determines which unsteady flow effect dominates. The main conclusions of this
work are the confirmation of the linear dependence of dynamic stall overshoot on the dimensionless
time rate of change of the angle of attack, ca/Ux.

The paper by Hibbs, B. D. (Hibbs, 1986), stands as one of the pioneering works evaluating the per-
formance of horizontal wind turbines with dynamic stall. In this study, the author employs a modified
propeller design (PROP) code to conduct the analysis. The research yields significant insights, reveal-
ing that the application of dynamic stall models has minimal impact on the performance of horizontal
axis wind turbines. While most models tend to underpredict the peak power output of turbines, the
discrepancy does not seem to stem from neglecting dynamic stall effects.

The study observes that dynamic stall increases cyclic loads experienced by the blades, both flapwise
and edgewise. This finding underscores the importance of considering dynamic stall effects in fatigue
analysis of the blades, as suggested by the author. Overall, this work contributes valuable insights into
the understanding of dynamic stall’s influence on horizontal wind turbine performance.

Advancements in helicopter and wind power engineering have underscored the importance of inves-
tigating previously less emphasized effects associated with dynamic stall, including compressibility,
Reynolds number dependency, three-dimensional effects, and airfoil geometry. These parameters
can significantly impact the loads experienced and the performance of equipment.

For instance, Miguel R. Visbal’s paper (Visbal, 1990) delves into the study of dynamic stall of an airfoil
pitched at a constant rate from zero incidence to a high angle of attack. By varying the free-stream
Mach number, the study concludes that even at Mach numbers M = 0.3 and M = 0.4, when the flow



2.3. Effect of parameters 9

is in the supercritical state, dynamic stall is still characterized by the formation and convection of a
leading-edge vortex. At intermediate Mach numbers, noticeable compressibility effects, such as tran-
sitions between trailing-edge and leading-edge stall, are observed, along with a decrease in stall delay
and maximum lift coefficient.

Similarly, the work by Lawrence W. Carr and M. S. Chandrasekhara (Carr & Chandrasekhara, 1996)
represents a comprehensive investigation of compressibility effects during dynamic stall. The study
establishes various facts and identifies areas requiring further research attention. Notably, it confirms
the significant importance of compressibility effects at Mach numbers exceeding 0.2, observed across a
wide range of Reynolds numbers. These findings highlight the complex interplay of factors influencing
dynamic stall and emphasize the need for continued research in this area.

The following paper, (Spentzos et al., 2005), appears to be the first comprehensive numerical study of
three-dimensional dynamic stall. The authors employ the full Navier—Stokes equations, coupled with
a two-equation turbulence model. Some important conclusions are made. The most important one
is that similarity between two-dimensional and three-dimensional calculations is good only in the mid-
span area of the wing, whereas the outboard section is dominated by the vortex interaction.

In recent years, wind energy has gained significant traction, prompting a surge in research efforts aimed
at understanding dynamic stall phenomena and its implications for wind turbine performance. By the
early 21st century, a vast majority of turbines adopted a variable-speed stall-regulated control system.
This approach involved adjusting rotational speed by specifying the required generator torque, thereby
optimizing the extraction of aerodynamic power from the wind. Specifically, turbines are designed to
stall in high wind conditions while maximizing efficiency in moderate winds (Muljadi et al., 2000).

The importance of accurate dynamic stall modeling has become increasingly apparent in the wind
industry. Neglecting dynamic stall effects can lead to erroneous predictions, particularly concerning
flap-wise vibrations in stall-regulated turbines. To ensure stability, it is recommended to incorporate
dynamic stall models for lift calculations (M. O. L. Hansen et al., 2006).

Research by M.H. Hansen highlights the potential impact of stall-induced tower vibrations on turbine
equipment lifespan. Although these vibrations may not be the primary design consideration for large
active-stall-regulated turbines, they can significantly affect operational longevity. To mitigate risks, it is
essential to assess airflow separation over airfoils (deep stall) and develop models for unsteady aero-
dynamic forces in such conditions (M. H. Hansen, 2007).

Despite advances in pitch-controlled turbine technology aimed at avoiding stall regimes, stall occur-
rences remain a concern. For instance, studies emphasize the importance of aerodynamic perfor-
mance during yaw maneuvers, where stall effects can induce load fluctuations, particularly at the
blade’s inner sections. Accurate modeling of dynamic stall is crucial to understand and mitigate these
effects (Ye et al., 2020).

2.3. Effect of parameters

The challenge in analyzing a dynamic stall is its dependence on a large number of parameters. This
section briefly describes the influence of some of the parameters on the development of the dynamic
stall.

Maximum angle of attack
The maximum angle of attack, «,,.., determines the stall regime. At low values of this parameter,

separation of the boundary layer almost does not occur, corresponding to the absence of stall. As the
angle value increases, the unsteady effects in the boundary layer begin to magnify.
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When a certain value is reached, the cycle enters the light stall mode. It shares some of the character-
istics of static stall but also introduces hysteresis in a small part of the cycle. However, in the light stall
regime C; vs a resembles the ellipses characteristic of attached flow and the oscillations in the pitching
moment coefficient C,,, have a small amplitude.

As the angle is further increased, the dynamic stall enters the deep stall regime. It is characterized by
significant hysteresis throughout the cycle due to vortex shedding. For this reason, the lift force in the
deep stall reaches significantly higher values than the static stall, followed by a subsequent sharp drop.
A consequence of vortex shedding is also a strong nose-down pitching moment.

Airfoil geometry

Variations in airfoil geometry, particularly thickness, camber, and leading edge sharpness, have a signif-
icant impact on boundary-layer separation, particularly in the context of the light stall regime. Different
geometries are also important in determining whether the stall begins on the leading or trailing edge.

In the former case, the vortex structure begins to evolve within the first couple of percentage points
along the chord, resulting in abrupt polar changes during the stall cycle. In the case of a trailing-edge
stall, the boundary layer separation is initiated at the trailing edge. This results in a more gradual pro-
gression of the stall, with less negative damping and less unsteady effects (McCroskey, 1981).

Reduced frequency

An increase in reduced frequency k results in a wider loop in the C', vs « curves and more significant
hysteresis (Handbook of Wind Energy Aerodynamics, 2022). In cases where the range of angle of
attack in each cycle is significant and the instantaneous value of a(t) exceeds the static stall angle, an
increase in the frequency value results in slower vortex detachment and flow reattachment. Further
increase of the reduced frequency may even prevent the flow detachment at any point of the cycle
(J. G. Leishman, 2002).

Mach number

Mach number affects the dynamic stall in a similar way as the reduced frequency. With an increase in
Mach number, the hysteresis loops increases. In some cases, even for low Mach numbers, occurrence
of shock waves at the leading edge is possible. As the wind turbine increases in size, the possibility of
local supersonic flow on the tip airfoil is discovered. Therefore, the assumption of low Mach numbers
should be reconsidered for further designs (De Tavernier & Von Terzi, 2022).



Dynamic stall modelling

Building upon the insights gained from the previous chapter, it becomes apparent that modeling un-
steady aerodynamic processes is vital for optimizing designs, extending equipment lifespan, and en-
hancing the accuracy of energy generation predictions. However, due to the multitude of factors in-
fluencing flow field behavior during stall, its modeling presents a complex challenge. Over several
decades of research on this phenomenon, numerous models of varying accuracy have been developed.
These range from semi-empirical models, which rely on experimental data, to complex computational
methods based on solving the Navier-Stokes equations (Spentzos et al., 2004). While a single model
that fully captures all necessary processes has yet to be formulated, existing methods, when appropri-
ately tuned, can effectively address the task with sufficient accuracy.

Given the necessity for precise and prompt results in dynamic stall modeling, semi-empirical models
have gained the broadest traction. Their widespread use is attributed to their ease of application and
low computational requirements. The combination of these factors sustains the interest of researchers
and industry in their study and refinement.

Despite the widespread application of such models, there are numerous challenges associated with the
determination of the requisite empirical coefficients for their implementation. Firstly, the utilization of ex-
perimental data obtained in a wind tunnel is inherently complex due to the presence of uncertainties and
various effects that distort real measurements (refer to Chapter 4 for a detailed discussion). Secondly,
model tuning is performed for a specific set of geometric parameters of the airfoil and operating condi-
tions. This fact limits the spectrum of capabilities of tuned models and implies an individual approach
and separate tuning for each new blade shape and operating condition. Additionally, when using such
models, verification and validation against experimental data is a mandatory condition, which is not al-
ways readily available in the public domain and requires meticulous processing for its utilization, further
complicating the process of dynamic stall modeling.

In this chapter, a description of classical versions of popular models and the principle of their appli-

cation is provided in sections 3.1 - 3.5. Subsequently, a literature review of model modifications and
enhancements is conducted. Finally, a brief comparison of the models is performed.

11
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3.1. Beddoes-Leishman model

The Beddoes-Leishman Dynamic Stall (DS) model is a widely used model for representing the char-
acteristics of an airfoil that undergoes a dynamic stall. Initially developed for helicopter rotorcraft, this
model has been optimized for use in wind energy. It aims to provide a practical engineering method
for incorporating the dynamic stall model in routine rotorcraft aerodynamics and aeroelastic response
analyses. One of the significant advantages of this model is its ability to accurately reproduce the
physical aspects of dynamic stall. The authors of this model divided it into four main blocks, which are
described below (J. G. Leishman & Beddoes, 1989).

Attached Flow Behavior

One of the necessary properties of any aerodynamic model is the ability to describe the attached flow.
In this model, this is achieved by superposing indicial aerodynamic responses. These functions, de-
rived and subsequently improved, represent the sum of non-circulatory and circulatory loads.

Given the widespread use of nondimensional parameters in aerodynamics, a definition for the nondi-
mensionalized time parameter S for each n-th step is introduced as described below, determining the
relative distance covered by the airfoil in half-chords. In Equation (3.1), U, stands for the free-stream
velocity, ¢ represents time, and ¢ denotes the chord length.

Sn:QXUOOXt (31)

c

The first step in modeling attached flow is to calculate the normal circulatory force as shown in Equation
(3.2):

C§. = Cn. (M) x (an — X, — Yy) = Cn, (M) x ap, (3.2)

Here, Cv, (M) is the slope coefficient of the lift coefficient graph for the corresponding Mach number.
The deficiency functions X and Y determine the delay in the angle of attack « due to all unsteady
aerodynamic effects and contain all the information about the time history of the shed wake effects on
the aerodynamic loads. (J. G. Leishman & Beddoes, 1989) These functions are defined by Equations
(3.3) and (3.4).

2
X, = X,_1 x e 1B°AS

3.3
+A1Aane_b152% (3.3)

2
Yn - Ynfle_bQﬁ AS

) (3.4)
+ AgAane*l’Qﬁ 5

Here, 3 is the Prandtl-Glauert factor that accounts for the effects of compressibility at high subsonic
speeds, equal to /(1 — M?). A; and A, are coefficients of the indicial response function, and b, and
by are exponents of the indicial response function.

Next, the calculation of the noncirculatory normal force is performed. This force, also called impulsive,

has properties similar to an added-mass lift. The two components in Equation (3.5) contribute to the

plunge velocity and a time decay represented by the deficiency function given by Equation (3.6).
4K, x T

v =31 (

Aoy,
At

D, = D, _je RaTi 56)
+ (Aa, —Aap_1) e ey -

T, is the time constant responsible for the decay of the loads due to the propagation of pressure distur-
bance, equal to ¢/a. (J. Leishman & Beddoes, 1986). K|, is the factor associated with the noncirculatory
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time constant, full definitian is presented in original paper (J. G. Leishman & Beddoes, 1989).

To calculate the total normal force, it is necessary to sum the two components as shown in Equation
(3.7).
Cck =C\, +C%, (3.7)

Leading Edge Separation

The next step is modeling leading edge separation. Works by Evans and Mort, as well as Beddoes,
point out the high significance of critical leading edge pressure as a criterion for determining the onset
of static leading edge stall. An important observation is the found relationship between pressure and
normal force C,,, which implies further calculations in the C,, domain. However, for dynamic conditions,
a delay is found both in C,,(¢t) and in pressure readings. This means that leading edge separation
starts at significantly larger angles of attack for critical pressure. This phenomenon is one of the most
important factors influencing the physical nature of stall delay. In their model, the author assumes that
whatever properties apply to the pressure must also apply to the coefficient of normal force. To calculate
the compensated normal force 7, in unsteady conditions, Equation (3.8) introduces a first-order lag
in the form of the deficiency function in Equation (3.9).

Ch. =Cn, — D, (3.8)

A4S ) AS

Dpn = Dpn—l X eTp + (Cﬁ[ﬂ - C%",l) X esz (3'9)

Here, the coefficient T}, is an important empirical coefficient, primarily dependent on the Mach number.

Research has also shown that the values of this coefficient remain practically identical for different air-
foil shapes (McCroskey et al., 1982).

Trailing Edge Separation

As described in Chapter 2, the development of dynamic stall is accompanied by the movement of the
separation point along the airfoil from the leading to the trailing edge. The associated loss of circu-
lation due to trailing edge separation introduces a nonlinear force and moment behavior, especially
with cambered airfoils. In the model under consideration, methods developed by Kutta describing the
behavior of potential flow around a flat plate are applied. The parameter f is introduced to describe the
separation point obtained from the analysis of static data. In their work, Gupta and Leishman adapt the
original model to obtain values for high angles of attack.

2

Parameter f is defined that it can take values from 1 (fully attached flow) to O (fully separated flow).
This formulation is suitable for static conditions. In the case of unsteady conditions, to determine the
effective separation point f’, it is necessary to use the corrected value of the normal force coefficient
from Equation (3.8).

To obtain the instantaneous separation factor f”, it is necessary to apply one more deficiency function
to account for the lag in the response of the boundary layer:

fi = fn =Dy, (3.11)

2
e =, 00) (F1) (a0 (3.10)

as As

Dy, =Dy, e™5 + (fy, = frno1)e™ (3.12)

It is important to note that the used time constant T, unlike other constants in Equations (3.6) and (3.9),
has a strong dependence on the geometric shape of the airfoil.

The final step for calculating the coefficient of normal force for adapted nonlinear conditions is to use
the modified separation point ", as shown in Equation (3.13).
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2
(1) (”fj (am, — a0) + Ch, (3.13)

Dynamic stall

As discussed before, significant changes in the airfoil pressure distribution, moments, and forces starts
to appear only after the detachment of the vortex. This process is accompanied by an increase in lift
force, which is often referred to as vortex-induced lift. This behavior is simulated in a similar way as an
excess accumulation of circulation that is retained in the vicinity of the airfoil until some critical condition
is reached. For a given time interval, the vortex increment C,, is defined as the difference between
the instantaneous linearized value of the unsteady circulation lift force and the corresponding unsteady
nonlinear lift force calculated using the Kirchhoff approximation as shown in Equations (3.14) -(3.15)
(J. G. Leishman & Beddoes, 1989).

C,, =Cf§ (1-Kn,) (3.14)
Ky, = % (3.15)

Simultaneously, the cumulative total of vortex lift Cy, is subject to exponential decay over time, while
also being susceptible to updates through additional increments. The authors again employ the same
methodology as described earlier, resulting in discrete-time form as shown in (3.16).

CY =C% e +(Cy, —Cy, )it (3.16)
The pitching moment is also subject to the generation and separation of the vortex. The increment in
the pitching moment C7y, is modeled using the behavior of the center of pressure of the airfoil.

Cy; = —-CP,C} (3.17)
Where CP, is the location of the pressure center (aft of 1/4 chord), defined as:

TTy

T, ) (3.18)

As the generated vortex moves towards the trailing edge, the chord-wise position of the center pressure
of the airfoil varies.

CP, =0.2(1 —cos (

The equations presented above contain empirical constants, namely T, and T,,;, which, respectively,
represent the vortex decay time and the nondimensional time taken by the vortex to traverse the chord.
Both these values are found to be relatively independent of the Mach number and airfoil shape. The
value of 7, represents the nondimensional vortex time parameter in semi-chords. It is designed to be
used in such a way that it is equal to zero at the beginning of the separation and equal to T, when the
vortex reaches the trailing edge.

The final values of dynamic loads can be obtained by superposition, using Equations (3.19). The
equation for the total dynamic normal force is shown here. The same principle applies to the pitching
moment and chord force coefficients.

Cg{ynamic _ C]{I + CX’ (319)

3.1.1. Modifications review

The model discussed here has a rich developmental history, evolving into a widely applied tool for ana-
lyzing dynamic loads on airfoils. Continuous refinements, inspired by new findings and advancements,
have positioned it as a valuable resource for engineers and researchers investigating the dynamic be-
havior of airfoils across various operational conditions.
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A. Bjorck (Bjoerck, 1997) introduced enhancements to the model aimed at refining its accuracy in pre-
dicting blade vibrations during lead-lag motion, particularly in scenarios with varying relative velocities.
These modifications focused on the computation of "shed wake effects” within the Beddoes-Leishman
model. By transitioning the shed wake computation from being solely dependent on angle of attack
history to being influenced by circulation history, the accuracy of calculations improved significantly.

In their research, K. Pierce and A. C. Hansen (Pierce & Hansen, 1995) integrated a model into YawDyn,
a rotor analysis software developed at the University of Utah to analyze yaw movements and loads in
horizontal axis wind turbines. Their adjustments primarily targeted angle of attack calculations to better
reflect real-world wind turbine operating conditions. During their investigation, they identified discrep-
ancies and significant loss of critical features between the tested airfoils and the model predictions,
attributed to the use of exponential curve fitting for airfoil separation points. To rectify this issue, they
implemented lookup tables and linear interpolation methods, resulting in a more precise reproduction
of the normal force curve.

W. Sheng (Sheng et al., 2008) adapted the model for low Mach numbers. In this work, it has been
demonstrated that the BL model is less applicable in reconstructing airloads below 0.12 Mach number.
To ensure accuracy, several modifications have been implemented. To improve the accuracy of aircraft
performance predictions, the original criterion based on the Evans-Mort correlation/shock reversal con-
dition has been replaced with a new stall-onset criterion developed by Sheng et al. Another adjustment
has been made to enhance the behavior of flow reattachments after stall regime. Previously, the initia-
tion of the start of the return from stall process is assessed via the rise in suction at 2.5% chord (Green
& Galbraith, 1994). However, the new method simply plots the incidence at which Cy is a local mini-
mum against reduced pitch rate and extrapolates the results linearly back to the ordinate. This method
ensures greater consistency with experimental data.

A significant amount of work has been devoted to using the BL model to investigate the S809 airfoil
under various conditions. In a study by S. Gupta and J.G. Leishman (Gupta & Leishman, 2006), dy-
namic stall is analyzed for the S809 airofoil at different reduced frequencies, mean angles of attack,
and amplitudes in angle of attack oscillations. The modified model used in the analysis showed good
agreement with experimental data, capturing hysteresis in aerodynamic coefficients well. Yet, most of
the drag coefficient is predicted accurately, there is a slight underprediction in the deep stall flow regime.
Overall, the validation against experimental data showed good agreement. The model’'s mathematical
structure makes it easy to incorporate into a wind turbine’s comprehensive analysis code. The oscilla-
tions of the S809 airfoil and the fixed blade of the NREL Phase VI are researched by A. Gonzalez and
X. Munduate. Despite the satisfactory results, the researchers identified the need to improve the mod-
els of the dynamic stall vortex shedding and reattachment processes due to the observed inaccuracies.

Another modification to the BL model is presented in the work of J.C.Dai, Y.P. Hu, D.S. Liu, and X.
Long (Dai et al., 2011), dedicated to aerodynamic loads calculation for large-scale wind turbines. In the
presented work, several modifications are introduced to the original model. First, the modifying factor
eo is included in the calculation of the chord force, which decreases the deviation between the test data
and model results in the deep stall conditions. Second, when recreating pitching moment coefficient,
instead of using zero lift AoA, the current AoA is utilized.
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3.2. Snel model

Another model that is discussed is the Snel dynamic stall model. This model is created and discussed
by H. Snel in (Snel, 1997). This model is originally designed for wind turbines and is used in different
aeroelastic codes. One of the major advantages of the Snel method is the lack of airfoil specific coeffi-
cients.

This model is based on the work of Truong (Truong, 1993). He observed the behavior of lift coefficient
in dynamic conditions and proposed the following idea. He assumed that the dynamic lift coefficient
can be represented as the sum of three terms, as can be seen in (3.2). The first term is the static lift
coefficient that is provided as the input in the model.

Cl,dyn = Cl,static + ACl,l + ACZ,Q (320)

The second term, A¢; 1, is the first order correction. Originally, Truong used the Beddoes-Leishman
method described before to model this term. However, Snel, in his work utilizes the approach taken in
the SIMPLE model (Montgomerie, 1996). In this work, the first-order correction term accounts for the
forcing frequency response and is modeled as follows:

TAch + cfioAey = fty (3.21)

Here, the coefficient 7 is a typical time constant widely used in dynamic stall modelling that describes
the time taken by the flow to travel across one semi-chord (7 = 57—, where c is the chord of the airfoil
and U is the free stream velocity. The coefficient ft; is the forcing term which represents the external
forcing given to the system and is expressed as a non-dimensional derivative of Ac; ;o

ft1 = TAc por (3.22)
where Ac; . is defined as the difference between the potential flow lift coefficient and the profile steady
lift coefficient:

Acl,poiﬁ = Cl,pot — Cl static — 27T8iﬂ(04 - OZ()) — Cl,static (323)

Going back to (3.2), coefficient ¢fio represents the stiffness of the system that is trying to bring this
term to steady state. This constant is modeled as follows:

140.5A¢0 por 6 -
cfro = 4 SOE60T) if ey por <0 (3.24)
0 0S80 e, S0 '
8(1+807) l,pot

Second-order correction term Ac; 5 in (3.2) relates to the higher frequencies dynamics, which should
resemble an eigenfrequency of the equation. This term is modeled as the nonlinear mass-damper-
spring system following:

T2 Acs + cfa1Acia + cfaoAciy = fto (3.25)

The coefficients cfyg is determined as shown below:

cfa0 = k2(1 + 3(Aci2)?(1 4 362) (3.26)

Coefficient c¢fs; is taking different values based on the upstroke or downstroke motion of the airfoil and
is determined as follows:

~ - N
ofat = {607%5( 0.01(Acs pot — 0.5) + 2(Acy2)?)  if ey por > 0 3.27)

27k, if e por < 0
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In this system, the coefficient k, is the reduced frequency of the vortex shedding in a uniform flow, or
Strouhal frequency, which is equal to 0.2

Finally, the forcing term for the second-order correction, ft, can be calculated as:
fto = 0.12(=0.15 X Acs ot + 0.05A¢1 pot) (3.28)

3.2.1. Snel model modifications review

The model described above is initially introduced in 1997, and since then, researchers have continu-
ously explored ways to enhance its accuracy and applicability. However, compared to the Beddoes-
Leishman model, modifications to the Snel model have received relatively less attention in the literature.

In a notable study by Adema and Snel (Adema et al., 2020), the authors undertook significant enhance-
ments to the second-order Snel model, integrating it into the turbine design software Bladed. Their
work encompassed several key modifications. Firstly, a dimensional analysis is conducted, introduc-
ing a time constant to render parameters such as chord length, wind speed, and pitching frequency
dimensionless. This adjustment facilitates more versatile application across varying scenarios.

Furthermore, the authors replaced the previous empirical value of 27 with the true value of the lift coeffi-
cient slope. This slope, calculated between the intercepts at angles of attack o« = 0° and lift coefficient
Cr = 0, offers a more accurate representation of aerodynamic behavior.

An important refinement involved substituting the lift coefficient C'L with the normal force coefficient
Cn. This change is motivated by the observation that the lift coefficient tends toward zero at high
angles of attack, even as unsteady vortex shedding persists. Thus, modeling vortex shedding in rela-
tion to the normal force on the airfoil provides a more realistic depiction of the aerodynamic phenomena.

Moreover, improvements are made to the modeling of downstroke motion and vortex shedding. These
enhancements aim to capture the intricacies of aerodynamic behavior more effectively.

Lastly, the constants within the model are optimized to better align with experimental data, ensuring
greater fidelity in predictive capabilities. These modifications collectively represent significant advance-
ments in the Snel model, enhancing its utility and accuracy for turbine design and analysis.

This modification of the model is used in the present work due to its simplicity and encouraging results.



Experimental methodology

Obtaining accurate and reliable experimental data is an integral part on the way towards the improve-
ment of aerodynamic modeling. In this context, the utilization of wind tunnels, namely the Low-speed
Low Turbulence (LLT) wind tunnel located at TU Delft, is an invaluable instrument that provides con-
trolled conditions for a detailed study of the aerodynamic phenomena under consideration. This chapter
is devoted to describing the process of obtaining and processing the data obtained during the conducted
experiment.

The goal of any mathematical model is to reproduce real-world phenomena with high accuracy. As
described earlier, the vast majority of models for dynamic stall are semi-empirical, which means that
experimental data must be available. Although some models allow the use of simplified methods such
as "mean airfoil” or "flat plate”, the availability of real experimental data allows for the model optimisation
for the accurate performance. Validation of mathematical models is a vital step towards increasing their
accuracy and reliability. It bridges the gap between theoretical assumptions and practical applications,
ensuring that models can reproduce reality. Comparing model predictions with experimental results
helps to ensure the stability of the model and helps test its predictive capabilities.

This chapter is divided into sections as follows. Section 4.1 describes the parameters and capabilities
of the facility in which the experiment is conducted. Section 4.2 focuses on describing the experimental
data collection methods and their features. Next, Section 4.3 deals with the experimental model. Sec-
tion 4.4 focuses on the corrections that need to be applied to the data obtained. Finally, Section 4.5
describes and analyze the results of the experiment.

18
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4.1. Facility

The experiment is undertaken in a low-speed, LTT at the Delft University of Technology. A 708 kW
DC motor drives this recirculating wind tunnel, powering a six-bladed fan. The octagonal test section
measures 1.80 by 1.25 by 2.60 m. The maximum flow velocity is u., = 120ms~!. For testing two-
dimensional airfoils, the maximum chord-based Reynolds number is R. = 3.5 x 10%. The wind tunnel
design is capable of low turbulence levels due to the high contraction factor of 17.8 between the settling
chamber and the test section. The turbulence intensity in the test section ranges from 0.015% at 20
m/s up to 0.07% at 75 m/s. The technical drawing of the general view is shown in the Figure 4.1.

The Low Speed, Low Turbulence Wind Tunnel.

Exchangeable test section 1.80 x 1.25 meter

Vmax. = 120 m/sec.

Tu = 002-01%

Fan and straighteners
Motor
Corner vanes

1
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4 Settling chamber
5 Expansion screen
6

7
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Screen store room
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9 Exchangeable test section
10  Diffuser
11 Security screen
12 Spider web
13 Screen
14 Six-component balance
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Figure 4.1: The Low Speed, Low Turbulent Wind Tunnel
1 - Fan and straighteners, 2 - Motor, 3 (a-d) - corner veins, 4 - Setting chamber, 5 - Expansion screen, 6 - 7 Anti-Turbulent
screens, 7 - Screen store room, 8 - Contraction, 9 - Exchangeable test section, 10 - Diffuser, 11 - Security screen, 12 - spider
web, 13 - Screen, 14 - 6 component balance

4.2. Experimental methods

Conducting an experiment is a crucial aspect of any successful project, and the accuracy of data mea-
surements significantly influences the results’ quality. This section outlines the methods and equipment
employed for collecting measurements.

The primary goal of the current experiment is to acquire static and dynamic polars of the analyzed airfoil
for subsequent use in model assessment and tailoring. The equipment used for data collection falls
into three main categories: pressure measurement, thermal imaging, wake measurement.

4.2.1. Pressure taps

In wind tunnel experiments, surface pressure distribution on two-dimensional airfoil sections is com-
monly measured using pressure taps. These taps, located either on the tunnel walls or directly on the
airfoil model, provide data that can be integrated to calculate lift force. In our study, pressure taps are
positioned on the airfoil model itself. A total of 93 taps, each with a 0.3 mm diameter hole, are drilled on
the airfoil’'s pressure and suction sides. To enhance the representation of suction peak, a local refine-
ment is implemented at the leading edge. Although the original model design included a trailing edge
orifice, data collection is hindered by malfunctioning equipment.
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4.2.2. Thermal imaging

Two thermal cameras are installed to capture both sides of the model. To improve thermal imaging,
the wind tunnel is equipped with heat lamps to provide flow heating. Infrared imaging serves several
purposes. First, it allows to confirm the two-dimensional behavior of the flow. Secondly, this method
allows for the high-accuracy detection of defects or dust particles on the model surface, which may
impact the behavior of the boundary layer. Finally, observing changes in the boundary layer, such as
laminar to turbulent regime change or flow separation, is possible with this method. On Figure 4.2 im-
ages from thermal cameras are presented for the clean airfoil at Re = 2 x 10% and «y = 0°. The sharp
change from light to dark areas makes it easy to distinguish the transition from laminar to turbulent flow.

(a) Pressure side (b) Suction side

Figure 4.2: Thermal images of pressury and suction side. Re = 2 x 106, oy = 0°

4.2.3. Wake measurements

The wake rake (Figure 4.6) is a tool used for measuring the aerodynamic drag of objects in a stream,
with a long-standing history of practical application (Terra et al., 2018), (Timmer, 2008). A common
method to measure resistance forces involves using a Pitot-tube rake to analyze the pressure field in
the object’s wake. This approach applies the conservation of momentum principle to a defined control
volume encompassing the object. Itis frequently employed to estimate the aerodynamic drag of station-
ary airfoils or three-dimensional models. Beyond assessing the drag force, the wake rake also offers
insights into the velocity distribution behind the model, aiding in understanding the wake flow structure
and associated aerodynamic loads.

During the experiment, the wake rake is utilized to estimate the momentum loss in the wake. The
estimation is based on the collection of static data from 67 pressure tubes and 16 static tubes, which
are placed over a total length of 504mm. The wake is installed on the two-degree-of-freedom traverse,
allowing it to collect data across the entire model span. However, at some angle of attack, the wake
becomes too wide to be captured by the wake rake. Therefore, drag forces are calculated using pres-
sure taps on the model.

4.2.4. Positioning of the model

The model’s position plays a crucial role in obtaining accurate data. The angle of attack is the most
important parameter in the calculations, and hence, it is necessary to ensure the correct position of the
model. In this experiment, a turntable is used to change the angle of attack for static data collection,
that can be seen on Figure 4.6. However, for dynamic tests, it is necessary to use a linear actuator
to accurately control the angle of attack and oscillation frequency since it involves motions beyond the
turntable’s capabilities.
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Figure 4.3: Linear actuator

4.3. Wind tunnel model

The model in question is one of the FFA-W3 family of airfoils shown on the Figure 4.5, namely FFA-W3-
211. This airfoil was designed by FFA (The Aeronautical Research Institute of Sweden) (Bertagnolio
et al., 2001).

An FFA-W3-211 airfoil model is manufactured from a carbon fiber-based composite material Figure 4.6.
The maximum airfoil thickness is 21.1% of the chord length, shown in Figure 4.5. The airfoil has a
chord length ¢ = 600mm and height h = 1246mm, which allows it to span the height of the LTT test
section. The surface of the model is polished to remove any manufacturing impurities. Throughout
the experiment, the surface of the airfoil is constantly cleaned with paper towels soaked in alcohol to
prevent any flow transition caused by dust particles and impurities.
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Figure 4.4: DTU FFA-W3-211 airfoil coordinates
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—— SNL-FFA-W3-500 —— FFA-W3-241 —— FFA-W3-301 —— FFA-W3-360
—— FFA-W3-211 —— FFA-W3-270blend —— FFA-W3-330blend

Figure 4.5: FFA-W3 airfoil family used in the IEA Wind 15-MW blade design

The airfoil has a variable thickness of about 3mm, with additional reinforcement along the leading edge.
In contrast, the trailing edge thickness is 1.7mm. To fix the airfoil in the wind tunnel, an aluminum shaft
connects two flat plates with ribs on both sides of the model.

Figure 4.6: Setup for static measurements. Gaps between the upper and lower boundaries are taped. Turntable and wake
rake can be observed

Selecting the geometry and size of a model is a complex process that depends on various factors. The
main aim of the research is to test the model profile at maximum possible values of Reynolds number.
An increase in this number means an increase in flow velocity, lift, and aerodynamic drag. However,
the wind tunnel design, particularly the main bearing and testing section size, limits the loads and model
size. As a result, compromises must be made while working with such a complex, interconnected sys-
tem. In this case, the final configuration is a balance between the capabilities of the experimental facility
itself, blockage effects, and free flow velocity.

A chord length of 0.6m is selected to allow for a pitching oscillation range of —20° to 20°. By filling the
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Figure 4.7: Tubes exiting the model for measuring pressure distribution

entire height of the testing section, we can assume a 2D wing theory. These parameters ensure that
the blockage effect does not exceed the maximum acceptable value. of 15% at Re = 3.5 x 10°.

4.4. Corrections

This section will briefly discuss corrections that are applied to the obtained wind tunnel data. A detailed
description of the equations is given in (Timmer, 2014).

Streamline curvature

The first important correction applied relates to the streamline curvature. When a fluid flows around an
object, the streamlines curve due to the object’s shape and other factors influencing the behavior of
the flow. Curvature degree of the streamlines plays a significant role in determining airfoil polars.

In wind tunnels, the flow is constrained, which results in unwanted flow interactions. The normal cur-
vature of the free air flow about a model is straightened by the tunnel walls. This results in the artificial
increase of the camber as well as pressure gradients compared to unconstrained value. Ultimately,
this virtually increases the angle of attack, leading to higher lift and quarter chord moments.
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Wake blockage

The test section walls affect the smooth development of backward vortices that extend several diam-
eters behind the wind turbine, causing the wake blockage effect. The wake size is directly related to
the resistance that counteracts the wind turbine to the flow of air, i.e., to the energy taken from the air
stream (Beslagi¢ et al., 2020). The formed wake has a lower velocity and thus a higher pressure than
the free stream. To satisfy the flow continuity, the velocity of the air outside the wake must be greater
than the free stream velocity, causing pressure differences along the model that affect the drag and lift
as a consequence (Shyu & Chuang, 2008).

Solid blockage

The presence of a model within the constraints of the test section reduces the effective area of flow
around it. This decrease in the area increases the velocity of the air as it flows over the model and
thus decreases the pressure around the model. Moving further down the tunnel, the solid blockage
decreases, and the flow velocity returns to its initial value. The solid blockage is directly related to the
ratio between the wind turbine model projection surface and the cross-sectional area of the wind tunnel
test section perpendicular to the airflow direction causing pressure gradients that must be corrected.

4.5. Experimental matrices

This section will primarily delve into the outcomes derived from the conducted experiment. Initially, it
will encapsulate a summary of the static experiment results, followed by the presentation of findings
from the dynamic section. A detailed account of the relationship between the normal force coefficient
Cy and the angle of attack a will be provided. Furthermore, the observed hysteresis will be analysed
concerning various parameters. Lastly, graphical representations of the pressure coefficient CP vs
relative x coordinate of the model x/c¢ will be presented.

4.5.1. Static polars
To verify the obtained values, the Cl vs Cd plot is created and compared to the RFOIL and Wind Tur-
bine Airfoil Catalogue (Bertagnolio et al., 2001). The data is depicted on Figure 4.8.

The static polars, namely the lift coefficient C'» versus angle of attack and the lift coefficient versus drag
coefficient Cp, are shown in Figure 4.9. The Figure 4.9a clearly depicts a distinct dependence of the
lift coefficient on the Reynolds number. The linear region extending from oo = —8° to « = 11.3° shows
an increased slope with increasing Reynolds number. Notably, the post-stall behavior also depends
on the Reynolds number, with the - onset for Re = 5 x 10°, 7.5 x 10°, and 1 x 10¢ greater than for other
values of Re. Considering this, a threshold at Re = 1.5 x 10° beyond which the stall angle remains
constant is determined.

Another distinct difference is how abrupt the stall is. Lift before the defined threshold value experiences
a more gradual decline after stall when the below-threshold lift seems to drop significantly in a much
shorter time period.

Similar behavior is observed in Figure 4.9b, where the three highest values of Re yield higher drag
coefficients compared to the other curves.

4.5.2. Dynamic polars

Dynamic polars presented in this section are obtained by averaging the measured pressure distribution
over multiple cycles. The airfoil is following a sinusoidal motion, defined in (4.1). In total, 180 cases
were measured. The selected parameters are similar to those presented in (Chellini et al., 2023) and
summarised in Table 4.1.

a(t) = ag + A * sin(27 ft) 4.1)

Where Where a0 is the mean angle of attack, A is the amplitude and f is the desired oscillating fre-
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Figure 4.8: ClvsCd comparison for static polars

quency. The same oscillating frequency term is also found in the reduced frequency, which is defined
in (4.2).

wfc
= JC 4.2
Uoo (4.2)
Cases with a mean angle of attack (ay = 0°) hold limited interest in this study, as the dynamic stall
region is either not reached or is in its initial stages, lacking representativeness. Consequently, these
graphs are relocated to the appendix for a more comprehensive documentation.

Parameter Values
Re,[-] 5x10° [ 1x 10% | 2 x 10°
A, [ded] 3 5 7 9 11
f, [Hz] 0.6 1.2 1.8 24
k, [ 0.046 0.091 0.137 | 0.182
g, [ded] -8 0 11

Table 4.1: Set of parameters for the dynamic part of the experiment

Frequency dependency at positive angles

In instances of positive angle of attack stalls, a comparable pattern emerges. Elevated reduced fre-
quencies lead to heightened overshoot in normal coefficient and a prolonged delay in boundary layer
reattachment. For Reynolds numbers Re = 1 x 10° and Re = 2 x 105, hysteresis amplification becomes
more noticeable as the frequency value increases. Figures for Re = 5 x 10° and Re = 1 x 10° are
presented in Appendix A.
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Frequency dependency at negative AoA

The analysis begins by examining the frequency changes at different Reynolds numbers, amplitudes,
and mean angles. Figure Figure 4.11 shows the normal coefficient as a function of angle of attack
for four different amplitude cases: A = 5°,7°,9° and 11° degrees, at a Re = 5 x 10°. Notably, the
f = 0.6 Hz cases show significant differences from the other frequency values. The angle of attack of
the dynamic stall for these cases occurs earlier, resulting in faster detachment of the vortex from the
trailing edge and a pronounced increase in Cy values before the upstroke motion. This also leads to
the lower slope values at the linear region.
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Figure 4.11: Dynamic normal coefficient frequency dependence at Re = 5 x 10%, ap = —8°

Another remarkable observation relates to the reattachment region for the f = 1.2Hz. The Cy values
experience a decline before reaching the maximum angle of attack, resulting in lower values compared
tothef = 1.8Hz and f = 2.4Hz curves. This particular behavior can result from the complex unsteady

boundary layer reattachment behavior, which depends on both the Reynolds number and the reduced
frequency.

Continuing the exploration of frequency dependence, the cases for Re = 1 x 10° and 2 x 106 are con-
sidered, as depicted in Figure 4.12 and Figure 4.13 respectively. An observable trend emerges with
increasing Reynolds number, where the boundary layer reattachment process becomes smoother. In
Figure A.2b, for instance, at Re = 1 x 10% and A = 5°, it becomes apparent that for frequency values
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of f =0.6Hz and f = 1.2H z, the boundary layer reattaches by the end of the cycle.

Comparing this with theRe = 2 x 10° case, it is apparent that the frequency influences the level of
unsteadiness of the boundary layer since its reattachment initiates at lower values of AoA, as illustrated
in Figure 4.13. Furthermore, a consistent pattern emerges regarding the impact of frequency on the
stall force. As frequency increases, both the angle at which vortex detachment from the trailing edge
occurs and the minimum value of the normal force coefficient elevate. This results in a broadening of
the hysteresis loop and an extended time for the reattachment of the boundary layer.
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Amplitude dependency

In examining the relationship between the normal force coefficient and amplitude, consistent findings
emerged across all cases. For clarity, this section highlights two cases at Re = 2 x 105, f = 1.8H 2, with
mean angles of oy = 11° and «y = —8°. Additional cases are detailed in Appendix A and Appendix B.
The observed patterns, as the amplitude increases from A = 3° to A = 11°, are as follows:

» Augmentation in the maximum normal coefficient value.
» Widening of the hysteresis loop
* Prolonged delay in the reattachment of the boundary layer.

These trends provide valuable insights into the impact of amplitude variations on aerodynamic charac-
teristics.
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Figure 4.14: Dynamic normal coefficient amplitude dependence at Re = 2 x 106



Beddoes-L.eishman model
optimization results

A notable aspect of this thesis is its focus on optimizing shape constants, a feature often overlooked
in other studies where these constants remain unchanged. The significance of this optimization lies in
its demonstrated impact on model results, particularly in relation to the airfoil geometry. It's highlighted
that these shape constants exhibit considerable influence and are heavily dependent on the specific
characteristics of the airfoil.

The original values of the four shape parameters are derived for airfoils typically utilized in the wind
turbine industry, which tend to have higher thicknesses and cambers. However, it's concluded that
these coefficients are not directly applicable to the airfoil shape under consideration due to its distinct
characteristics.

The chapter is structured as follows. section 5.1 explains the selection of optimization variables and
the methodology employed. Next, in an effort to streamline the optimization process and minimise
the number of variables, section 5.2 introduces a data-driven approach to determine 1, coefficients,
thereby excluding it from the optimization. Followed by section 5.3, which describes the parameters
used to conduct a quantitative comparison between the optimized model and the standard model. Fi-
nally, section 5.4 presents the comparative analysis of model parameters and offers insights into the
implications of the optimization results.

5.1. Optimization

The Beddoes-Leishman model, as mentioned previously, is a semi-empirical model that relies on a set
of eight empirical coefficients. These parameters consist of four-time delays characterising the airfoil’'s
aerodynamics, denoted as T, T, T, and T,;. Four shape-based coefficients characterise the geom-
etry or hysteresis loop shape, typically found in the literature as A1, A2, b1, and b2.

Typically, shape based coefficients are not optimized and take values the same as they are proposed
by Beddoes (Beddoes, 1982). However, these coefficients are dependent on airfoil shape, as shown
in (Singapore Wala et al., 2018). Therefore, this study aims to consider this fact and optimize both
time-based and shape-base coefficients to increase the model reliability for the airfoil in question.

The optimization process is conducted separately for each case of amplitude and reduced frequency,
considering different Reynolds numbers. This approach is necessary due to significant variations in
stall onset, hysteresis loop shape and size, and other parameters discussed below at different Reynolds
numbers.

31
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Subsequently, the optimization results for each case at a single Reynolds number are averaged to ob-
tain a set of coefficients for a specific Reynolds number. This methodology enhances the robustness
of the model and enables the utilization of a fixed set of values without requiring individual optimization
for each specific airfoil. This approach is proven to give positive results in Singapore Wala et al., 2018.

The optimization of the BL model is carried out using the linear least square minimisation objective
function as shown in (5.1), where £ and M are Experimental data and Model output, respectively.
Processed data is normalised over the maximum or minimum Cy values based on positive or negative
mean AoA oscillation to better visualise the overlap.

Obj = min» (E — M)’ (5.1)

The obtained values of the semi-empirical coefficients for the examined cases are summarized in Ta-
ble 5.1. Notably, there’s a significant deviation from the default values, particularly in the T,, and T’
coefficients. These deviations profoundly influence various aspects of the hysteresis loop. Increasing
T,, for instance, delays the boundary layer reattachment, leading to a broader hysteresis loop and
a higher stall onset AoA. Conversely, the impact of the T, is relatively minor, affecting the stall AcA
marginally while preserving the reattachment area.

Interestingly, the optimization of shape-based parameters, although less explored in the literature,
proved to be highly beneficial. Elevating the A1 and A2 parameters increases the Cy slope, while
the b1 and b2 coefficients exhibit an opposite trend, decreasing the slope with higher values. These
adjustments notably affect the reattachment area, particularly during the downstroke motion. The de-
fault values of the BL model allow Cy to exceed the linear region, influencing the slope and resulting in
secondary hysteresis loops at lower AoA values. This effect is more pronounced at higher frequencies,
where complete flow reattachment may not occur by the cycle’s end. Precise optimization of the shape
parameters can significantly enhance the model’s ability to predict reattachment values and improve
overall performance.

5.2. T, coefficient determination

Johan Boutet’s work presents a method to reduce the number of optimisation parameters by establish-
ing a relationship between the dynamic angle of attack onset and the reduced pitch, determining the
time-lag coefficient T}, (Boutet et al., 2020). For the sinusoidal motion of the airfoil in (5.2), the pitch ve-
locity oscillates so that the reduced pitch rate is a function of time, as shown in (5.2) (Boutet et al., 2020).

alt) =ag+ Axsin(2+m*x Axt) (5.2)

r(t) =k x A x cos(ft) (5.3)

Figure 5.1 illustrates this relationship for oscillations around mean angles of attack g = 11°and oy =
—8°degrees. As depicted in the graphs, an increase in frequency leads to a higher delay in stall onset
and an increase in stall onset angle of attack values, consistent with previous observations. Additionally,
the figure highlights the dependency on Reynolds number. A decrease in Reynolds number increases
the dynamic angle of attack onset for the same reduced pitch value.
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Figure 5.1: Determination of time lag T}, for R = 1 x 10%,2 x 106 at different amplitudes and frequencies for the FFA-W3-211
airfoil

The aforementioned analysis results in four different values for the T'p coefficient for two different
Reynolds numbers, presented in the Table 5.1. The implementation of the MATLAB code for finding
the Tp coefficient is presented in Appendix C.

5.3. Comparison parameters

In this section the numerical parameters that are selected to compare the default and optimized BL
model are described.

* The Ly-norm, also known as the Euclidean norm, represents the magnitude of the difference
between the model and the data vectors, denoted as v, normalized by the total number of points
in the vector, N. Mathematically, the L,-norm is defined as:

Ly-norm =

This formula calculates the square root of the average of the squared elements of the vector v,
providing a measure of the overall discrepancy between the model and the observed data.

The lift hysteresis parameter, denoted as AC#, offers insight into the magnitude of the hystere-
sis loop and consequently, the severity of unsteady effects. It quantifies the difference between
the lift in the upper part of the loop and that in the return part, Cfu — Cﬁower, at the angle of attack

corresponding to the static stall AoA, oSt

pper

« The reattachment parameter: Denoted as ACE, provides insights into the extent of the reat-
tachment area within the hysteresis loop. It signifies the disparity between the lift in the upper
portion of the loop and that in the return portion, expressed as Cﬁupp CE | at the angle of

er Liower

attack 20% above or below the minimum or maximum AoA, denoted as o?°% for positive (11°)
and negative (—8°) mean angles, respectively.

5.4. Results comparison

In this section, the results of the BL model optimization are presented, and comparison with the original
model is conducted. To facilitate comparison between different cases, the discussion is organized as
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follows:

R. = 1 x 10° The analysis begins with examining the results for Reynolds numbers of R, = 10°. This
section further divides the data to compare the effects of varying frequencies while maintaining con-
stant amplitude values.

R. = 2 x 10° The focus shifts to the cases with R, = 2 x 10%. Similar to the previous subsection,
the impact of different frequencies on the flow characteristics is analyzed while keeping the amplitude
values constant.

Before discussing the results, it is necessary to verify that the model works correctly and remains
consistent over the entire range of the angle of attack. This verification is shown in Figure 5.2. It can
be seen that the model generates slightly shifted results compared to the experimental data. The lack
of complex dynamical corrections in the experimental polars can explain this discrepancy. However,
the value of the C,, slope is consistent for the whole span of mean angles of attack; this proves that the
physics of the model is consistent throughout the tested ranges.

Re=1x 105 A= 7°,f= 0.6 Hz
I I

05— —

CNi [-]

Experimental data

05 — Default BL

«, [deg]

Figure 5.2: Normal coefficient plot against the three tested mean angles of attack. The plot serves as validation of the BL
model for the full span of AocA
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Table 5.1: Comparison of semi-empirical parameters for the default and optimized BL models

Physics based Shape based
Parameter | 1, Tf Tv | Tvl A1 A2 b1 b2
Model
Default 171 3 | 6 | 1 023 | 07 | 0.14 | 053
_ 6
Opt Iz. = 1 x 107, 365 | 183 | 2.7 | 6 052 | 057 | 0.96 | 0.88
Oéozll
_ 6
Opt 1t =2 x 107, 25 | 014 | 58 | 6 133 | 131 | 1.88 | 1.88
Oé(]:].l
_ 6
Opt . =1 x 107, 4 | 18 | 2 6 052 | 057 | 0.96 | 0.88
OéOZ—S
_ 6
Opt fie =2 210 29 | 115 | 018 | 6 08 | 08 | 1.88 | 1.88
oo

To improve the readability and coherence of the paper, the main part is devoted to comparing the
hysteresis parameter, the reattachment parameter, and the case analysis for an amplitude of 9°. As
discussed earlier in chapter 4, changes in the oscillation amplitude do not affect the fundamental shape
of the hysteresis loop. Consequently, the behavior of all parameters remains unchanged for different
amplitude values. This approach simplifies the discussion and contributes to a clearer understanding
of the results. All other cases for different amplitudes can be found in Appendix D.

5.4.1. Oscillation around oy = 11° at Re = 1 x 10°

Figure 5.5a and Figure 5.5b show a comparison of hysteresis and reattachment parameters for 1 x 106
Re on the y-axis, respectfully, with the reduced frequency plotted on the x-axis.

When considering the values of the hysteresis parameters, it is evident that the optimized model con-
sistently overestimates the loop size. This trend is particularly pronounced at low frequencies, where
the default model exhibits noticeably better predictive ability. However, as the frequency increases,
the default model significantly lags behind the optimized model. This discrepancy indicates a clear
improvement in hysteresis loop prediction by the optimized model compared to its default counterpart.

Notably, the tuned values more closely follow the pattern of the experimental hysteresis loop data,
showing a gradual increase up to a reduced frequency value of 0.137, followed by a slight flattening. A
particularly significant difference is observed when simulating higher amplitude oscillations, where the
optimized model shows a nearly perfect fit to the experimental data.

Overall, these results highlight the effectiveness of the optimized model in capturing the complex dy-
namics of hysteresis loops, especially noticeable at high amplitudes.

The values of the reattachment parameter also show a notable pattern: the optimized model consis-
tently outperforms the default model in all considered cases. In contrast to the hysteresis parameter,
the loop reattachment area is noticeably better predicted at lower amplitudes, demonstrating a near
perfect match. It is interesting to note that the default model encounters problems in accurately predict-
ing the linear behavior of the Cy coefficient after boundary layer reattachment, resulting in pronounced
loops at lower angles of attack, as shown in the figures.

Despite the refined fit in the low reduced frequency range, the optimized model encounters drawbacks
in the higher frequency ranges. In these cases, reattachment is faster and much more abrupt than
observed in the experimental data. Nevertheless, the optimized model shows a significant improve-



5.4. Results comparison 36

ment over the default model. This improvement highlights the effectiveness of the optimized model in
capturing the subtleties of the reattachment phenomenon and its overall superior performance under
various conditions.

When comparing the L2 norm, shown in Figure 5.7, it is evident that the optimized model is a better fit
compared to the default. However, for frequency values of 0.6 Hz at all amplitudes, the default model
results in a lower value than the optimized one. Similar dominance of the default model can be seen
for the 7° amplitude 1.2 Hz frequency case. In all other cases, the optimized model show a better fit
to the experimental data. Peaks in the L2-norm for the default model at 1.8 and 2.4 Hz frequencies
shoes that the original BL model performance significantly decreases with increase in frequency. The
optimized model, on the other hand, shows more stable values.

5.4.2. Oscillation around oy = 11° at Re = 2 x 106

At a Reynolds number of 2 x 10%, the hysteresis parameter, as depicted in Figure 5.6a, mirrors the
behavior observed at 1 x 10° Reynolds number. The optimized model continues to overestimate the
size of the hysteresis loop, particularly evident at lower reduced frequency values. However, as the
reduced frequency increases, the optimized model demonstrates a marked improvement compared to
the default values.

An interesting observation relates to the behavior of the experimental data. At higher Reynolds num-
bers, the hysteresis loop shows an almost linear increase with increasing reduced frequency. In con-
trast to the 1 x 10° values, there is no noticeable sharp smoothing in this frequency range.

Similarly, reattachment parameter values, illustrated in Figure 5.6b, exhibit significant enhancement us-
ing optimized parameters across all considered cases. Notably, the data forms a distinctive U-shape,
with values for certain reduced frequencies being nearly identical. However, the optimized model fails
to capture this behavior accurately, particularly dropping further at the final reduced frequency.

The analysis of the L2-norm for this particular case of Reynolds number shown in Figure 5.7 highlights
the clear superiority of the optimized model, demonstrating its better fit to all scenarios. An intriguing
observation arises when examining the values of the amplitude A = 5°: both models show a distinct
pattern compared to the other amplitudes. Instead of the typical tendency to improve predictions at
low frequencies, followed by a decline, both models show the opposite behavior. They improve their
predictive abilities with increasing frequency, indicating a deviation from the expected model.
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5.4.3. Oscillation around oy = —8° at Re = 1 x 10

As can be seen on Figure D.5, the hysteresis parameter is greatly improved by the optimized model.
Tailored model values follow the overall increasing trend in the hysteresis parameter with increase in
the reduced frequency. The default model, on the other hand, tends to follow the opposite pattern, i.e.,
gradually reducing the size of the hysteresis loop.

The reattachment parameter, shown in Figure 5.12, shows a smaller improvement between the two
models. Noticeable differences can only be observed for the lowest reduced frequency. In other cases,
the reattachment area is similar between the models.

Despite the decrease in the predictive accuracy of the Beddoes-Leishman model for negative stall, the
optimization resulted in an overall better fit to the experimental data, as can be seen in Figure 5.13.
There is a noticeable trend in the data: the errors increase with increasing amplitude. For each ampli-
tude domain, the most significant discrepancies are observed at low frequencies, gradually decreasing
with increasing frequency.

It is also noticeable that the results of the model overpredicts the value of the C coefficient. This phe-
nomenon could be attributed to a couple of explanations. Firstly, as previously mentioned, the absence
of dynamic corrections in the data could lead to a shift in the model results. Secondly, and perhaps
more significantly, the model fails to predict the effect of leading-edge vortex detachment during the
downstroke motion. While the downstroke of the model exhibits a purely linear behavior, experimental
values show a change in slope due to the influence of the vortex. Lack of this predictive capabilities
might have a significant effect on the shape of the hysteresis loop and the reattachment area of the
boundary layer.

5.4.4. Oscillation around oy = —8° at Re = 2 x 108

The modeling of the hysteresis parameter at higher Reynolds numbers in Figure 5.12a generally fol-
lows the same principles outlined in the previous section. However, upon comparing the overall shape
between the experimental data and the model, it becomes evident that the optimized model provides
a closer match to the experimental data. The optimized version of the model more accurately predicts
the shape and size of the hysteresis loops across all reduced frequency cases.

Regarding the reattachment parameter for the Re = 2 x 10° case, both the default and optimized values
exhibit a good match with the data. However, when considering the range of values rather than a single
value of the reattachment area, it becomes clear that the optimized model closely predicts the more
rapid reattachment process compared to the almost linear behavior of the original model.

In this case, the L2-norm demonstrates a clear pattern. Across all amplitudes, the model performs
poorest in predicting values for the lowest reduced frequencies and gradually enhances predictions
for higher frequencies. This pattern is consistent for both the improved and classical versions of the
models. However, it is evident that optimization enhances the fit for all cases, with the greatest im-
provement observed for higher frequencies.
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Snel model optimization results

The optimization process for the Snel model is conducted in a similar way as described in chapter 5.
However, due to the obvious difference in the modeling approach adopted in the Snel model, it is im-
portant to first discuss the optimization variables.

In this study, only the first-order correction is used for several reasons. First, the computational com-
plexity of the second-order model is higher, and since the goal of the semi-empirical model is simplicity
and efficiency, the first-order approach is preferred. Second, the inclusion of second-order conditions
introduces additional variables and constraints, making the optimization process more complex and
time-consuming. Finally, and perhaps most importantly, the experimental data did not show any sec-
ondary effects of vortex or other complex behaviors that would require the use of second-order condi-
tions. The first-order correction is found to give satisfactory results without complicating the model.

In the first-order correction, the only parameter that affects the model is the ¢fiy coefficient, as illus-
trated in (3.2). It is observed that the constants z;; through z23, outlined in (6), significantly influence
the model’s outcome. However, including all six independent variables makes the optimization process
computationally inefficient. During the study of the model behavior, it is determined that satisfactory
results could be achieved by modifying only the x5 and x5, constants during the optimization of the
upstroke and downstroke motions. The remaining parameters are kept unchanged, consistent with the
default model settings.

z12(213+607¢)
2214+0.5A¢1 pot

22 (11:23 +80T(¥)

211+0.5A¢; pot if dcl,pot <0
cfio = (6.1)

if dcl,pot >0

Similar to the BL model validation, Figure 6.1 displays the values of the C coefficient plotted as a
function of the angle of attack along the y and x axes, respectively, for the Snell model. As can be
seen, there is a similar offset of the modeled results compared to the experimental data due to the lack
of corrections. However, despite this deviation, the model demonstrates proper behavior, as indicated
by the constant slope of the C coefficient.

44
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6.1. Results comparison

Results are described and compared in the same way as in chapter 5. L2-norm, hysteresis and reat-
tachment parameters are compared between the experimental data, default and optimized model. Dis-
cussion of the results are separated per Reynolds number and mean angle of oscillation.

6.1.1. Oscillation around o, = 11° at Re = 1 x 108

When examining the hysteresis parameter illustrated in Figure 6.4a, an interesting trend emerges: the
optimized model initially outperforms the default model but later loses its advantage. At a Reynolds
number of Re = 1 x 10°, the Snel model tends to underestimate hysteresis, particularly at higher
reduced frequencies. Conversely, the default model excels in predicting larger hysteresis loops as os-
cillation frequency increases.

Similarly, the reattachment parameter values depicted in Figure 6.4b reveal that the optimized model
struggles to accurately capture reattachment areas at this Reynolds number. It exhibits earlier and
more rapid reattachment compared to the actual data, a disparity more pronounced at higher reduced
frequencies.

Despite these discrepancies, the L2 norm illustrated in Figure 6.6 indicates an overall improvement with
the optimized model. It achieves a nearly perfect fit of the C coefficient during the upstroke motion,
in contrast to the default values, which consistently overestimate values throughout the airfoil motion.
Additionally, as shown in Figure 6.2, the optimized model enhances stall onset prediction, particularly
at higher reduced frequencies.

Overall, it appears that the Snell model at this Reynolds number tends to overpredict reattachment
speed, resulting in underestimations of both hysteresis and reattachment parameters. However, the
optimized model demonstrates near-perfect behavior during the upstroke motion and stall onset, show-
casing significant improvements in the prediction of C'y behavior.
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6.1.2. Oscillation around o, = 11° at Re = 2 x 10°

The increase in Reynolds number has notably enhanced the predictive capabilities of the optimized
model. As depicted in Figure 6.5a, near-perfect hysteresis loop fit is achieved post-optimization. No-
tably, for Re = 2 x 10%, the experimental data exhibits a linear increase in hysteresis size with reduced
frequency, mirroring the behavior of the optimized model. In contrast, the default model, as observed
in Figure 6.3, consistently fails to capture the correct downstroke behavior and widens the hysteresis
loop size.

Regarding the reattachment parameter illustrated in Figure 6.5b, the optimized model clearly outper-
forms the default model. Despite a slight overprediction, the tailored version closely follows the behav-
ior depicted by the experimental data. Conversely, the default model predicts less rapid reattachment
during the downstroke motion, significantly impacting the overall hysteresis shape and reattachment
parameter.

Analyzing the L2-norm values showcased in Figure 6.7, it's evident that the optimized model holds a
significant advantage over the default one. The L2-norm values for the new model are considerably
lower, indicating a much better fit with the experimental data. However, despite these promising results,
particularly for high reduced frequencies, it's worth noting that for the case of Amplitude A = 9° and
frequency f = 0.6H z, the default model yields a slightly better fit.

In conclusion, the capabilities of the optimized model are markedly improved at higher Reynolds num-
ber values. It demonstrates accurate predictions of hysteresis size and shape, as well as precise
estimation of reattachment areas. The most significant improvement is observed at the higher end of
reduced frequencies.
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Figure 6.7: L2 parameter comparison for ap = 11°, Re = 2 x 10°

6.1.3. Oscillation around oy = —8° at Re = 1 x 10% and Re = 2 x 10°

The analysis of negative stall behavior is conducted for both Reynolds numbers due to their similar and
unfavorable outcomes. As seen in Figure 6.8 and Figure 6.9, the Snel model struggles to accurately
predict behavior in the negative angle of attack (AoA) domain. A critical flaw lies in its inability to prop-
erly model leading-edge vortex behavior, crucial for negative stall prediction. Unlike observed behavior,
the model exhibits a decrease in the rate of change past the mean angle, resulting in an inaccurately
shaped hysteresis loop.

However, the optimized version of the model shows improvement in post-stall behavior. The hysteresis
shape closely resembles the experimental data, with a better fit continuing until it reaches the mean
angle, ag = —8°. At this point, the model predicts rapid reattachment of the boundary layer and a
noticeable change in the C slope. This process is particularly evident at higher reduced frequencies,
where the flow does not fully reattach by the end of the cycle.

Additionally, the model incorrectly shifts the stall angle to lower values, impacting hysteresis parameter
estimation, as evident in Figure 6.10a and Figure 6.11a. While both optimized and default models show
an increasing hysteresis trend with frequency, the erroneous slope change of the Cy curve leads to a
shifted stall onset AoA and subsequently, a distorted hysteresis shape.

Despite the initial disappointment, optimization yielded improvements in L2-norm readings. For Reynolds
numbers Re = 1 x 108, enhancements are observed across most cases, particularly at higher frequen-
cies for all amplitudes. Notably, the model performed better in predicting higher reduced frequency
values. Similarly, for Reynolds numbers Re = 2 x 10, a stable trend in L2-norm is observed through-
out the study. As oscillation frequency increased, the model consistently showed improved readings
across all amplitudes. Notably, the optimized model consistently outperformed the default model, with
the improvement increasing as frequency rises.
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Model comparison

This chapter is dedicated to comparing two optimized models. The discussion is structured as follows.
Section 7.1 presents a comparison between the two models at oy = 11°. Followed by section 7.2
discussing the differences between the two models during negative stall conditions.

7.1. Oscillation around ay = 11° at Re = 1 x 10% and Re = 2 x 10°

For the oscillation around a positive angle of attack for both Reynolds numbers, explored in this paper,
both models gives satisfactory results. Both of them have their strong and weak points. To evaluate
the models performance, the metrics, described in chapter 3, are used.

The analysis begins with the hysteresis parameter, depicted in Figure 7.3a and Figure 7.4a. One can
notice that for lower Reynolds number, the BL model captures the trend of the data much better com-
pared to the Snel model. However, at lower reduced frequencies, the fit with Snel model, the value is
closer to the experimental with the hysteresis parameter difference of 0.0075. An increase in reduced
frequency puts the Snel model behind, increasing the difference in hysteresis parameter up to 0.12. At
that region, BL model has an advantage, improving the hysteresis value difference from 0.11 to 0.013.

When considering higher Reynolds number values, supremacy of the Snel model is evident with the
near-perfect match on the whole range of reduced frequencies with the maximum error of 0.02. The BL
model, although having a close fit does not achieve such a close match with the data.

Hysteresis analysis continues with the noticeable difference between the two models when looking at
Figure 7.1 and Figure 7.1. The BL model is susceptible to underpridecting the dynamic stall onset
AoA. The most prominent difference of Aa,; = 2.13° and A« = 1.52° is achieved at f = 0.6H z for
Re =1 x 10° and Re = 2 x 106, respectively. The difference in stall onset AoA gradually decreases as
the oscillating frequency rises, reaching a value of Aa,, = 1.26° and close to perfect Aoy, = 0.04° at
f=24Hzfor Re =1 x 10° and Re = 2 x 10°.

The Snel model, on the other hand, tends to overpredict the stall angle. However, the higher differ-
ences are noticed at higher range of frequencies at f = 1.8Hz and f = 2.4Hz, with the values of
Aag = 1.8° and Aa, = 0.93° for considered Reynolds numbers. At Re = 1 x 10%, The Snel model
has an advantage over the BL model, as the dynamic stall AoA is precisely predicted for f = 1.8H=z
and f = 2.4H z with the angle difference of Aa,, = 0.25° and A« = 0.11°. This advantage, however,
does not hold for higher Reynolds numbers. There, the Snel model consistently overpredicts the onset
AoA: Acay; = 1.45° and Aa; = 0.93° for f = 1.8Hzand f = 2.4H 2.

The comparison of reattachment parameters is presented in Figure 7.3b and Figure 7.4b. For Re =
1 x 109, both models exhibit similar trends. The reattachment parameter values form a relatively flat line
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compared to the increasing values observed in the experimental data. Notably, both models demon-
strate a good fit at f = 0.6Hz and f = 1.2Hz. However, at higher frequencies, a wider hysteresis
and a slower reattachment process are introduced. At this Reynolds number, the flow does not fully
reattach by the end of the oscillating cycle. Both the Snel and BL models underestimate the speed of
reattachment, with this behavior becoming more pronounced at higher frequencies.

At Re = 2x 109, interesting differences between the models are observed. At higher Reynolds numbers,
the reattachment of the flow occurs earlier and more rapidly. This results in smaller secondary loops in
the Cy coefficient at low AoA. The BL model, as can be seen, is capable of capturing this behavior, and
as mentioned before, shape-based parameters heavily affect the size of these smaller loops. However,
according to the data, these loops keep getting bigger until a certain value of frequency. After reaching
a certain frequency threshold, the boundary layer is not able to reattach, and the loop disappears. This
behavior is not observed by the BL model. Therefore, it can be observed that these secondary loops
keep growing with an increase in frequency, resulting in a continuous decrease of the reattachment
parameter value, as depicted in Figure 7.4b.

On the contrary, the Snel model is incapable of capturing this effect. In all examined cases, the up-
stroke values are consistently higher than the downstroke values. This indicates a lack of physical
representation in this simple model. Despite this shortcoming, the model does fairly accurately capture
the trend in reattachment area development with increasing frequencies. As can be seen, the values
are shifted upward. This can be attributed to the model’s inability to create loops at low angles. There-
fore, it takes more time for the model to predict the reattachment of the boundary layer.

The L2-norm comparison for two Reynolds numbers is presented in Figure 7.5 and Figure 7.6.

At Re = 1 x 10, no specific patterns are observed in the dataset, but a general trend can be described.
The BL model performs better at the higher end of the amplitude values, exhibiting a stable L2-norm
value between 0.071 and 0.064 at A = 11°. Another noticeable feature is the pronounced peaks that
occur for the f = 0.6Hz cases. This occurs due to the overestimation of the Cy at this frequency.
However, an increase in amplitude significantly improves this, resulting in a flattening of values with no
major peaks occurring.

Conversely, the Snel model has a clear advantage when it comes to lower amplitudes at both consid-
ered Reynolds numbers. Specifically, at Re = 1 x 10%, the model is capable of perfectly predicting the
upstroke values for the Cy coefficient for all cases, resulting in low L2-norm values down to a minimum
of L2 = 0.025. Another interesting detail observed at this Reynolds number is that the Snel model
peaks at frequency values of f = 0.6Hz and f = 1.8 Hz and drops at others.

For Re = 2 x 10, the results are similar. The BL model at the low amplitude domain results in larger
errors and a distinct peak at f = 0.6Hz. Additional peaks are present for the BL L2-norm values at
f = 2.4Hz, except for the A = 5° case, where the BL model performs the best. These peaks can be
attributed to the secondary loops at lower AoA and an overestimation of the Cy during the downstroke
motion.

The Snel model begins to perform poorer compared to the BL model at A = 9° and above. Interestingly,
for the f = 2.4Hz cases, the L2 values significantly drop. This behavior is a result of a more accurate
Cn drop modelling as well as smaller underprediction values during both upstroke and downstroke
motions.

7.2. Oscillation around oy = —8° at Re = 1 x 10° and Re = 2 x 10°

The analysis of negative stall phenomena yields insights that, although less encouraging than those
observed in positive stall, contribute to a deeper understanding of this complex phenomenon and pro-
vide avenues for improving modeling techniques.
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In line with the positive stall analysis, Figure 7.3a and Figure 7.4a depict the hysteresis parameter for
both Reynolds numbers. Experimental data exhibits a clear linear increase, a trend captured by both
models. Notably, the BL model demonstrates superiority in hysteresis loop size, with differences rang-
ing from 0.1 to 0.035 compared to 0.265 to 0.22 for Re = 1 x 106.

At higher Reynolds numbers, the linear nature of the hysteresis parameter persists, but with larger devi-
ations between the models and the data. For the BL model, the difference with experimental hysteresis
ranges from 0.19 to 0.086 across the frequency range, while the Snel model performs even worse with
differences between 0.275 and 0.272.

The poor hysteresis loop modeling can be attributed to two main factors present in both models: the
overestimation of Cy during the upstroke motion and the consequential shift in stall onset AoA.

At Re = 1 x 10%, the BL model can predict the stall onset relatively well, with the largest difference of
Aag = 1.55° at f = 0.6H 2. This discrepancy gradually decreases with increasing frequency, with the
stall onset even lagging behind the experimental one by Aa,, = 0.27° at the highest frequency.

However, the shift in dynamic stall onset becomes more severe with increasing Reynolds number. The
BL model overpredicts the dynamic stall onset and slope, with discrepancies ranging from A« = 2.71°
to Aa: = 1.63° across the studied frequency range.

On the other hand, the Snel model underperforms under negative stall conditions, with delayed dynamic
stall ranging from Aay, = 6.3° to Aa,,, = 1° at Re = 1 x 10° compared to the experimental data. The
increase in Reynolds number increases this delay at higher frequency range, with differences varying
from Ao, = 5.18° to Aagy = 4.13°.

The analysis incorporating the reattachment parameter reveals satisfactory results for both models
across all considered cases. At lower Reynolds numbers, similarities in reattachment parameter val-
ues are observed between the two models. However, both models consistently underpredict the actual
values throughout the frequency range. This underestimation is particularly pronounced at higher fre-
quencies, where reattachment occurs only towards the end of the hysteresis cycle.

The early occurrence of boundary layer reattachment may be attributed to various factors. In the case
of the BL model, the absence of the leading vortex effect during the upstroke motion could contribute
to this effect. Similarly, the Snel model’s inaccurate prediction of trailing vortex development during the
upstroke may amplify the effect.

Despite the overpredictions described above, the BL model can correctly predict the overall shape of
the hysteresis loop at negative stall for all cases. Severity of the C coefficient drop after the dynamic
stall onset angle as well as the downstroke motion matches the experimental data in term of general
shape. The Snel model, on the other hand, due to the strongly delayed stall onset experience a sudden,
in some cases almost instantaneous, drop of the C'y. This might have a significant effect on the fatigue
loads modeling and requires the model to properly adapt for the negative stall features.

The L2-norm comparison for two Reynolds numbers is depicted in Figure 7.11 and Figure 7.12.

A discernible pattern emerges across both Reynolds numbers. As frequency increases for all studied
amplitude values, both models exhibit improved performance. However, this trend is more pronounced
at Re = 2 x 10°. Interestingly, as the Reynolds number increases, both models generally exhibit worse
performance compared to the reverse behavior observed for positive stall.

Specifically, the BL model demonstrates slightly better agreement with experimental data at lower ampli-
tudes, but its performance deteriorates as amplitude increases. This discrepancy is particularly evident
when examining L2-norm values at f = 0.6 for each amplitude. Conversely, the Snel model shows
only marginal improvement with increasing amplitude, with this improvement becoming negligible at
Re =2 x 10°.
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In summary, in contrast to positive stall, it is evident that both models are not fully suited for negative
stall. Further modifications and improvements are necessary to incorporate all complex phenomena
and achieve satisfactory results.
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Figure 7.1: Comparison of the optimized and default Snel model with experimental data for Re = 1 x 10, ap = 11°, A = 9°.
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Figure 7.5: L2 parameter comparison for ap = 11°, Re = 1 x 106
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Figure 7.7: Optimized and default Snel models comparison with experimental data for Re = 1 x 10% , ag = —8°, A = 9°.
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Figure 7.8: Optimized and default Snel models comparison with experimental data for Re = 2 x 10% , ag = —8°, A = 9°.
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Figure 7.11: L2 parameter comparison for cg = —8°, Re = 1 x 10°
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Figure 7.12: L2 parameter comparison for ag = —8°, Re = 2 x 106



Conclusions and Further work

This chapter will discuss the results obtained during the research. First, the comparison between the
default models and the optimized models will be evaluated. Then, the optimized models will be com-
pared with each other. In addition, potential directions for future research will be provided.

8.1. Evaluation of the Beddoes-Leishman model results

Comparison between the default and optimized models was conducted in Chapter 5. It is evident that
the optimized model significantly outperforms the default one in almost all studied cases. The optimiza-
tion routine adopted in this research differs from the typical Beddoes-Leishman model optimization
reported in the literature. Here, the shape-based coefficients were included in the model optimization.
Upon analyzing the results, it is found that the values of these coefficients play a significant role in mod-
eling dynamic stall. The greatest influence is found on the boundary layer reattachment point. When
optimizing only time delay-based coefficients, the modeling of the hysteresis loop at small angles of at-
tack is significantly degraded. This discrepancy is particularly evident in the appearance of secondary
loops in the Cy coefficient during boundary layer reattachment. Additionally, non-optimized values of
these parameters affect the width of the cycle, which is particularly pronounced at high values of re-
duced frequency of oscillation.

One of the shortcomings of the model is the overestimation of the normal force coefficient values
throughout the entire range of angles of attack during the upstroke. The same overestimation is ob-
served in the second half of the downstroke motion for most studied cases. Furthermore, it is found that
for positive dynamic stall, this model performs best in the range of medium frequency oscillations, in the
region of f = 1.2 Hz and f = 1.8 Hz. Lower frequencies are accompanied by a greater overestimation
of values during the upstroke, whereas higher frequencies predict larger values during the downstroke.

Optimizing the model in cases of negative stall also significantly improved the model’s performance. It
allowed for a significant improvement in modeling the width of the hysteresis loop, indicating the degree
of unsteadiness of the flow during this event, as well as the behavior of C after dynamic stall onset.
The default model predicts a more linear behavior, which can significantly affect load predictions and
fatigue life. Additionally, the optimised model significantly improves its behavior during boundary layer
reattachment. A major drawback of the model in modeling negative stall is the lack of formation and
movement of the leading edge vortex during the upstroke motion, which is an important factor in study-
ing dynamic aeroelastic problems and dynamic loading on turbine blades.

An effect of Reynolds number on the predictive ability of the model is also observed. For positive stall,
increasing the Reynolds number slightly worsens the model’s performance in modeling the size of the
hysteresis loop. However, characteristics such as reattachment parameter or dynamic stall onset AoA
are predicted more accurately with increasing Reynolds number.
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Increasing the Reynolds number for negative stall has a dual effect. On one hand, the overall fit of the
model also slightly worsens, which is associated with an exaggeration of the stall onset AoA. However,
on the other hand, with increasing Reynolds number, the effect of the leading edge vortex significantly
decreases. The absence of a pronounced influence during the upstroke allows the optimized Beddoes-
Leishman model to predict the overall hysteresis force with sufficient accuracy, albeit with larger Cy
values compared to lower Reynolds numbers.

8.2. Evaluation of the Snel model results

Snel model optimization results are presented in Chapter 6. It is evident that the model optimization
significantly improved the model’s performance. During the model development, it is noted that the
standard model incorrectly predicts the tilt of the C'y coefficient during the upstroke motion. However,
it is found during the model optimization process that adjusting the coefficients can significantly improve
this parameter. Additionally, it is discovered that this model fails to predict minor secondary loops dur-
ing boundary layer reattachment. This behavior is observed in all relevant cases, leading the model to
predict an earlier reattachment moment than experimental data.

When studying positive stall, both strengths and weaknesses of the model were observed. The se-
lected coefficients allowed control over the model’s behavior. This improvement led to better behavior
of the C'y drop after the onset of dynamic stall. Compared to the standard model, optimization signif-
icantly improved the upstroke and the first half of the downstroke motion. However, the second half
of the downstroke motion consistently exaggerates the hysteresis values, maintaining a sharper Cy
behavior during boundary layer reattachment. On one hand, this results in more accurate modeling at
lower reduced frequencies. On the other hand, this model feature exaggerates the drop in normal force
and reattachment speed after the onset of dynamic stall for cases with higher oscillation frequencies.
However, it should be noted that significant differences due to this characteristic are more pronounced
at Re = 1 x 10%. With increasing Reynolds number, experimental data also exhibit similar behavior,
and the described model drawback becomes its advantage. This can be observed in significantly im-
proved hysteresis and reattachment parameter predictions at Re = 2 x 10%. Considering that wind
turbines operate at significantly higher Reynolds numbers, this feature may positively impact dynamic
stall modeling for real operational conditions.

Modeling negative dynamic stall using this model revealed that this area is a weak point of the model.
Both the standard and optimized models fail to accurately reproduce the hysteresis loop, significantly
reducing its size. This is associated with a critical flaw found in the model. During the upstroke motion,
the model predicts the formation of a trailing edge vortex. This effect is noticeable by the change in the
C slope angle during upstroke motion compared to experimental data, where the leading edge vortex
effect is clearly visible. This fact negatively affects all cycle parameters, especially the dynamic stall
onset AoA. A too late onset of dynamic stall leads to a sharp drop in the normal force coefficient. This
fact may contribute to incorrect structural analysis results. Compared to the default model, which in
some cases did not predict flow reattachment at all, the optimized model results in significantly earlier
and sharper flow reattachment processes.

8.3. Evaluation of model comparison results

Based on the analysis, it is challenging to definitively conclude whether one model is superior to the
other for the positive dynamic stall modeling. Both of them have their strengths and weaknesses under
different operational conditions.

For positive dynamic stall at Re = 1 x 105, the Snel model accurately reproduces the C slope for all
cases considered. This feature allows it to outperform the BL model at amplitudes A = 5° and A = 7°.
However, as the amplitude and frequency increase, the BL model consistently performs better at mod-
eling the level of unsteadiness, more accurately predicting the severity of the hysteresis. This model’s
characteristic contributes to high performance at amplitudes A = 9° and above. One of the drawbacks
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of the BL model at the considered Reynolds number is the consistent underestimation of dynamic stall
onset. The Snel model, on the other hand, accurately predicts this parameter, especially for f = 1.8 Hz
and f = 2.4 Hz across all amplitudes. The reattachment zone is almost identical between the two mod-
els in the considered case.

With an increase in Reynolds number to 2 x 106, it is observed that both models overestimate the
minimum C'y values, leading to incorrect determination of the C'y; slope and, consequently, inaccurate
prediction of dynamic stall onset: underestimation for the BL model and overestimation for the Snel
model. As described earlier, with an increase in Reynolds number, the Snel model accurately predicts
the hysteresis loop size and overall shape, with even greater accuracy with increasing oscillation fre-
quency. Conversely, the BL model begins to miss nuances in the hysteresis, negatively affecting the
modeling of high-frequency oscillations, especially at high amplitudes. Another advantage of the Snel
model is its more accurate modeling of the C' drop after stall. However, in some cases, due to the
delayed onset of dynamic stall, this drop can be excessively sharp. The BL model predicts a smoother
hysteresis than reality. The BL model also has an advantage in predicting secondary smaller loops at
low AoA’s, which the Snel model is incapable of, thus improving reattachment parameter values.

When considering cases of negative dynamic stall, it is evident that the Beddoes-Leishman model
possesses superior predictive capabilities. However, both the Snel and BL models require additional
modifications for accurate modeling at these angles of attack.

The main reason for the inaccurate modeling of negative dynamic stall in both models is the absence
of the leading-edge vortex effect during the upstroke motion. However, while the BL model simply
does not detect any effects and maintains linear behavior of C'y, the Snel model experiences the op-
posite effect of a trailing-edge vortex, contrary to reality. A common issue with both models is the
exaggeration of the maximum normal force value throughout the entire upstroke motion in all cases
studied. Consequently, this leads to overprediction in dynamic stall onset angle, especially severe for
the Snel model. For the same reasons, both models predict reattachment earlier than it actually occurs.

The Reynolds number effect is less noticeable than in positive stall cases. At Re = 2x 106, the prediction
of the stall onset angle deteriorates further, resulting in a sharper C'y jump. Despite this, the first half of
the downstroke motion improves for both models, showing close agreement with experimental data in
this small interval. Differences between the models are observed in predicting the hysteresis loop size.
It is noticed that the BL model consistently overpredicts the values in all considered cases. The Snel
model also overpredicts initially, but with increasing oscillation frequency, the values decrease, and at
the maximum frequency of f = 2.4 Hz, the model underpredicts the hysteresis. It is also observed that
the amplitude values do not significantly influence this effect for the Snel model, while increasing the
oscillation amplitude brings the downstroke motion hysteresis values of the BL model closer to experi-
mental values.

The reattachment zone, although not ideal, is predicted with fairly high accuracy by both models. In
all considered cases, boundary layer reattachment occurs earlier than in the experimental data. Addi-
tionally, both models capture the general trend of increasing reattachment parameter with increasing
frequency.

8.4. Further research

Based on the information obtained in this report, several areas of potential further research are identified.
These suggestions are grouped according to the directions of the activity and are presented below:

» Wind tunnel dynamic polars corrections
As noted, experiments in wind tunnels are an integral part of studying complex aerodynamic

parameters. Having precise experimental data can significantly aid in understanding physical
processes and developing more accurate models. Experiments to collect dynamic polars in wind
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tunnels are accompanied by some distortions due to the physical limitations of the tunnel test
sections. Currently, there is a gap in the literature regarding the necessary corrections to apply
to the obtained data to approximate them to real values.

Additional data

In this study, an experiment is conducted, and dynamic polars for the FFA-W2-211 airfoil are ob-
tained. However, the amount of data obtained is limited by the physical constraints of the LLT
wind tunnel experimental setup. Data at higher Reynolds numbers, amplitudes, and frequencies
will help in developing new and upgrading existing models.

Negative stall is a poorly studied but a key area for wind energy. Further data collection for other
airfoils used in wind turbines will contribute to optimizing models and providing more accurate
predictions.

* Beddoes-Leishman model further research

The Beddoes-Leishman model remains a widely used tool for assessing unsteady aerodynamics
in wind energy. However, from the results obtained, it can be concluded that this tool requires
additional modifications to increase prediction accuracy.

One of the model’s problems for all cases studied is the exaggeration of the normal force dur-
ing the upstroke. Modifications in the attached flow block of the model can significantly improve
this drawback. Additionally, a modification of the stall onset criteria could be an important en-
hancement to more accurately predict the onset of dynamic stall and the model’s behavior during
downstroke motion.

Another direction for work with this model is a deeper study of shape-based coefficients and their
relationship with hysteresis characteristics and the geometry of different airfoils. Sensitivity anal-
ysis and checking the robustness of the model compared to other airfoil data will provide a more
detailed understanding of their influence and interaction.

Additionally, a significant addition to the model would be a modification to predict the leading-edge
vortex effect during negative stall. Successfully introducing and validating this feature could make
the Beddoes-Leishman model even more valuable.

* Snel model further research

Similar recommendations are proposed for working with the Snel model. The model is capable
of accurately predicting dynamic stall, but it has some drawbacks that limit its abilities.

One such drawback is the prediction of dynamic stall onset AoA. By adding correct indicators
of stall onset, even better behavior in the post-stall region can be achieved, which is especially
relevant for low-frequency oscillations.

Of particular concern is negative stall. As shown, the model makes a serious mistake during up-
stroke motion by predicting the trailing edge effect instead of the leading edge vortex. Eliminating
this drawback will significantly improve the predictions of hysteresis size and the onset of stall for
negative mean angles. Similar to BL, the Snel model often exaggerates Cy values, especially
during negative stall. Modifying this behavior will contribute to modeling both hysteresis and reat-
tachment parameters.

* Further research on the turbine level
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This study focuses on the airfoil level, but as known, the models studied here are used in soft-
ware that models the whole wind turbine behavior. Potential research directions could include
investigating optimized models on turbine response in software such as OpenFAST, where basic
versions of the models studied in this work are applied. Research in this area can deepen the
understanding of the impact of optimized coefficients on turbine energy production, as well as
on loads, fatigue life, and other turbine parameters. Turbine instabilities experienced when using
optimized models could also be an interesting research topic.

Other dynamic stall models

This study focused on two models. However, there are other models, such as Risg (M. H. Hansen
et al., 2004) , Dye (Oye, 1991), ONERA (Mohamed & Wood, 2021), IAG (Bangga et al., 2023),
and others. Comparing the results of other models, as well as optimizing them, is also highly
desirable for further research.
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Additional dynamic polars
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Tp coefficient determination

Below, the MATLAB implementation of T coefficient is presented. In addition to the fitted lines for
Re =1 x 10% and Re = 2 x 10° separately, denoted with subscripts _1 and _2 respectively, the code
also contain a commented lines 182. This line adds a fitted line for both Reynolds number combined.

Additionally, the code differes between the positive and negative mean AoA’s. The difference can be
observed in lines 106 and 122, where the max and min functions are used to find the corresponding
stall onset angle at max/min value of CN.

%% DETERMINATION OF THE TP COEFFICIENT

% Clear workspace, close all figures, and clear command window
clear all

close all

clc

%% File and Folder Setup

% Path to the folder containing files
folder_path = 'D:\OneDrive \\MSc Thesis\Matlab\exp_res';

% Define variable values for different cases

% % For negative AoA
% Re_values = {'1000000_m"', '2000000_m"'};

% meanAngle_values = {'_n8'};
% ample_values = {'_ampl_3',' _ampl_11','_ampl_9', '_ampl_7','_ampl_5"'};
% freq_values = {'_f_12', '_f_18', '_f_24'};

% For positive AoA

% Uncomment this section and comment the previous section for positive AoA
Re_values = {'1000000_m', '2000000_m"'};

meanAngle_values = {'_11'};

ample_values = {'_ampl_11',' _ampl_9', '_ampl_ 7', '_ampl_5'};

freq_values = {'_f_6','_f_12', '_f£_18', '_f_24'};

% Predefined variables to save the results
allPitchRates = [];

allTimes = [];

allalpha_ds = [];

%% Data Processing Loop

% Looping across the data

for Re = Re_values
for meanAngle = meanAngle_values
for ample = ample_values
for freq = freq_values

% File name construction
file_name = strcat(Re, meanAngle, ample, freq);
full_file_path = fullfile(folder_path, strcat(file_name, '.mat'));

% Check if the file exists
if exist(char(full_file_path), 'file') == 2
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% Load data from the file
data = load(char(full_file_path));

% Extract necessary variables
allalpha = data.allalpha;
allCN = data.allCN;

amplitude = data.amplitude;
upcn = data.upcn;

downcn = data.downcn;
alphavectl = data.alphavectl;
alphavect2 = data.alphavect2;

frequency_int = data.frequency_int;
mean_aoa_int = data.mean_aoa_int;
cnupdown = [upcn, downcnl;

alphaupdown = [alphavectl, alphavect2];
%% Calculation of Reduced Frequencies
% Assigning the correct reduced frequencies based on the Re and f

if data.reynolds_indicator == 1
if data.frequency_int == 0.6
k = 0.091;
elseif data.frequency_int == 1.2
k = 0.182;
elseif data.frequency_int == 1.8
k = 0.273;
elseif data.frequency_int == 2.4
k = 0.364;
end
elseif data.reynolds_indicator == 2
if data.frequency_int == 0.6
k = 0.046;
elseif data.frequency_int == 1.2
k = 0.091;
elseif data.frequency_int == 1.8
k = 0.137;
elseif data.frequency_int == 2.4
k = 0.182;
end
elseif data.reynolds_indicator == 3
if data.frequency_int == 0.6
k = 0.046;
elseif data.frequency_int == 1.2
k = 0.091;
elseif data.frequency_int == 1.8
k = 0.137;
elseif data.frequency_int == 2.4
k = 0.182;
end
end

%% Dynamic Stall Parameters Calculation

% Dynamic stall onset angle calculation
if data.mean_aoa_int == -8
% Creating the time and AoA of moving airfoil
time = 1/(2xfrequency_int):0.001: 1/frequency_int;
AoA = deg2rad(mean_aoa_int) + deg2rad(amplitude)*sin(2*pi*frequency_int*time+(pi

/2));

% Finding the dynamic stall onset angle
[~, minIndex] = min(cnupdown);
alpha_ds = round(alphaupdown(minIndex),3);

% Locating the closest value on the created timeline
[~, index] = min(abs(AoA - alpha_ds));

% Getting the time of the DS onset
time_ds = round(time(index),3);

% Getting the value of the pitchrate at the DS onset
pitchrate_ds = abs(k * deg2rad(amplitude) * cos(2 * pi * frequency_int * time_ds)
)

elseif data.mean_aoa_int == 11
time = 0:0.001: 1/(2*frequency_int);
AoA = deg2rad(mean_aoa_int) + deg2rad(amplitude)*sin(2*pi*frequency_int*time+(pi

/2));

[~, maxIndex] = max(cnupdown);
alpha_ds = alphaupdown(maxIndex) ;

% Locating the closest value on the created timeline
[~, index] = min(abs(AoA - alpha_ds));

% Getting the time of the DS onset
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time_ds = round(time(index) ,3);

% Getting the value of the pitchrate at the DS omnset
pitchrate_ds = abs(k * deg2rad(amplitude) * cos(2 * pi * frequency_int * time_ds)
)

end

%% Results Saving
% Saving the results
allPitchRates = [allPitchRates, pitchrate_ds];
allTimes = [allTimes, time_ds];
allalpha_ds = [allalpha_ds, alpha_ds];
end
end
end
end
end

%% Plotting

% Plotting the final values

figure

plot(allPitchRates(1:15), allalpha_ds(1:15), 'x', 'LineWidth',2)
hold on

plot(allPitchRates(16:30), allalpha_ds(16:30), 'x', 'LineWidth',2)
grid on

ylabel ('Dynamic stall onset angle, \alpha_{ds} [\circ]l')

xlabel ('Reduced pitch, r [-]')

% Fit a line for 1 mil Re

coefficientsl = polyfit(allPitchRates(1:15), deg2rad(allalpha_ds(1:15)), 1);

% Fit a line for 2 mil Re

coefficients2 = polyfit(allPitchRates(16:30), deg2rad(allalpha_ds(16:30)), 1);
% Fit a line for all values

coefficients = polyfit(allPitchRates, deg2rad(allalpha_ds), 1);

% Get the slope of the fitted line
slopel = coefficients1(1);

slope2 = coefficients2(1);

slope = coefficients(1);

% Create strings with the slope values
slopeTextl = sprintf('Slope for 1%1076 Re: J.4f', slopel);
slopeText2 = sprintf('Slope for 2%1076 Re: %.4f', slope2);

% Plotting the fitted lines
x_values = linspace(min(allPitchRates), max(allPitchRates), 100);

y_valuesl = polyval(coefficientsl, x_values);
y_values2 = polyval(coefficients2, x_values);
y_values = polyval(coefficients, x_values);

plot(x_values, rad2deg(y_valuesl), 'b--', 'LineWidth', 1.5, 'DisplayName', slopeTextl);
plot(x_values, rad2deg(y_values2), 'r--', 'LineWidth', 1.5, 'DisplayName', slopeText2);

% To plot the combined slope

% plot(x_values, rad2deg(y_values), 'k--', 'LineWidth', 1.5, 'DisplayName', 'Overall Slope');

legend('Re = 1%1076','Re = 2%1076',slopeTextl, slopeText2,'Location', 'best');
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Figure E.3: Hysteresis parameter comparison for 11° oscillation for 2 x 106 Re
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Figure E.4: Reattachment parameter comparison for 11° oscillation for 2 * 106 Re
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Figure E.7: Hysteresis parameter comparison for —8° oscillation for 2 x 10° Re
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Figure E.8: Reattachment parameter comparison for —8° oscillation for 2 * 106 Re
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