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Abstract

As the world is trying to rely less on fossil fuels for electrical energy. To do this, the alternatives should
be as efficient and durable as possible. The alternative that has been growing the fastest in recent
years is solar energy. Apart from it's growth in the market share, the efficiency of photovoltaic (PV)
cells has also steadily grown. Recently, this trend has started to stagnate, since most avenues of ef-
ficiency improvement have been exhausted. However, the possibilities of thermal management (i.e.
cooling) of PV cells are relatively unexplored. An increase in cell temperature causes a decrease in
efficiency, in other words, less sunlight is converted into electrical energy. Moreover, high operating
temperatures cause damage in solar cells, reducing their lifetime by months (or even years). One
promising technology that can keep cell temperatures low is the Phase Change Material (PCM) based
heat sink. A PCM takes a lot of energy to melt and during phase change it remains at a stable temper-
ature. PV + PCM systems have shown to be able to increase cell efficiency by up to 8%. In order to get
a better grip on the workings and the potential of PCMs as a heat sink for PV cells, this work presents
an implicit, transient, spectrally resolved, MATLAB-based model that can simulate module temperature
and phase change within the PCM. The model uses SMARTS in combination with irradiance data to
create spectral irradiance data. Using this spectral data together with GenPro4 provides the amount
of energy absorbed by each layer of the PV cell. The PV part of the model is validated for a summer
week in the Netherlands, with a Mean Absolute Error (MAE) of 1.83 and a Mean Bias Error (MBE) of
0.56. For a winter week in January the MAE was 1.76 and the MBE -1.44. When simulating only a PV
module (so no PV + PCM system), the model can simulate 45 hours of data per hour, with one minute
time step. When validating the PV + PCM model for the same weeks, the MAE was 2.96 and the MBE
1.91 for the summer week and a MAE of 1.37 and MBE of -1.15 for the winter week. When simulating
a PV + PCM system the simulation time drops to 18 hours of simulated data per hour, due to a larger
mesh and the requirement of several iterations in the PCM model. With this model a wide range of
PV + PCM systems (e.g. with different thicknesses and melting temperatures) can be simulated for
any location, provided that there is access to the following weather data: temperature, wind speed and
irradiance.
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Introduction

In a world of depleting fossil fuel resources and the looming threat of climate change, the sustainable
energy industry has been growing quickly. One of the fastest growing industries within the sustainable
energy sector has been the photovoltaic (PV) energy industry [1], the technology to harvest electrical
energy from sunlight. The PV module (a solar panel) is the most well known product of this industry.
A PV module is the frame and encapsulation of a PV device (a solar cell), the part of the module that
converts sunlight in to electrical energy. There are several types of photovoltaic cells on the market,
but the crystalline silicon (c-Si) solar cell is the most popular type currently produced (with almost 95%
of the market share [2]). This thesis will cover a model to help with the improvement of c-Si solar cell
energy yield by using Phase Change Materials as an innovative cooling method.

1.1. Improving the energy yield of solar energy

For commercial and sustainability reasons PV modules should produce as much energy as possible
during their lifetime. There are four main fields of research that focuses on maximising this energy
yield:

* increasing the efficiency of the solar cell
* increasing the amount of light that reaches the solar cell
* increasing the effective area of a PV module

* increasing the lifetime of a PV module

The efficiency of c-Si solar cells has been steadily increasing since the 1970s, but in the last few
years it is starting to get closer to its physical maximum (which is calculated to be 29.43% [3]). As a
result the record efficiencies of the most high-end research cells is starting to plateau, as can be seen
in figure 1.1. Since these state-of-the-art technologies still have to be implemented into commercial PV
modules, their efficiency will keep increasing in the upcoming years, but the point where increasing the
efficiency is not profitable any more is in sight.

Maximising the amount of light that reaches the solar cell can be done at several scales. On a
larger scale the module can track the sun (either on one or two axes [5]) or concentrate the light onto
the module using lenses or mirrors [6]. On module scale, one can use anti-reflective coatings that direct
more light to the solar cell[7]. On smaller scales there are many innovative ways to trap light within the
solar cell, from adding nano-scale texturing [8] to the layers of the solar cell, to adding nano-particles
to the materials themselves [9].
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Figure 1.1: The progression of research cell record efficiencies, with the c-Si technologies highlighted [4].

In order to increase the effective area of a solar module, manufacturers have started to make the
frames that contain the solar cells slimmer, and with modern solar cell technologies (interdigitated back
contacts [10]) it is now possible to get rid of the front surface metallic contacts of a PV cell. However,
similar to increasing the efficiency of a solar cell, there is a clear endpoint in sight: a solar cell with an
effective area of (almost) 100%.

When the goal is to improve the energy yield of a solar module over the entirety of its lifespan, one
can also try to increase the lifetime of the module. To do this, manufacturers can use more durable
materials for instance. But one way to increase the lifetime of a PV module, which is also the focus of
this thesis, is to keep the operating temperatures of the cell low.

1.2. Keeping the operating temperatures low

Keeping the operating temperatures of a PV cell low, preferably under 43°C [11], drastically increases
the lifetime of a PV cell. Moreover, the lower the cell temperature, the higher the cell efficiency. Com-
bining these two factors makes thermal management of PV cells an attractive way to improve the total
energy yield of a PV module, chapter 2 will give an overview of cooling methods that are being currently
researched or used.

1.2.1. The role of Phase Change Materials

One innovative way of cooling a PV module is the addition of a Phase change Material to the back
surface of a PV module, which is the focus of this work. A PCM is a material that takes a substantially
large amount of energy to melt or solidify compared to other materials. An example from day-to-day
life would be a hot-cold pack. Such a pack, when frozen, stays cold and solid for a very long time. If
such a material is placed at the back of a PV module it could act as a heat sink that maintains a stable
temperature for as long as its melting. When this fixed temperature is around the critical operating
temperature of a PV cell, the PCM can prevent the PV cell from heating up too much.
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1.3. Aim of this thesis

A detailed model of a PV + PCM system is required to study the effectiveness of PV + PCM systems
under different environmental conditions and at different locations. This thesis strives to present a
flexible model, using MATLAB [12], that uses readily available inputs in order to aid future researchers.
Flexible meaning that the model should be able to work for many different PV module set-ups. The
model should be able to use and create spectral irradiance data to account for the fact that the solar
spectrum is not the same across the globe and changes over the course of a day. The model should
also be able to produce a temperature profile within the PV module in order to visualise how the PCM
can be used as a heat sink to keep the temperature of the solar cell within the module as low as possible
during high irradiance hours.

1.4. Structure of this thesis

The thesis is structured to explain why there is a need for a thermal model of a PV + PCM system,
how this model works and to reflect on its effectivity. Chapter 2 will provide the required background
to understand the workings of the model. Chapter 3 focusses on how the model is built up, and how it
operates. In chapter 4 the model is validated against measured values and in chapter 5 these valida-
tions are discussed. Finally chapter 6 explains where the model can be applied, and where it can be
improved upon.






Theory and background

In order to create a thermal model of a PV module, it helps to understand how and why a PV module
heats up in the first place. This chapter strives to answer those questions and give the background
needed to understand how model presented in this thesis operates.

2.1. Electrical energy from the sun

A solar panel, as the name would suggest, is used to convert energy coming from the sun into electrical
energy. This section will give a quick introduction on how light from the sun ends up at the earth’s
surface and how it is converted into electrical energy.

2.1.1. The solar spectrum

The sun emits an enormous amount of energy, even though it's 148 million kilometres away, the earth
receives more than 170 PW (1.7 -10'7 W) of solar energy [13]. This energy comes to earth in the form
of electromagnetic radiation, also called photons. These photons are sent out at different wavelengths,
from ultraviolet to visible light to infra-red. At different wavelengths, different amounts of photons are
emitted. This distribution of photons has a characteristic shape and referred to as the solar spectrum.
In figure 2.1 the solar spectrum is shown as it reaches the earth’s atmosphere and how it is transformed
as has travelled through the atmosphere to reach ground level.

2.25 ] T [ T T T T T T
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Figure 2.1: The solar spectrum, both at the top of the atmosphere and at ground level [14].
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2.1.2. Reflection, absorption and transmission of light

After light from the sun penetrates the atmosphere it reaches, for instance, a PV module. At the glass
surface of the PV module three things happen: a part of the light is reflected off the glass, another part
gets absorbed by the glass and the rest is transmitted through the glass. This process of reflecting,
absorbing and transmitting happens at every layer of the PV module (schematically shown in figure
2.2).

incident jnormal

ray reflected

ni

nz

n3

emergent

Figure 2.2: Schematic representation of the transmission, reflection and refraction of light as it traverses several media [15]. In
the case of a PV module, n, could be air, n, glass and n; the solar cell material or its encapsulant.

The amount of light that is absorbed by a material is depends on two factors, the absorption spectrum
and the absorption coefficient. The absorption spectrum shows what wavelengths of light will be passed
through the material and which will be absorbed. The absorption coefficient how far light of a specific
wavelength can penetrate the material.

2.1.3. From absorbed light to electrical energy

When a photon finally reaches the silicon inside the solar cell, it still needs to be converted into electrical
energy, also known as electrons. To understand this conversion, some knowledge of how electrons
behave in solid materials is required. Within a material, electrons circle their atoms at very specific
energy levels. Each atom can hold a certain number of electrons in a stable way. Imagine an empty
bucket, the bucket represents the atoms of a material. Water is now added to the bucket, drop by
drop, each drop representing an electron. If the bucket is now filled to its fullest point we have a stable
material, all atoms having their stable amount of electrons. This fully filled bucket is called the valence
band. If a new droplet of water is now introduced, the bucket will flow over. Depending on the type of
material something different will happen to this droplet.

In a conductor (metals), this droplet can freely move over the surface of the water. In other words
an 'extra’ electron in a metal can move freely at an energy level above the valence band, it is now in the
conduction band (figure 2.3A). In an insulator, on the other hand, the droplet has nowhere to go since
the first energy level above the valence band is very high (figure 2.3B). Because of this high energy
barrier, electrons are not able to travel through an insulator. Apart from conductors and insulators there
are also semiconductors (like the silicon inside a PV cell). In a semiconductor the conduction band is
not directly above the valence band as in a conductor, yet also not as high as in an insulator (see figure
2.3C).

This means that trying to run a current (electrons) through a semiconductor will not be very useful,
since the electrons need to cross a high energy barrier in order to travel through the material. There is
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Figure 2.3: Schematic representation of the band gap in a: A. Conductor, B. Insulator and C. Semiconductor. For the semi-
conductor it is shown how when an electron is excited to the conduction band, a "hole” stays behind in the valence band
(adapted from [16]).

another possibility, however. If an electron from the valence band is excited, with a photon for instance,
it can move into the conduction band (leaving a vacancy in the valence band, a so called 'hole’). Once
it is in the conduction band it can move around freely in the material until it falls back into the valence
band. If these electrons and holes are separated and removed from the semiconductor, the electron
can be run through an electric circuit, creating electrical current. In this way an incoming photon is
converted to electrical current.

2.2. Heat generation in a solar cell

2.2.1. From absorbed light to heat

In a solar cell not all electrons that get excited to the conduction band are able to leave the semiconduc-
tor, most of them quickly recombine with a hole left behind. Recombination can be seen as the opposite
of exciting an electron into the conduction band, so instead of electro-magnetic radiation ‘creating’ an
electron, an electron 'creates’ electro-magnetic radiation (heat or light). In a solar cell recombination
generates heat, but in an LED recombination is used to create light.

Not all photons that reach a solar cell have the exact energy required to excite an electron out of the
valence band, some will have more and some less energy. If the photon does not have enough energy,
it will still be absorbed by the solar cell, but as thermal energy. If the photon has too much energy the
electron will "overshoot”, high up into the conduction band. An energy with that much energy is not
stable within the material and quickly "cools down” to a lower energy level, releasing thermal energy in
the process (this is called thermalisation). A typical c-Si solar cell has an efficiency of around 15-18%
[17], which means that 82-85% of incoming energy is converted into thermal energy.

2.2.2. Effect of temperature on cell efficiency

The performance of a solar cell is often deduced from its IV-curve. Such a curve shows the amount
of current that can be extracted from an illuminated solar cell for all voltages between zero and the
open-circuit voltage (V,.). The open-circuit voltage is the maximum amount of voltage available from a
solar cell, this happens when there is no current (in other words: an open circuit). The current is at is
maximum when there is no voltage over the cell, this is called the short-circuit current, I..

A solar cell’s performance is dependant on it's temperature. To be more specific: increasing the
cell temperature slightly increases the short-circuit current of the solar cell, while greatly reducing the
open-circuit voltage (see figure 2.4). So if the temperature of a solar cell is high, its efficiency is reduced
and less efficient energy conversion leads to more of the incoming light being converted into heat, not
electrical energy. This, combined with the fact that high temperatures and temperature fluctuations
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Figure 2.4: The effect of temperature on the IV curve of a solar cell [18].

cause irreversible damage to a solar cell, means that cooling of a solar cell is key.

2.3. Heat transfer and cooling methods

To understand how the heat generated within a solar module moves throughout the module, we turn
to heat transfer theory. Basically, "Whenever there exists a temperature difference in a medium or
between media, heat transfer must occur” [19]. There are three different types of heat transfer: con-
duction, convection and radiation. Conduction is the transfer of heat through a solid or a stationary
fluid. Convection takes place when there is heat transfer between a surface and a moving fluid (or
gas). Radiation is the transfer of heat that takes place because all objects emit energy through electro-
magnetic radiation. This section quickly runs through these three heat transfer mechanisms and with
that knowledge some currently researched cooling methods are examined.

2.3.1. Conduction

If there is a temperature difference within one (solid) material, conduction takes place. The amount of
heat transferred (one dimensionally) in this way can be calculated as follows:

Qx = —kA— 2.1)

Where g, (W) is the heat rate in the x direction, k (W/mK) is the thermal conductivity of the material,
A the area perpendicular to the heat flow and Z—Z is the temperature gradient. This rate equation is also
known as Fourier’s law.
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2.3.2. Convection

Convection takes place at the surface of an object, where it comes into contact with moving gasses or
liquids. Within the context of this thesis convection refers to the the heat transfer between the system
and the air around it. The rate of this transfer is determined in the following way:

qx = hA(Tsurface = Tair) (2.2)

Where h (W/m2K) is the convection heat transfer coefficient, A the area of the surface, Ty, face the
temperature of the surface and T,;,- the temperature of the air surrounding the module. The coefficient
h depends on many factors, including but not limited to object geometry, wind speed, wind direction,
air viscosity and surface roughness. It comes as no surprise that many simplifications are available
(which, in turn, also range in complexity) [20]. For this thesis the h value for the front of the PV module
is

h=28+3w (2.3)

which is a simple convection heat transfer coefficient model originally calculated for solar collectors by
Watmuff et al. [21], where w is the measured wind speed in m/s.

2.3.3. Radiation

Lastly, heat can be transferred through the emission of energy from an object’s surface. Any surface
emits energy due to the thermal motion of particles within the material. Opposed to conduction and
convection, no medium is required for radiative heat transfer. The heat transfer rate due to radiation is
calculated as such:

— T4

surroundings)

qx = €0 A(TS,

urface (24)
Where € is the emissivity of the material, which has a value between 0 and 1. ¢ is the Stefan-
Boltzmann constant (5.67 - 1078 W/m?K?*).

2.3.4. Cooling methods

Both sections 1.2 and 2.2.2 have described high temperatures within a PV module as problematic.
Research has come up with ample ideas of cooling down PV modules[22]. These ideas can be sorted
into two fields: active cooling and passive cooling. Active cooling requires energy to be put into the
system to be able to cool the PV module. Examples of active cooling are: water cooling, active heat
pipes or forced airflow cooling. A passive system requires no external energy, examples are: passive
heat sinks, radiative cooling, spectral filters or the use of phase change materials. Below a few exam-
ples and their effectiveness are highlighted, but note that there are many innovative ways of thermal
management of PV modules being researched at the moment.

Passive Heat sinks A popular method for passively cooling PV modules, is the use of passive heat
sinks, mostly in the form of metal fins. These fins increase the surface area at the back of the PV
module, so more convective cooling can take place. The performance of these fins has shown to be
very dependant on how much air can flow passed the fins [23].

Water cooling A PV module can be cooled by pumping water through pipes at the back of the module.
Yet, another method using water that has been proven to be very effective in reducing the module
temperature is spraying the the module with water (with temperature reductions up to 26°C[23]).



10 2. Theory and background

Radiative cooling The previously mentioned cooling methods all rely on conduction and convection
as its heat transfer mechanisms, what kind of cooling can be achieved by the means of radiative heat
transfer? By increasing the emissivity of the surface of the module, radiative heat transfer is increased.
The benefits gained by this have been rather disappointing [22].

Selective reflection Another way of increasing the amount of heat radiated by a PV module, is to
increase the reflection of wavelengths that will not be used to produce electrical energy (in other words,
the use of optic filters). There are two main forms of optic filters used for PV applications: infra-red
(IR) filters (that reflect IR radiation, not transmit it) and multi-functional filters. IR filters have shown
cooling capacity of up to 6°C in a hot climate [24]. Multi-functional (colour) filters, which try to reduce
thermalisation losses (losses that occur from electrons 'overshooting’ the band gap, see section 2.2.1)
have been shown to reduce module temperatures up to 12°C. However, since these filters partly reflect
visible light (hence the colour) less photons reach the solar cell, resulting in substantial reductions on
the energy yield [25].

2.4. Phase Change Materials as cooling method

As mentioned before, one innovative way to passively cool a PV module, that has become a popular
topic in recent years [26], is the use of Phase Change Materials (PCMs). Every material can change
phase, yet a material is deemed a PCM when it can absorb or release enough energy to be useful. Dur-
ing phase transition the temperature of a material remains (somewhat) constant, the energy required to
change phase is called latent heat. The counterpart of latent heat is sensible heat which is the amount
of energy required to bring a material up to a specific temperature. In figure 2.5 the relation between
sensible and latent heat is schematically shown. Because phase change takes a lot of energy, a PCM
can be an interesting alternative to a passive heat sink (which only heats up by means of sensible heat).
PV-PCM systems have shown great potential thus far, with temperature reductions up to 10°C [27] and
efficiency improvements up to 7.8% [28]. These improvements are quite high compared to other pas-
sive cooling methods [22]. The optic filters discussed in section 2.3.4, for example, reach comparable
numbers of temperature reduction, but pay with a reduction in energy yield. Since the PCM is installed
at the back surface of the PV cell, there is no decrease in energy yield.

_

H
[+6)
L ~'\0\a’
: &
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= >
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q q, Stored Heat Q >

Figure 2.5: Using the latent heat of a PCM, more energy can be stored. In other words, more heat from the solar cell can be
absorbed, compared to using a material that does not change phase (indicated by the dotted line) [29].
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To incorporate phase change in the heat transfer equations mentioned in section 2.3 , one can look
at the total enthalpy of a PCM. This enthalpy can be described as

H=h+L-f (2.5)

Where h is the enthalpy to bring the material up to the desired temperature (the sensible heat) and
L - f; is the energy required for phase change (the latent heat). L is the latent heat of fusion (J/kg) and
f1 is the local liquid fraction, which is 1 when fully liquid and 0 when fully solid. The sensible enthalpy
is defined as

T
h=| cpdT (2.6)
Tm

where ¢, (J/KgK) is the specific heat capacity. When the sensible enthalpy is differentiated in time it
gives

Sh 6T
E = Cp . E (27)

A change in internal energy AQ(J) in a slice of a material can be calculated as follows.
AQ=A-p-c,-dx-AT (2.8)

with p (kg/m?) the density of the material, c, (Jkg~'K™*) the specific heat capacity and AT (K) the
change in temperature.

combining this with equation 2.1 gives the heat equation in one dimension.

ST k8T

50 -EW (2.9)
When equation 2.7 is substituted into equation 2.9, the following equation is obtained:
SH  k&°T
T o ox? (2.10)
substituting equation 2.5 into 2.10 gives
6h—E62—T— o (2.11)

8t pox? 6t

substituting 2.7 into equation 2.11 now gives the heat equation that incorporates the PCM that will
be used to model PCM temperatures in this thesis (equation 2.12).

T k &°T L &f; 512
5t pcy 6x% ¢, Ot (2.12)






A one-dimensional spectrally resolved
thermal model

To be able to study the potential of PCMs as passive temperature management for PV modules, this
thesis will present a one-dimensional, spectrally resolved transient thermal model. The model is one-
dimensional in order to reduce computation times and complexity. The use of a one-dimensional model
is justified since heat transfer in a PV module mainly happens in one direction, from the front to the
back surface. Spectrally resolved means that the model uses spectral input data in its calculations of
module temperatures. Finally, the model is transient (as opposed to steady-state), in order to better
understand the heating and cooling processes inside a PV module.

3.1. Nodal Network and variable mesh algorithm

A transient model calls for a discretisation in both time and space. The system will be discretised
in space by dividing a one-dimensional representation of the PV module into control volumes. At the
centre of each control volume is a node, each node represents the temperature (and any other physical
parameter) of the control volume. Together these nodes create a nodal network. Since the system (PV
+ PCM) consists out of layers with a large variance of thickness (microns to centimetres), the network
should be able to have variable distances between nodes. This thesis introduces an algorithm of
creating this nodal network, or "mesh”. The input for this “mesh maker’, is the thickness of each layer
and the amount of nodes the user wants in each layer. When the amount of nodes in a layer is known,
looking at figure 3.1, we can define the thickness of the last layer as follows:

dy = (ny — 5) - Ay (3.1)
Ax, Ax, . Ax; . Ax; . Ax; . Axy 3 Axy 5 Axy X
S D
+ dj rd4 di ] dAIT >

Figure 3.1: Schematic example of the relation between the layer thickness d, the spacial increments, Ax, and the amount of
nodes in each layer. In this example there are three nodes in each layer, i = 2 and N = 3.

13



14 3. A one-dimensional spectrally resolved thermal model

where dy is the layer thickness, ny the number of nodes assigned to the layer and Axy the asso-
ciated space increment. Going from right to left, the thickness of the following layers can be defined
as

1 1
di = (n = 5) - Ax; + S Axipq (3.2)

and finally the first layer thickness as

1
dl = (n1 - 1) : Ax1 + EAX’Z (33)

These equations can arranged as a matrix equation that is shaped thusly,

n-1 = 0 0 0 Av [dy
0 : 0 0 : :
0 0 m—- 5 0 |]|ax[=]|d (3.4)
o o0 o0 - : :
0 0 0 0 ny—;| Al ldy

This matrix equation can be solved with an algorithm like the Gauss-Siedel method, giving the Ax
values for every layer. The Ax values are the distances between nodes for a specific layer, as can
be seen in figure 3.1. In other words, the user provides the thickness of each layer and the number
of nodes they want in each layer, the algorithm then provides the distances between all the nodes in
order to fit into their layers. A problem can arise at the first or at a middle layer, since

1

d; — -Ax;
Ax; = 12—1”1 (3.5)

n; — -

2

Where
1

d; — EAle > 0,s0 (3.6)
AXH_]_ < Zdl (37)

Since Ax; would become negative otherwise.When this is the case, there are two courses of action.
One is to change the amount of nodes required for each layer in such a way that Ax;,; becomes smaller
(the more nodes the user requires in a layer, the smaller the distance between them has to be).The
other is to merge two layers together. If a merge is needed, the physical parameters of the merged
node will be calculated according to the weight that each of the merged materials have inside the node.

The thickness of a control volume i generally is Ax; except at the edges of the module where it is
%Axi or between two different Ax where the thickness is (see figure 3.2 also).

Axy  Ax,
dcv = T + T (38)

note that d., is different to the d; seen before. The control volume thickness, d.,, is the space
around a node, while layer thickness, d;, is the thickness of a complete layer consisting out of one
material.
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Ax Ax,

Y
A

Ax dey

Figure 3.2: Between to differently sized space increments Ax, the control volume has a different thickness than the usual
dey = Ax

3.2. Energy Balance Method

Due to the conservation of energy the sum of all the heat that enters, leaves or is generated within one
control volume should be equal to the difference in energy within one time step.

For a one dimensional model this means the following

(Qleft + Qrignt t qgen) <At = AQ (3.9)
AT
Qieft T Qright T dgen =P * Ve - Cp- E (3.10)

Where q;.r: and g,ign: (W) are the heat rates of energy entering or leaving the control volume, qg4en
(W) is the heat being produced within the control volume and AQ (J) is the difference in energy within
one time step, At (s). p (kg/m?) is the density of the material within the control volume, V., (m3) is the
volume of the control volume and ¢, (J/kgK) is the specific heat capacity at constant pressure.

For a node at the i" position that does not belong to a surface, Qiert @nd grigne Can be substituted
daT . AT . .
by eq. 2.1, when o 18 replaced by " this results in

v, AT kBl gy T ol 3.1
p- cv'Cp'A_t_ : Axi—l + : Axi +qgen ( )

Where k (W/mK) is the thermal conductivity, T; (K) is the temperature of the node and T;_; and T}
are the temperatures of the node to the left and right respectively. There is one caveat to this equation,
when node i — 1 is made out of a dissimilar material compared to node i (or i compared to i + 1) one
cannot use the same value for k.

To take this difference in k-values into account it helps to think in terms of thermal resistance. Let's
rewrite the heat rate equation of conductive heat transfer with the node to the right

Tiv1—T; _ T — T _ T — T
Axi Axl/kA Rt‘

Arignt = kA (3.12)

Where R; is the thermal resistance. Now when the k-value of node i (let’s call it k,) is different than
that of node i + 1 (kg), the thermal resistance can be rewritten as

Ax; Ax;

- _2 4 _2
Re= 20+ 4 (3.13)



16 3. A one-dimensional spectrally resolved thermal model

The volume of a control volume, V,,,, can be written as 4 - d.,, where d_, is the thickness of the
control volume (see eq. 3.8). Now equation 3.11 can be rewritten as

ATk Tia-T 4 k T —T; + gen (3.14)
At pdecv Ax;_q pdecv Ax; pCchv
In this equation p% is known as the thermal diffusivity @ (m?/s). Substituting this and rearranging
14
results in the following.

alAt alAt alAt

= A d (T —Ty) + “(Tig1 —T) + 77— " qgen (3.15)

AT S
Axi ' dcv k- ch

Since AT = T; — T?'?, with T?' the temperature of node i from the last time step, this can be written
in a more generalised form:

ai-1Ti-1 + ;T + ai41Tiq = by (3.16)
. —alt —alAt 1 1 | alt 1d alt
witha;_; = ——, a; =——,q=1 —)—and b; =T? —_— .
-1 depBxi—y’ i+1 dey-bx;” + (Axi—l + Axi) dey : t + kVey Ggen

Boundary equations At the surfaces, convection and radiation need to be taken into account. The
equation at the first node (i = 1) is denoted as follows

T, —T
—TH + kA 22—

(3.17)

surroundings

AT "
P Vey-Cp- At =h(OA(Ty, — T1) + ea(T,

Where h(t) is the convection heat transfer coefficient (W/m?2K) for every time step, T, the ambient
temperature outside the module this can be the same as Tsy,,rounaings, PUt is not necessarily the case.
Note that the last term in equation 3.17 is the conduction with the next node, similar to equation 3.11,
yet now with i = 1 and i + 1 = 2. This equation will also be formalised, similar to eq. 3.16. Starting
with dividing by V,,, p and c¢,,, and substituting V;,, with 4 - %dxl. From here on out Tsyrrounaings IS also
abbreviated as T,

AT 2h(D) 2e0 k Qoen
—=—{T, T, — (T4, —T¢ —— (T, — T 9 3.18
At pcpdxl(a 1)+pcpdx1(sur 1)+pcpdxf(2 1)+pCchv ( )
When this is divided by At, the Fourier number (Fo = 5=, with @ = p%) and the Biot number
1 P
(Bi(t) = %dxl) can be substituted into the equation, producing
) 2ecalt 4 2aqgenlt
AT = 2F0Bi(t)(T, = Ty) + ——— (T2, — T}) 4+ 2Fo(T, — Ty) + — 22— (3.19)
kdx, kVey

To formalise this further into the shape of eq. 3.16, the radiation term needs to be modified to a
linear expression. This can be achieved by rewriting Te,,. — T as (T2, — T2)(Tswr + T1) (Tsur — T1).
(T2, — T?)(Tsyr + T;) changes less than 5% when T, changes 10 °C, so if T?!¢ (temperature of T; in
the last time step) is used, the factor can be made into a constant:

2egalt old2 old
Craa = Txl(’rsur + (TP (Tsr + T7°) (3.20)
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Now the heat equation at the surface can be rewritten to

a1T1 + azTZ = bl (321)

With a; = 1+ 2Fo + 2F0Bi(t) + Crqq, a; = —2F0 and by = T2' + 2FoBi(t)T, + CraaqTy + Z“ZQTW

For the surface on the other side of the module, the formalised equation becomes

aN_lTN_l + aNTN = bN (322)

with ay_; similar to a,, ay similar to a; and by similar to b;, only the physical parameters need to
be adjusted.

3.3. Internal heating using SMARTS and GenPro4

In the previous section one value remains to be filled in, g /Vey, Which is the volumetric internal heat
rate (W/m3). This sections aims to explain how the amount of heat generated in each node is calculated
in a spectrally resolved way using several software packages. The calculation can be divided into four
parts: calculating the solar position, calculating the solar spectrum, calculating the amount of absorption
in each layer and finally determining the electrical efficiency within the silicon layer.

The position of the sun is calculated using the Solar Position Algorithm (SPA) (made by NREL[30]),
this algorithm very accurately calculates the position of the sun based on geographical location and
set-up characteristics. The azimuth and zenith of the sun for each time step(obtained by SPA) are
used as the input for the Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS,
version 2.9.5 [31]). This model calculates the spectrum of the sun based on a vast array of inputs (such
as atmosphere, albedo and pollution data). The Normalised Global Tilted spectrum from SMARTS can
now be multiplied with a measured value of irradiance in order to create spectral irradiance data. To
calculate the amount of light that is absorbed within each layer for every wavelength GenPro4[32] is
used. With the spectral irradiance for each time step from SMARTS and the absorption per layer per
wavelength from GenPro, the amount of energy absorbed within each layer can be calculated. Lastly
using the temperature coefficient of the cell combined with the temperature of the last time step, the
efficiency of the cell is calculated, and therefore the amount of energy that is turned into heat within the
cell, giving q4.n, for every time step.
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3.4. Input overview

The previous sections have explained all the data and calculations required before the model starts
solving. An overview is shown in figure 3.3. In this flowchart ’location data’ refers to the geographical
coordinates of the module, its elevation, rotation and tilt.

SMARTS Location
input file data

Location specific

I:' Weather data l

I:‘ Module specific

SMARTS SPA

Y

i o| Spectral iradiance
Irradiance data » daia creation
¥
Ambient | Generated energy |
Temperature per layer - GenPro4
Y
i FV cell
Wind Speed S
¥ Y ¥
i Modal network | -
Convection model creation < Thermophysical data
—»
Solver

Figure 3.3: A flowchart depicting all the calculations and data required for the main solver of the model.

3.5. PCM model

The PCM model used in this thesis is based on the work of Zivkovic et al.[33]. This model is based
upon a number of assumptions

1. The effects of convection while melting will be ignored, since they are negligible

2. The PCM will change phase isothermally

3. The physical properties of the PCM can differ between liquid and solid phase, but are independent
of temperature

4. The PCM is homogeneous and isotropic



3.6. Solving methodology 19

Within the PCM the heat equation is a discretisation of eq. 2.12 in a similar way as eq. 3.14.

AT k Tia =T k Tioa—Ti Ly Af

- = . 2
At pcpde, Axiy pCpdcy Ax; cp At (3.23)

Where Ly (J/kg) is the latent heat of fusion and Af is the change in the liquid fraction. The liquid
fraction, f, is a value between 0 (fully solid) and 1 (fully liquid) and is given by

1 ifT; > T,
f=_f ifT,=Tp, (3.24)
0 ifT, < T,

Where T, is the melting temperature of the PCM. There can be two cases when solving equation
3.23, The PCM is either changing phase or it is not. If it is not changing phase, there is no change
in liquid fraction, hence Af = 0. Without a change in liquid fraction the heat equation is simplified in
the same way as equation 3.16. If the material is changing phase, however, T = T,, so AT = 0 and
equation 3.23 can be solved for f (see equation 3.25). The coefficients seen in eq. 3.16 then become
a,_1 = aj4+1 = 0,a; =1and b; = T,,. Resulting in T; = T, for a control volume that is in the process
of melting. The next section will explain how the model comes to a solution step by step.

kAt T; 1 1 T;
old -1 i+1
f. — f + — + — T + 325
¢ t pLyd., <Axi_1 <Axi_1 Axi) ' Axg ) ( )

3.6. Solving methodology

The previous sections have shown that the heat equation at any node can be rearranged into the
following form.

ai-1Ti—1 + ;T + @41 i1 = by (3.26)

This creates a system of equations and can be translated into a matrix operation of the form

al’l al’z 0 0 O T1 bl

az1 Qz2 0Az3 0 0 T,|_|b,
0 0 S1=1. (3.27)
0 0 0 aN,N_ 1 aN‘N TN bN

this system can be solved for the T vector, which will give the temperature profile inside the PV
module for one time step. However, some of the nodes in this system represent a PCM that can melt
or solidify. An algorithm is created to ensure this happens correctly and will be explained in detail below.

1. for all non-PCM nodes the a coefficients are defined. For the PCM nodes, if the liquid fraction of
a PCM node is intheinterval 0 < f; < 1, a;_y = a;41 = 0, a; = 1 and b; = T,,,. For the surface
nodes b; is calculated from the measured wind speed and ambient temperature.

2. The matrix equation 3.27 is solved.
3. Liquid fractions are updated using equation 3.25.

4. A check is performed to see if melting or solidifying has started or ended in a node. If this is the
case, the a and b values need to be updated and step 1 to 3 will be run through again.
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when in step 4 the beginning or ending of melting or solidifying is detected, some values need to
be updated. Every case will be discussed now.

Beginning of melting or solidifying When T; > T,, while T°'¢ < T,, (start of melting), OR T; < Ty,
while T?!4 > T, (start of solidifying), control volume i has started changing phase in this time step. The
coefficients a;_4, a;, a;+1 and b; will be changed. However, the liquid phase calculation according to eq.
3.25, is modified to

kAt T; 1 1 T; c
_ rold i-1 i+1 p old
L - T == (Tm =T, 2
fe= 1+ (Axi_l (Axi_l * Axi) m+ Axi> L (T = T7%) (3.28)

for the first time step the control volume is changing phase. The last term in eq. 3.28 is the amount
of heat needed to get the control volume exactly to the melting temperature.

End of melting When for a control volume it is calculated that f; > 1 while £°!¢ < 1, melting has

ended. The coefficients a;_;,a; and a;,, are set to non-phase change values. For the next time step

b; = Tmci(l — f°'4), to account for the amount of heat needed to get the liquid fraction from £°!¢ to 1.
14

End of solidifying When for a control volume it is calculated that f; < 0 while £°'¢ > 0, solidifying has
ended. Similar to the end of melting the coefficients a;_;, a; and a;,; are reset, but b; = Tmci(o—fi‘”d).
14



Validation

The following chapter will attempt to validate the one-dimensional thermal model presented in the last
chapter. First, the PCM part of the model will be validated on its own with studies from literature. Then
the non-PCM part will be used to simulate temperatures of a PV module installed at the TU Delft. With
the viability of both the PCM model and the rest of the thermal model studied, they will be combined in
order to simulate a PV + PCM system.

4.1. PCM model validation

To get a full picture of the accuracy of the PCM model, it will be tasked with both a melting and solidifying
problem. The selected phase change problems have both been used to validate PCM models from
other studies [34] [33].

Solidifying

The first validation of the PCM model is done with the use of a one dimensional test problem set out
by Voller [35]. The problem is stated as such: "A pure liquid initially at 28°C occupies the semi-infinite
space x < 0. Attime t = 0 the surface at x = 0 is fixed at the temperature of -10°C, which is below the
freezing point of the substance T,, = 0°C.” Other thermal properties of this liquid are k = 2, pc = 2.5-10°
and pL = 108, these values are the same for both solid and liquid phase. Voller describes that the
position of the phase change front should be at x = 0.8415m after 25 days. The model presented in
this thesis calculates the position of the phase change front at 0.8507m, only a 1.1% difference.

Melting

In order to also validate melting of the PCM, the model is validated with a test problem presented by
Solomon [36]. Here, a slab of paraffin is subjected to a constant temperature of 95°C at x = 0. As can
be seen in figure 4.1, the model closely follows the analytical solution to this two-phase problem. The
figure also shows that the model produces a very defined phase change front, compared to the more
smooth transition shown by the analytical solution. This sharper edge is the result of a;_; and a;,, from
equation 3.16 being set to 0 when node i is changing phase, so no conductive heat transfer in or out
of the node is calculated at that moment.

By successfully validating the PCM model with both a melting and a solidifying process, it can be
assumed that the model will perform correctly in the complete thermal model.

21
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Figure 4.1: Simulation of the melting process of a PCM.

4.2. Note on error calculations

In the following sections the quality of the results from the model will be evaluated with the use of
several bias and error calculations. This section will give a quick overview of these calculations and
how their results can help to understand the performance of a model.

Mean Absolute Error (MAE) The Mean Absolute Error (MAE) is the measure of errors between
paired observations expressing the same phenomenon, for this thesis the two observations will be the
measured data and the simulated data. The MAE is calculated as

Z?:l |PL - Oil
n

MAE = @.1)

where P, are the prediction values and 0; the observations. The MAE gives an impression of the
size of the average error between the two observations.

Mean Bias Error (MBE) Where the MAE shows the average magnitude of the errors between two
observations, the Mean Bias Error (MBE) shows the direction. It is calculated as follows:

MBE = 4.2)

Z?=1 (PL - Oi)
n

The calculation is very similar to that of the MAE, but because of the lack of absolute signs it shows

the overall direction (positive or negative) of error between the two observations.

4.3. Validation of the spectral input (SMARTS)

As explained in section 3.3, the model uses SMARTS to obtain spectral data. To confirm that SMARTS
is working as intended the results produced by SMARTS are compared to spectral measurements at the
PV monitoring station at the TU Delft. For a day with high irradiance (7th of July, 2020) and a day with
low irradiance (24th of February, 2020), the SMARTS method is compared to the measured spectrum
at three times of the day: near sunrise, when the sun is at its highest point and at sunset. The results
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can be seen in figure 4.2. For the most part the SMARTS model follows the measurements, albeit with
more discrepancies at sunrise and near sunset. Especially early in the morning on the low irradiance
day, SMARTS underestimates the amount of energy in the lower wavelength range, yet overestimates
at the higher wavelengths. Note that the model uses the output of SMARTS without taking cloudiness

into account.
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Figure 4.2: Spectral data generated by SMARTS compared to spectral measurements. The first column shows results from
the 24t of February 2020, the second of the 7" of July 2020. The three rows consist of data from sunrise, highest solar point

and sunset respectively.
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4.4. Validating thermal model without PCM

4.4.1. System location and geometry

The combination of SMARTS and GenPro4 with the thermal model proposed in this thesis is ‘compared
to data from the PV monitoring station at the TU Delft. At this station three PV modules are installed
(as described in the thesis by MPF Verheijen [37]) two with a PCM and one without. The model is first
validated without the PCM attached. With the materials found in table 4.1 the modules are layered as
follows: Glass, EVA, c-Si, copper, EVA, Tedlar, Armaflex. Armaflex is an insulating material, which is
placed at the back of the modules since these modules are a prototype system for a Building Integrated
PV (BIPV) + PCM system, where the backside of the modules would not be exposed to the outside air.

Density Specific Heat Capacity Thermal Conductivity Thickness Emissivity

Material " 0 m3) ¢y (Jkg™1K1) k (Wm~1K-1) (mm) €()

Glass 2700 750 1.8 4 0.84
EVA 960 2090 0.32 0.45 (-)
c-Si 2300 838 149 0.18 (-)
Copper 8960 385 400 0.004 (-)
Tedlar 1370 1760 0.56 0.5 (-)
Armaflex 96 1000 0.037 19 0.8

Table 4.1: Materials used for the PV modules at the PV monitoring station of the Delft University of Technology [37].

4.4.2. Nodal network and time steps

For all simulations in this chapter the model was executed with a time step of 5 minutes. Since SMARTS
only takes a thousand different solar positions per execution of the program, the time in between each
weather data point is 16 minutes when simulating a whole week.

The nodal network for simulations without a PCM slab attached contains 40 nodes, divided in the
following way: 4 nodes glass, 4 nodes EVA, 3 nodes silicon, one node silicon/copper, 4 nodes EVA, 4
nodes Tedlar, 20 nodes Armaflex.

The nodal network for simulations with a PCM slab attached (geometry specified in section 4.5.1) is
divided as such: 4 nodes glass, 4 nodes EVA, 3 nodes silicon, one node silicon/copper, 4 nodes EVA,
4 nodes Tedlar, 4 nodes PET, 14 nodes PCM, 4 nodes PET, 25 nodes of Armaflex.
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4.4.3. Model performance in summer

To see how the simulation performs on a high-irradiance, high-temperature day, the first week of
September 2019 is used. The temperature of the PV module installed at the TU Delft, is measured
with seven thermocouple between the Tedlar and Armaflex layer (of which the average measured tem-
perature is used). For the simulation the temperature of the last node of the Tedlar layer is used for
comparison. The temperatures these thermocouples measure are registered using Picolog6.0 every
ten minutes. In figure 4.3 the measured data and the simulated results are plotted together. The sim-
ulation seems to be in accordance with the measured temperatures, to get a closer look, the absolute
difference between the two observations is plotted (fig 4.4).
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Figure 4.3: Model output and measured temperatures of a PV module during the first week of September 2019
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week of September 2019

During this first week of September 2019, the biggest difference between the measured tempera-
ture and the simulation seem to be during the day, as can be seen in figure 4.4. Yet, if the absolute
difference is compared to the conventional difference (prediction minus measurement, see figure 4.5),
the difference plot shows that the error is oscillating around the zero mark. This swaying around zero
could be due to the fact that the simulation is calculating the correct temperatures, but just a few time
steps behind or ahead, causing a higher absolute error with low bias. For a high irradiance week, and
without a PCM attached, the model is working properly.
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September 2019, of a PV module installed at the TU delft. The MAE and MBE are also shown.

4.4.4. Model performance in winter

Next up, the model is tasked to simulate a low-irradiance week, the first week of January 2020. The
comparison between the simulation and measured results is shown in figure 4.6. Two main observa-
tions to be made in this comparison are the somewhat constant "offset error’ and the lower simulated
temperatures while the measured temperatures are peaking. The possible causes of this offset error
will be discussed in more detail in chapter 5.
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In figure 4.7 the absolute difference between the simulation and the measurements is plotted, in
figure 4.8 regular difference (simulation minus measurement) is plotted. In both figures the offset (of
around 2°C) can clearly be seen. Apart from this constant difference between the simulation and the
measurement, the model seems to follow the general trends of the simulations correctly.
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4.5. PV + PCM validation

Now that the PCM model is validated separately, and the accuracy of the thermal model for a PV module
is studied, they will now be combined. The temperature of an identical PV module as studied before
will be simulated, but now a slab of PCM is attached to the module.

4.5.1. Physical parameters and geometry

Unfortunately the manufacturer of the PCM slabs installed at the monitoring station was not able to
provide all the physical parameter inputs (such as specific heat capacity) required for the model to run
properly. As an approximation of the parameters of the PCM, the values for Rubitherm-25 [38] are
used. The data used for the PCM and its PET encapsulant can be found in table 4.2. One change
was made to the parameters: the melting temperature was set to 23°C instead of 25°C, since it was
found that the PCM installed at the monitoring station starts melting at 23°C. For the PV modules with
a PCM slab attached the layer ordering becomes: Glass, EVA, ¢-Si, copper, EVA, Tedlar, PET, PCM,
PET, Armaflex.

Density Specific Heat Capacity Thermal Conductivity Thickness

Material " oims) cp (Jkg1K™1) k (Wm~1K-1) (mm)
liquid solid liquid solid liquid solid

PCM 750 870 1800 1800 02 02 10

PET 1380 1000 0.15 0.4

Table 4.2: Material data used for the PCM and its plastic encapsulant.

4.5.2. PV+PCM model performance during summer

The simulated results for the first week of September 2019 can be seen in figure 4.9, the simulated tem-
peratures are higher than the measurements during the day. Figure 4.10 shows the absolute difference
between the simulated and measured temperatures, figure 4.11 shows the "simulation minus measure-
ment” difference. The errors are significantly higher and with a bigger positive bias compared to the
simulations without a PCM slab. This discrepancy between the two simulations indicates a problem
with the PCM model or its inputs.
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Figure 4.9: Model output and measured temperatures of the PV + PCM system in the first week of September
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Figure 4.11: Difference (prediction - measurement) between the measured and simulated temperatures, during the first week
of September 2019, of the PV + PCM system. The MAE and MBE are also shown.

4.5.3. PV+PCM model performance during winter

The module temperatures for the first week of January are also simulated for the PV + PCM system.
The results can be seen in figure 4.12, both the measured data and the simulated data are very similar
to their respective values in figure 4.6. The melting temperature of the PCM (23-25°C) is not reached,
s0 no heat is being put into melting the PCM when the PV module warms up. In that sense, the PCM
layer is just acts like an additional insulator.

A closer look at the differences (figures 4.13 and 4.14) shows that the shape and size of the error
between measurement and simulation is very similar to that seen for the system without a PCM slab
attached.
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4.6. Review of model performance

The model has been used to simulate a summer week for a PV system with and without a PCM slab
attached to the backside of the module. For a summer week without a PCM attached, the model proved
to be accurate. However, when a PCM was attached the simulation temperatures were up to 20-25°C
higher than measured values. Since both the thermal model and the PCM model were validated for
this summer week, the issue most likely lies with the physical parameters chosen for the PCM.

The same was done for a winter week. Here the results were similar due to the melting temperature
of the PCM not being reached. Both simulated results, however, had significant bias errors compared
to the measured data. The possible causes for this are discussed in the following chapter.

All simulations were performed on an 4" generation ZBook mobile workstation from HP. For a
simulation without PCM the model simulates 18.75 hours per real-time hour.






Discussion

5.1. The effects of wind speed on module temperature

The simulated temperatures during the first week of January from section 4.4.4 and 4.5.3 showed a
clear bias towards lower temperatures, compared to the measurements. For the biggest part of that
first week in January, the error is an offset of about 2 °C. This offset is not likely being caused by the
slight spectral data mismatches seen in figure 4.2, since those would cause discrepancies near sunrise
and sunset. One of the heat transfer mechanisms that is independent of the day/night cycle, yet with
a strong impact on PV module temperature, is convection. This section will focus on how the way
convection is calculated contribute to the presence of the aforementioned biases.
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Figure 5.1: Module temperature for January 2" 2020 for different wind speeds. The measured ambient temperature is also
shown.

Figure 5.1 shows how increasing the value of wind speed affects the the outcome of the convection
model (and therefore module temperature) used for the winter week in January. Increasing the wind
speed causes the module temperature to rise. This might seem counter-intuitive since convection
normally cools down the PV module. The increased convection warms up the module temperature
because the ambient temperature is constantly rising throughout this day from 2°C at 00:01 to 8°C at
23:59 (this can also be seen in figure 5.1), while the module temperature is lower than the ambient
temperature. When increasing the measured wind speeds (see figure 5.1) the simulated temperatures
rise more during the end of the day compared to the beginning. In figure 5.2 the measured wind speed

33
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Figure 5.2: Measured wind speed at the TU Delft PV monitoring station on the 2nd of January

on the 2" of January 2020 is shown. The lower wind speeds in the early morning cause a lower h,
which causes less convective heat transfer, and thus a cooler module. The calculation of h (by Watmuff
et al. [21]) used for these simulations is (eq. 2.3):

h=28+3w (5.1)

This linear calculation of h has a rather low offset of 2.8 compared to other linear h models [20]. To
analyse the effect of a different h calculation the module temperature is simulated for the same day in
January (figure 5.3), but this time with the following calculation for i, by Test et al. [39]:

h =855+ 256w (5.2)

8 T T T T T T T T T T

or A

wete s T

=) 7
= 4 — - i
g // s NS
2 | e ——
© J
L o

2+ i
g ——
(= ~

rd
\ o~
—~
0 — Measured temperature | 7|
e — Watmuff et al.
Test et al.
2 | | | I I I I

1 L 1 1
02:00 04:00 06:00 08:00 10:00 12:00 14:.00 16:00 18:00 20:00 22:00
Time Jan 02, 2020

Figure 5.3: Module temperature for January 2" 2020 for different convection heat transfer coefficient calculations. The base-
line uses equation 5.1, the higher offset refers to equation 5.2.

Figure 5.3 shows that the use of this model more evenly increases the module temperature over the
course of the day. To see the impact on accuracy, this model is used to simulate the full first week of
January, in order to compare it to the results from chapter 4 (see figure 5.4). To get a closer view off the
differences between the measurements and the simulated temperatures, the difference and absolute
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difference are shown again (figures 5.5 and 5.6) together with the Mean Absolute Error (MAE) and
Mean Bias Error (MBE).
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Figure 5.4: Measured and simulated module temperatures for the first week of January 2020. The different h models refer to
eq. 5.2and eq. 5.2

Comparing figure 5.6 and 4.8 the MAE has decreased from 1.76 to 1.39 and the MBE from -1.44
to -0.92. Especially the MBE improved due to changes in the h-model as expected, since h is now
higher for every wind speed, due to the higher offset value in the calculation. This section has shown
that the choice of convection model is very influential to the simulated module temperature. In this
particular case the chosen convection model (eq 5.2) was not the best choice yet, since the simulated
temperatures were still about a centigrade too low. For future work it is therefore recommended to
thoroughly research the convection model required when using the model presented in this thesis.
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Figure 5.5: Absolute difference between measurements and the simulated module temperatures shown in figure 5.4.

5.2. Sensitivity analysis on PCM parameters

In chapter 4 the PCM model was validated separately and the module temperatures during a week
in summer were simulated properly without a PCM attached. Yet when combined the model did not
perform properly. The thermophysical parameters used for the PCM were those of Rubitherm-25, which
is different to the PCM actually installed at the back of the measured PV modules. In order to find out
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what the actual parameters are, a sensitivity analysis should be performed. A sensitivity analysis for the
thermophysical parameters of a PCM is complex however, since there are many parameters: thickness,
latent heat of fusion, density (both liquid and solid), specific heat capacity (both liquid and solid) and
thermal conductivity (both liquid and solid). In order to reduce the amount of parameters, the analysis

will focus on the thermal diffusivity, a (calculated as a = p%). The a for Rubitherm-25 is approximately
14
1.2-1077m?/s (see table 4.2).
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Figure 5.7: measured and simulated PV module temperatures for the second day of September 2019. The module tempera-
tures are simulated for different thermal diffusivities (@) and compared with the original simulation (Rubitherm-25)

In figure 5.7 the measured module temperature and the previously simulated temperature with
Rubitherm-25 data for September 2" are shown. In addition a simulation is run with both the solid
and liquid a set to 1.0 - 10~"m?/s, by making c,, = 2500J/kgK, p = 2000kg/m? and k = 0.5W/mK, which
are closer to the values used by Verheijen [37]. The effect of decreasing the thermal diffusivity, «, from
1.2 - 1077m?/s to 1.0 - 10~’m?/s can be seen in the slower rise and fall in temperature. The changes
to the thermophysical parameters also caused the ‘plateauing’ that can be seen at the end of the day
to be elongated. To show this effect more clearly the k value is changed to 0.3, resulting in a a of
0.6-1077m?/s. The results in figure 5.7 show how decreasing the thermal diffusivity increases the time
the PCM takes to solidify, creating an longer plateau in temperature.
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Figure 5.8: measured and simulated PV module temperatures for the second day of September 2019. The module tempera-
tures are simulated with a different thickness distribution in the PCM slab.

Apart from differences in a and its related parameters, the difference between Rubitherm-25 and
the PCM used in the monitored PV modules could also lay in the latent heat of fusion or the thickness
of the PCM. Only the thickness of the PCM plus its encapsulant is known, so the PCM could be thicker
or thinner than assumed. The PCM could also be under-performing compared to its data sheet, not
being able to store as much heat as advertised, due to degradation [40].

In figure 5.8, the module temperature is simulated with the same a = 1 - 10~’m?/s as mentioned
before, but also with a thicker PET encapsulant. The PET thickness is increased from 0.4mm to 2mm,
decreasing the PCM thickness from 10 to 6.8 mm (since the total thickness is known). Changing
the thicknesses of the PCM slab has led to a small decrease in temperature across the day, and a
shortening of the plateau.

This section has shown that many factors shape the way the PCM melts and conducts heat. Finding
where the installed PCM differs from Rubitherm-25 is a difficult task since all the parameters influence
each other. The process of finding the right parameters is encumbered even more due to uncertainties
in thickness and PCM degradation.






Conclusions and Outlook

6.1. Conclusion

This thesis has provided a model that can aid in the research of thermal management for PV modules,
with a focus on the use of PCMs. The model is flexible, spectrally resolved and able to visualise the
temperature profile of a PV module while it is warming up or cooling down.

By using SMARTS to generate spectral data, the model can use spectral data without the need for
spectral measurements, leaving only external parameters that are easier to obtain: irradiance, ambient
temperature and wind speed. The model also requires location specific inputs, such as geographic
coordinates, module elevation and module tilt.

Another factor that expands the usability of this model, is the use of GenPro4. This software pack-
age calculates the absorption of light in each layer of a PV cell, it supports almost any type of PV
cell arrangement (e.g. anti-reflective coatings, layer texturing, bi-facial PV cells). This is why using
GenPro4 adds flexibility to the model.

By combining irradiance data, SMARTS and GenPro4 the model is able to calculate how much
heat is absorbed in each layer of the PV cell. By using a transient thermal model with fine meshing, the
model is able to show how this absorbed heat moves through the module. In doing so it visualizes and
aids future work in understanding the heat transfer processes at play when a PV module is warming
up or cooling down.

The thermal model is expanded upon by being able to add a PCM layer to the module. As mentioned
before, PCMs have great potential in the cooling of PV modules. This model is able to show how quickly
the PCM layer changes phase as the PV module heats up or cools down.
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6.2. Model improvements

6.2.1. Improving computational times

As mentioned in section 4.6, the model can currently simulate 45 hours of data per hour for a time
step of 5 minutes, without a PCM and 18.75 hours per hour with a PCM. Since the model uses several
external packages (SMARTS, SPA and GenPro4) and uses the algorithm by Zivkovic for the PCM,
the main place to increase the speed of the model is in solving the matrix equations. Currently this is
done with the Gauss-Siedel method, which is reliable but rather slow since it needs to iterate several
times. Due to the use of this rather simple solving algorithm the model only uses a fraction of a typical
commercial laptop’s CPU capacity. This could be seen as an indication for improvement, using an
algorithm that can more effectively use the resources of the PC (like a Krylov subspace method [41] or
other forms of parallelisation [42]).

6.2.2. Adding electrical output

In the current state of the model, the temperature coefficient on the data sheet of the PV cell is used
to determine how much of the incoming irradiance is converted into electrical energy. Adding a more
robust electrical model would be a big step forward for the model. The work in progress by Andres
Calcabrini [43] could possibly be used for this purpose. Calcabrini’s model gives, among other outputs,
the V. and I, at different operating temperatures of any typical c-Si solar cell.

6.2.3. Improving SMARTS integration

In section 4.4.2 it's mentioned how SMARTS can take a 1000 solar position data points per execution
of the program. For now, the model makes sure that this limit is not exceeded. This could be improved
upon by making the model run SMARTS multiple times based on the amount of solar position inputs
specified by the user.

6.2.4. Adding cloudiness dependency to spectral irradiance data

In chapter 4 the results from SMARTS are compared to measured spectral data. Especially on the low-
irradiance day in January SMARTS differed from the measurements. This could be due to the fact that
SMARTS is to simulate spectra for clear days. If the model were able to adjust the spectra created by
SMARTS to resemble the solar spectrum on a cloudy day this could improve the model’s performance.
This would also, however, require some sort of knowledge about the cloudiness on a specific day (this
can either be measured or predicted [44]).

6.2.5. Improving physical inputs

For the validation simulations in chapter 4, the physical parameters of Rubitherm-25 were used, not
values from the PCM that was actually installed. The model accuracy would benefit from having more
accurate data of the PCM and its casing. The main use for the PCM slabs installed at the PV monitoring
station is heat insulation for buildings. For use in buildings, the most important parameter is how much
energy can be stored at what temperatures. When modelling the PCM, more parameters are required
however: the specific heat capacity for both the liquid and solid phase, density for both phases and
thermal conductivity for both phases. The exact material and thickness of the plastic casing around the
PCM are also unknown. The analysis in section 5.2 showed that the PCM parameters are all related
to each other, making it difficult to determine which parameters need to be changed in order to more
accurately represent the PCM used for the validation simulations.
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6.3. Model applications

6.3.1. Mapping the global potential of PV + PCM systems

Since the model only requires irradiance, ambient temperature and wind speed as weather data, the
model can easily run simulations for places all over the globe. This could be useful for finding the
areas of the world that would benefit most from adding PCMs to PV systems. Because of the flexibility
of the model, this could be done for all kinds of configurations: from standalone modules, to building
integrated PV.

6.3.2. Integration with the PV systems modelling toolbox of the PVMD group

An ongoing project within the Photovoltaic Materials and Devices (PVMD) group at the Delft University
of Technology is the creation of a comprehensive PV systems modelling toolbox. The model presented
in this thesis could possibly be adapted to fit the requirements of the toolbox’ framework, giving users
access to more detailed thermal simulations and the possible addition of PCMs to their simulated PV
modules.
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