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SUMMARY
Radiotherapy (RT) is a widespread and effective technique to treat can-
cers by killing cancerous cells with rays of radiation. Building upon ad-
vances in image guidance and dose delivery technology like Proton Ther-
apy, Adaptive RT promises more effective tumor decimation and a re-
duction of the incidence and severity of side effects. Unfortunately, the
clinical implementation of adaptive workflows is challenging due to their
resource-intensive nature. Therefore, their successful adoption lingers
on overcoming several bottlenecks in the treatment planning process.

In this dissertation, we focus on methods used for the image segmen-
tation or contouring step, which allows the localization of the anatomical
structures required for dose optimization and evaluation. Until recently,
clinicians had to manually delineate dozens of organs-at-risk and target
volumes across hundreds of slices of the patient’s three-dimensional im-
ages. A process that is extremely time-consuming. The advent of deep
learning-based artificial intelligence (AI) has changed the landscape: a
modern auto-segmentation AI can produce segmentations for most of a
patient’s anatomy in minutes.

Despite increasing automation in the segmentation process, it remains
time and resource-intensive. Due to the segmentations’ criticality for
the patient’s outcome and the errors the AI will commit, clinicians must
perform a quality assessment of the AI’s outputs. Depending on the
case’s complexity, the duration of the quality assessment process can
negate the time gains auto-segmentation tools bring.

Deep ensemble AIs represent an advancement in medical image seg-
mentation. Instead of providing a deterministic output, deep ensemble
AIs produce a set of plausible candidates that aim to model inter-clinician
annotation variability. Consensus segmentations obtained from ensem-
bles tend to be more accurate and robust than the single-prediction de-
terministic counterpart. Nevertheless, by only using the consensus, a lot
of potentially useful information is being discarded.

In this dissertation, we contribute to different phases of the segmen-
tation quality assessment process. We characterize this process and in-
troduce methods that leverage the raw outputs of deep ensemble AIs to
support and speed up quality assessment tasks. The methods presented
show new ways of analyzing and using ensembles in RT. Nevertheless,
since these are relevant outside RT, we keep the presentation of the
methods general and evaluate them in other application scenarios, such
as the analysis of simulation ensembles or meteorological data.



Before fixing segmentation failures, clinicians must find them. This pro-
cess can be time-consuming and fatiguing when failures are sparse and
spread through the patient’s three-dimensional images. We present and
evaluate a delineation error detection system, which guides clinicians to
slices of three-dimensional images that contain potentially clinically rele-
vant segmentation failures. We co-designed the DEDS with clinicians and
refined it based on an observational study, which allowed us to character-
ize clinicians’ navigation patterns and the use of information sources like
AI uncertainty and patients’ dose distributions. We evaluated the DEDS’
potential to speed up the QA process through a simulation study with
a retrospective cohort of patients. Results indicate that speed-ups are
the most significant when equipping the DEDS with information sources
indicative of clinical priority, which prevents unnecessary edits.

Visual inspection of the segmentation ensemble permits understanding
the main trends and detecting anomalies that might indicate segmenta-
tion failures. Using a spaghetti plot to visualize all ensemble members
is straightforward but prone to clutter. Contour boxplots prevent clutter
and extra complexity by distilling essential ensemble information, which
permits more efficient ensemble inspection. Nevertheless, they are time-
consuming to compute, reducing their practical value. We present Inclu-
sion Depth for contour ensembles. Inclusion Depth yields per ensem-
ble member centrality scores that allow characterizing the distribution of
segmentation ensembles in terms of properties like the median, trimmed
mean, confidence bands, and outliers. Compared to previous contour
depth notions, Inclusion Depth is significantly faster, making it more ap-
plicable in practice for time-critical contexts like QA in adaptive RT. We
show how Inclusion Depth permits creating contour boxplots for ensem-
bles with hundreds of segmentations in seconds.

It is not uncommon for distinct representative shapes to co-occur within
a contour ensemble. With ensembles created by clinicians, for instance,
different institutions, training sessions, or experience levels can lead to
distinct shapes (i.e., modes of variation) for the same structure. When
trained on these data, deep ensemble AIs would yield similarly multi-
modal ensembles. In quality assessment, being able to extract these
representatives would pave the way for new ensemble-based interactive
segmentation workflows. Applying traditional contour depth notions to
these multi-modal ensembles collapses the existing variation modes and
can lead to uninformative centrality scores. To address this issue, we
present the first framework for multi-modal contour depth, which also
includes notable runtime improvements for depth computation. When
used with Inclusion Depth, multi-modal contour depth permits cluster-
ing the different modes of variation and determining cluster-dependent
scores that appropriately characterize the data. Variation modes can be
then independently analyzed using uni-modal depth machinery like con-
tour boxplots.

xii



Summary

The global perspective of contour depth methods, which consider the
entire volume, may be insufficient when parts of the contours are noisy
or when the resolution of the ensemble is too large to process within
a reasonable time. Correlation clustering methods provide a solution
by partitioning the spatial domain of the ensemble into highly corre-
lated regions that can be used to localize analyses. Existing correlation
clustering algorithms do not scale well as the resolution of the ensem-
ble increases. We introduce the Local-to-Global Correlation Clustering
(LoGCC) method, which partitions the ensemble’s spatial domain into
coarser primitives, representing areas of consistent ensemble member
behavior. Unlike previous correlation clustering methods, the proposed
LoGCC achieves significantly faster runtimes by leveraging the ensem-
ble’s spatial structure and decoupling computations into local and global
steps. Like with Inclusion Depth, these speed gains enable LoGCC to an-
alyze large datasets in time-critical fields such as adaptive radiotherapy
(RT).

Throughout this dissertation, our approach focused on designing mod-
ular, flexible analysis methods applicable across different tasks and do-
mains. We demonstrate how the delineation error detection system,
multi-modal Inclusion Depth, and Local-to-Global Correlation Clustering
support quality assessment in RT and extend to fields like meteorology.
We also speculate on their potential as foundational elements for more
complex workflows. For example, extracted modes of variation, which in-
dicate representative shapes in the ensemble, could be repurposed as an
interactive segmentation tool. Alternatively, consistent regions detected
by correlation clustering could be used as building blocks to enable lo-
calized contour analysis and editing.

We hope the proposed contour ensemble visual analysis methods in-
spire the development of more efficient analysis workflows that harness
ensembles’ power in RT and beyond.
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SAMENVATTING
Radiotherapie (RT) is een wijdverbreide en effectieve techniek om kan-
ker te behandelen door kankercellen te vernietigen met stralingsbundels.
Dankzij vooruitgangen in beeldgeleiding en dosisafgifte-technologieën,
zoals protonentherapie, biedt adaptieve RT de mogelijkheid om tumoren
effectiever te vernietigen en de incidentie en ernst van bijwerkingen te
verminderen. Helaas is de klinische implementatie van adaptieve werk-
processen uitdagend vanwege hun arbeidsintensieve aard. Het succes-
vol toepassen ervan vereist het overwinnen van verschillende knelpun-
ten in het behandelplanningsproces.

In dit proefschrift richten we ons op methoden die worden gebruikt
voor de beeldsegmentatie- of contoureringsstap, waarmee anatomische
structuren worden gelokaliseerd die nodig zijn voor dosisoptimalisatie
en -evaluatie. Tot voor kort moesten clinici tientallen risico-organen en
doelvolumes handmatig afbakenen over honderden plakjes van de drie-
dimensionale beelden van de patiënt – een proces dat enorm tijdrovend
is. De opkomst van op deep learning gebaseerde kunstmatige intelligen-
tie (AI) heeft dit landschap veranderd: een moderne auto-segmentatie-AI
kan binnen enkele minuten de meeste anatomische structuren van een
patiënt segmenteren.

Ondanks de toegenomen automatisering van het segmentatieproces
blijft het tijd- en arbeidsintensief. Vanwege het cruciale belang van de
segmentaties voor het behandelresultaat van de patiënt en de fouten
die de AI kan maken, moeten clinici een kwaliteitscontrole uitvoeren
op de outputs van de AI. Afhankelijk van de complexiteit van het ge-
val kan de duur van dit kwaliteitscontroleproces de tijdwinst die auto-
segmentatietools opleveren, tenietdoen.

Deep ensemble AIs vormen een vooruitgang in medische beeldseg-
mentatie. In plaats van een deterministische output te leveren, genere-
ren deep ensemble AIs een set plausibele kandidaten die de variabiliteit
in annotaties tussen clinici modelleren. Consensussegmentaties verkre-
gen uit ensembles zijn doorgaans nauwkeuriger en robuuster dan de de-
terministische tegenhangers. Toch wordt door uitsluitend de consensus
te gebruiken veel potentieel nuttige informatie genegeerd.

In dit proefschrift dragen we bij aan verschillende fasen van het kwa-
liteitscontroleproces van segmentaties. We karakteriseren dit proces en
introduceren methoden die de ruwe outputs van deep ensemble AIs be-
nutten om kwaliteitscontrole taken te ondersteunen en te versnellen. De
voorgestelde methoden bieden nieuwe manieren om ensembles te ana-



lyseren en te gebruiken in RT. Omdat deze methoden ook buiten RT rele-
vant zijn, presenteren we ze in algemene termen en evalueren we ze in
andere toepassingsscenario’s, zoals de analyse van simulatie-ensembles
of meteorologische gegevens.

Voor clinici segmentatiefouten kunnen herstellen, moeten ze deze eerst
vinden. Dit proces kan tijdrovend en vermoeiend zijn wanneer fouten
schaars zijn en verspreid liggen door de driedimensionale beelden van
de patiënt. We presenteren en evalueren een delineation error detection
system (DEDS) dat clinici begeleidt naar plakjes van driedimensionale
beelden die mogelijk klinisch relevante segmentatiefouten bevatten. Het
DEDS is samen met clinici ontworpen en verfijnd op basis van een obser-
vatiestudie, waarmee we het navigatiegedrag van clinici en hun gebruik
van informatiebronnen zoals AI-onzekerheid en dosisdistributies van pa-
tiënten karakteriseerden. Uit een simulatiestudie met een retrospectieve
patiënten cohort blijkt dat de grootste tijdswinst wordt behaald wanneer
het DEDS wordt uitgerust met informatiebronnen die klinische prioriteit
aangeven, waardoor onnodige bewerkingen worden voorkomen.

De visuele inspectie van een segmentatie-ensemble biedt inzicht in
de belangrijkste trends en maakt het mogelijk om anomalieën te detec-
teren die op segmentatiefouten kunnen wijzen. Een spaghetti-plot van
alle ensembleleden is een eenvoudige visualisatie, maar kan snel cha-
otisch worden. Contourboxplots voorkomen rommel en extra complexi-
teit door essentiële ensemble-informatie te distilleren, waardoor een ef-
ficiëntere inspectie mogelijk is. Het berekenen van contourboxplots is
echter tijdrovend, wat hun praktische waarde vermindert. We introdu-
ceren Inclusion Depth voor contour-ensembles. Inclusion Depth levert
centrale scores per ensemblelid waarmee de verdeling van segmentatie-
ensembles kan worden gekarakteriseerd op basis van eigenschappen zo-
als de mediaan, bijgesneden gemiddelden, betrouwbaarheidsbanden en
uitschieters. Vergeleken met eerdere contour depth-concepten is Inclu-
sion Depth aanzienlijk sneller, wat het toepasbaar maakt in tijdkritieke
contexten zoals kwaliteitscontrole in adaptieve RT. We tonen aan hoe In-
clusion Depth contourboxplots kan genereren voor ensembles met hon-
derden segmentaties binnen enkele seconden.

Het is niet ongebruikelijk dat verschillende representatieve vormen
voorkomen binnen een contour-ensemble. Bij ensembles gemaakt door
clinici kunnen bijvoorbeeld verschillende instellingen, trainingssessies of
ervaringsniveaus leiden tot variatie in de vormen (d.w.z. variatiemodi)
voor dezelfde structuur. Wanneer getraind op deze gegevens, zouden
deep ensemble AIs vergelijkbare multi-modale ensembles opleveren. In
kwaliteitscontrole kan het extraheren van deze representatieve vormen
de weg vrijmaken voor nieuwe ensemble-gebaseerde interactieve seg-
mentatieworkflows. Traditionele contour depth-concepten toegepast op
deze multi-modale ensembles negeren bestaande variatiemodi, wat kan
leiden tot niet-informatieve centrale scores. Om dit probleem aan te

xvi



Samenvatting

pakken, presenteren we het eerste raamwerk voor multi-modale contour
depth, dat ook aanzienlijke verbeteringen biedt in de rekentijd. Wan-
neer gebruikt met Inclusion Depth, maakt multi-modale contour depth
het mogelijk om de verschillende variatiemodi te clusteren en cluster-
afhankelijke scores te bepalen die de gegevens passend karakteriseren.
Variatiemodi kunnen vervolgens onafhankelijk worden geanalyseerd met
behulp van uni-modale depth-methoden zoals contourboxplots.

Het globale perspectief van contour depth-methoden, waarbij het vol-
ledige volume wordt beschouwd, kan ontoereikend zijn bij ruisende con-
touren of te grote ensemble-resoluties. Correlatie-clusteringmethoden
bieden een oplossing door het ensemble te partitioneren in sterk ge-
correleerde regio’s. Bestaande correlatie-clusteringalgoritmen schalen
echter slecht bij toenemende ensemble-resolutie. We introduceren de
Local-to-Global Correlation Clustering (LoGCC)-methode, die de ruimte-
lijke structuur van het ensemble benut om snellere looptijden te realise-
ren door berekeningen lokaal en globaal te scheiden. Zoals bij Inclusion
Depth maken deze snelheidsverbeteringen LoGCC toepasbaar in tijdkri-
tieke contexten zoals adaptieve RT.

In dit proefschrift was onze aanpak gericht op het ontwerpen van mo-
dulaire, flexibele analysemethoden die toepasbaar zijn in verschillende
taken en domeinen. We laten zien hoe het DEDS, multi-modal Inclusion
Depth, en LoGCC de kwaliteitsbeoordeling in RT ondersteunen en uit-
breiden naar gebieden als meteorologie. We speculeren ook over hun
potentieel als basiselementen voor complexere workflows. Zo zouden
bijvoorbeeld geëxtraheerde variatiemodi, die representatieve vormen in
het ensemble aangeven, opnieuw kunnen worden gebruikt als interactief
segmentatiehulpmiddel. Als alternatief zouden consistente regio’s, ge-
detecteerd door correlatieclustering, gebruikt kunnen worden als bouw-
stenen voor gelokaliseerde contouranalyse en -bewerking.

We hopen dat de voorgestelde visualisatiemethoden voor contouren-
sembles inspireren tot de ontwikkeling van efficiëntere analysemethoden
die de kracht van ensembles benutten in RT en daarbuiten.
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INTRODUCTION

In 1895, Wilhelm Conrad Röntgen discovered X-rays [1]. Shortly after,
radiation therapy (RT) was born. In RT, cancer patients get a dose of
radiation directed at the tumor with the intent of killing the malignant
cells within. Over the course of the twentieth century, RT consolidated
as one of humanity’s main tools against cancer [2].

Over the last fifty years, numerous technological and practical
innovations have significantly enhanced the precision and safety of
radiotherapy (RT). Fractionating the radiation dose allows for effective
and sustained tumor control while enabling surrounding organs-at-risk
(OARs) to recover between treatments [3]. The integration of imaging
modalities, such as computed tomography and magnetic resonance
imaging, during treatment has driven the development of adaptive RT.
Adaptive RT leverages image guidance to monitor patient anatomy in
real time and adapt treatment plans to account for changes such as
tumor shrinkage or anatomical shifts [4]. Finally, advanced dose delivery
techniques, including proton-based therapy, exploit the unique physical
properties of protons to create sharp dose gradients that precisely target
the tumor while sparing adjacent healthy tissues [5].

Adaptive therapies, combined with highly precise dose delivery
mechanisms such as proton therapy, are poised to become the standard
of care in radiotherapy. However, their practical adoption faces
challenges in reducing their resource demands [6–8].This dissertation
contributes to streamlining a crucial step in the RT workflow known
as segmentation. This step produces three-dimensional contours of
tumors and OARs that allow their identification and localization. Before
elaborating on the performance challenges the segmentation step poses
and our contributions, we detail the clinical context of the adaptive RT
workflow.
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1.1. CLINICAL CONTEXT: ADAPTIVE RADIOTHERAPY
The radiation dose is not delivered all at once. Instead, the RT
treatment is fractionated over days or weeks, depending on the type
of therapy. During this period, the patient’s anatomy can change
significantly; for example, tumors may shrink, and organs may enlarge
or shift position. Traditional RT compensates for such geometric changes
and other uncertainties in dose delivery by employing safety margins
around the tumor [9]. However, these margins often come at the
expense of impacting the ability of OARs to heal and regenerate after
irradiation. Adaptive RT addresses this limitation by monitoring the
patient’s anatomy and updating the treatment plan as anatomical
changes occur, allowing for tighter margins and reduced side effects [4].

Adaptive RT implementations vary across clinics, with adaptation
strategies categorized based on frequency: offline (days/hours), online
(minutes), and real-time (seconds and milliseconds). The choice of
strategy ideally depends on the frequency of anatomical changes [6] but
is often constrained by the significant resource demands associated with
more responsive schemes, which require performing complex processes
like image acquisition, segmentation, and dose calculations in reduced
time frames [8]. Consequently, there is a general need to streamline
adaptive workflows by reducing these processes’ resource footprint to
make them feasible in clinical practice.

To illustrate the clinical adaptive RT workflow, we use Holland
Proton Therapy Center (HollandPTC) in the Netherlands as an example.
Patients at centers like HollandPTC benefit most from improved workflow
efficiency and higher adaptation frequencies, as proton beams’ precision
synergizes with tight safety margins. HollandPTC implements an
offline strategy to adapt the patients’ treatment plans when their
anatomy changes. Based on the literature and discussions with medical
professionals at Leiden University Medical Center and Utrecht Medical
Center, we observed that HollandPTC’s workflow is representative of
other centers implementing adaptive RT [10–12].

Figure 1.1 presents a simplified depiction of HollandPTC’s RT workflow.
The workflow starts with a treatment planning session to gather the
necessary materials and information for treating the patient. After the
treatment plan has been approved, a sequence of sessions ensues,
where the patient receives dose fractions spread over several weeks
in a gantry, a robotized arm paired with a particle accelerator capable
of shooting carefully calibrated radiation beams toward the tumor.
Inset (b) in the figure shows the gantry at HollandPTC. After a given
amount of time has elapsed or certain anatomical changes have been
observed, the offline adaptation/treatment planning will be triggered
and performed parallel to the fractions. Once the new treatment plan is
available, it will replace the previous one.

Inset (a) of Figure 1.1 details the core steps of the treatment planning
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process. Starting with the simulation step, clinicians acquire images of
the patient’s anatomy and gather additional necessary information to
construct fixation devices and simulate the distribution of the radiation
dose. In the subsequent registration and segmentation steps, clinicians
combine the images and use them to delineate tumors and OARs in
three-dimensional space. Finally, a treatment planning system steered
by clinicians produces a gantry configuration to deliver a clinically
suitable dose based on the segmentations and predefined dosimetric
optimization goals. Clinicians follow the ALARA (i.e., as low as reasonably
achievable) principle to balance tumor coverage and OAR sparing when
defining optimization objectives and constraints [13]. Inset (b) of
Figure 1.1 illustrates HollandPTC’s gantry used to administer the dose
fraction to the patients.

Offline adaptations entail similar steps to the treatment planning
process. Nevertheless, these can run faster by leveraging prior patient
information like segmentations, which can be automatically transferred
to the new images and adjusted instead of generating them from
scratch, and the dosimetric configuration. Higher frequency adaptations
behave similarly but must run in a significantly shorter time frame [14].

Treatment planning is time and resource-intensive, which limits the
availability of current RT treatments and the practical implementation
of adaptive RT. The first treatment planning session can take clinicians
from different specialties hours or days to complete [12]. Subsequent
adaptation sessions profit from reusing prior patient information.
Nevertheless, they can still take hours, which is likely too long. On
the one hand, the patient’s anatomy might have changed by the end
of the re-planning, invalidating the adaptation. On the other hand,
performing this hour-long still-clinician-intensive process creates an
immense burden on clinical infrastructure, reducing its capacity to treat
patients [6]. Therefore, there is a need to increase treatment planning
efficiency.

Artificial Intelligence (AI) offers a promising solution by automating
many steps in RT, potentially improving efficiency and scalability. Yet,
when AI systems fail—whether due to errors or uncertainties—clinicians
must intervene, negating the efficiencies gained. As we will see
next, the segmentation step is a clear example of this duality. Auto-
segmentation technologies have dramatically accelerated the process.
However, painstakingly inspecting and correcting errors in the generated
segmentations is time-consuming and fatiguing for clinicians. To fully
realize AI’s potential, it is essential to foster effective human-AI
collaboration, ensuring reliability and trust in clinical practice. This
dissertation contributes to this vision by addressing the visualization
and interaction challenges that arise when clinicians must inspect the
outputs of auto-segmentation AIs.
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Figure 1.1.: Simplified depiction of offline-adaptive PT workflow at
HollandPTC in the Netherlands. The dose delivery starts after
completing the treatment planning process (yellow). The
patient receives the dose in fractions (blue) split spread over
several weeks. If changes are observed or a given amount of
time has passed, an offline plan adaptation is triggered. The
treatment planning and plan adaptation processes consist
of image acquisition/simulation, registration, segmentation,
and dose optimization and evaluation subprocesses.

1.2. MEDICAL IMAGE SEGMENTATION
An effective approach to streamline and accelerate treatment planning
and plan adaptation is to improve individual steps of the workflow.
We focus on the segmentation step, which identifies and localizes the
patient’s tumors and OARs. The resulting contours are then used
for dose optimization and evaluation. Despite significant advances in
automation technologies, segmentation can still take up to an hour of
clinicians’ time, as they must check and correct the generated contours.
Therefore, segmentation remains a time-consuming process that can
lead to clinician fatigue.

Figure 1.2 presents an overview of the segmentation step. It receives
as input the patient’s available three-dimensional images and a list of
structures to delineate. The primary image is usually a computerized
tomography (CT) scan, later used for dose calculation. Clinicians use
available secondary images like positron emission technology (PET)-CT
and magnetic resonance imaging (MRI) scans to resolve ambiguity in
areas where the CT lacks contrast, like soft tissue. The outputs of the
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segmentation step are the delineations of the structures, represented as
three-dimensional images whose voxels (i.e., three-dimensional pixels)
have a label that indicates the presence of an anatomical structure of
interest at a given location.

Manually segmenting tumors and OARs is time-consuming and
fatiguing. In practice, three-dimensional images are represented as
stacks of two-dimensional slices. Therefore, clinicians must inspect
potentially hundreds of slices and delineate segments on many of them
[15]. A contour might already exist (e.g., as a result of a semi-automatic
tool like between slice interpolation or existing previously generated
delineations). In this case, clinicians continue with the segmentation
quality assessment (QA) process, which can involve manual tweaking if
an error is present. The process repeats until all slices from all structures
of interest have been segmented.

The number of anatomical structures to be segmented, their variation
of sizes, and the complexity of their shapes further increase the
segmentation workload. For instance, treatments in the head-and-
neck area can involve delineating dozens of structures of varying
characteristics [16]. The mandible spans many slices but is easy to
segment using automatic tools because its bony material surrounded
by soft tissue produces a crisp boundary in the CT image. In contrast,
structures like the optic system and the swallowing muscles often
require additional images or expert knowledge due to their poor contrast
in CT images [17].

1.3. AI-SUPPORTED SEGMENTATION
Efficient segmentation workflows, enhanced training of clinicians and
delineation standards, and leveraging automation can increase efficiency
and reduce the workload [18]. This dissertation focuses on automated
medical image segmentation, which has recently been disrupted, like
many other fields, by AI.

A transformative milestone in the history of medical image segmen-
tation was the rise of deep learning, a subset of AI that excels at
learning from data [19]. Before the advent of deep learning-based
auto-segmentation AIs, registration-based techniques like model and
atlas-based auto-segmentation [15] constituted the state-of-the-art.
Although powerful, their effectiveness depends on carefully config-
ured parameters and the availability of high-quality or patient-specific
datasets [20].

Deep learning-based approaches leverage modular building blocks
like convolutions and retain task-specific knowledge in the form of
parameters automatically learned from data [21, 22]. During training,
the AI is exposed to labeled examples from a dataset. In the case
of segmentation, these correspond to image/segmentation pairs. Once
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Figure 1.2.: Medical image segmentation process. The inputs (a) are
several three-dimensional images: a primary image, usually
a CT scan, and potentially other secondary images, like
PET-CT or MRI scans, that can help resolve ambiguity. The
segmentation process (b) consists of a loop of steps that
must be repeated until all structures have been segmented.
The outputs (c) are the segmentations of structures of
interest.

trained, the model can be deployed on new, unseen data. Ongoing
research and data-gathering efforts keep improving segmentation
models’ ability to generalize beyond the training set.

The introduction of AI has transformed the segmentation workflow.
As Figure 1.3 illustrates, the AI-supported workflow consists of AI
segmentation generation and clinician-driven segmentation QA stages.
These steps closely match those of traditional segmentation (Figure 1.2),
but have been reorganized so that the AI performs the bulk of the
manual contour drawing work. In the QA stage, clinicians navigate
through the three-dimensional auto-segmented images, looking for and
editing delineation errors.

Modern auto-segmentation AIs bring impressive performance gains,
segmenting tens of structures in minutes. Unfortunately, full automation
remains elusive because AI methods struggle to obtain clinically
acceptable results, requiring clinician input and oversight [20]. The
QA stage is demanding for clinicians and, although faster than manual
segmentation from scratch, it is not fast enough for adaptive RT
workflows. Therefore, there is a need for tools that facilitate the
inter-operation of clinicians and AI, leading to more effective and
efficient QA.
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Figure 1.3.: AI-supported segmentation process. Inputs and outputs
remain the same with respect to the traditional segmentation
process in Figure 1.2. Steps in the process are re-distributed
among clinicians and AI.

1.4. DEEP ENSEMBLE AI
A recent development relevant to this dissertation is that of deepensem-
ble AIs [23–26]. Traditional deterministic AIs predict a single contour per
structure. In contrast, deep ensemble AIs yield an ensemble or set of
plausible segmentations.

Deep ensemble AIs are motivated by clinicians’ behavior. If, as
Figure 1.4 exemplifies, one asks different clinicians to segment the
same structure, their delineations (green and blue lines) are likely to
differ in regions where image information is not enough or delineation
instructions are not clear. A similar outcome can be observed when
asking the same clinician to delineate a structure at different time points.
Deep ensembles aim to model these inter/intra-observer variabilities
[27, 28] by producing an ensemble that reflects clinicians’ differing
viewpoints.

Having an ensemble of opinions from clinicians is valuable for several
reasons. First, ensembles can lead to more accurate and robust
segmentations due to the power of consensus [29]. Second, ensembles
permit quantifying inter/intra-observer variabilities (depicted as a yellow
shaded area in Figure 1.4 for a portion of the image). These variabilities
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Figure 1.4.: Example of inter/intra-observer variability (IOV) for an axial
slice of a head-and-neck CT image. Five annotators produced
segmentations for the palate. The green line corresponds
to the approved segmentation and the blue lines exemplify
different medical opinions. The shaded yellow region
exemplifies the IOV region for one section of the contours.

permit estimating segmentations’ geometric uncertainty, which in turn
can be used to detect the areas where segmentation errors are most
likely to occur and to inform the definition of safety margins used during
treatment to ensure tumor coverage and OARs protection [9, 30, 31].

Similarly to clinicians’ ensembles, deep ensembles yield more robust
predictions and allow quantifying uncertainty [32]. Crucially, deep
ensemble AIs operate at a fraction of the time it would take to consult
multiple clinicians, potentially unlocking novel clinician-AI interactions
in the quality assessment process. For instance, the uncertainty
derived from the ensemble could guide clinicians towards part of the
segmentations requiring attention [33, 34]. Ensembles could also
support the editing process by allowing clinicians to select the desirable
segmentation among the pool of candidates, potentially a quicker
alternative than most currently available scribble-based interactive
segmentation refinement methods.

We conclude this section with a note of caution regarding the use
of deep ensembles. Consensuses of deep ensembles perform well in
practical segmentation tasks. Nevertheless, other ensemble features
like individual members and their variability can be more challenging to
understand and harness. This difficulty arises from deep ensemble AIs’
tendency to entangle data and model uncertainties, produce implausible
segmentations, and exhibit reduced segmentation diversity [23, 35].
Addressing these challenges has become a focus of significant research
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efforts [25, 26]. We anticipate the techniques presented in this
dissertation will benefit from ongoing advancements in deep ensemble
AI technology.

1.5. THESIS OUTLINE
The clinical adoption of deep ensembles beyond consensus-based
auto-segmentation remains limited due to a lack of understanding of
their potential to support the quality assessment process. Successfully
integrating deep ensembles into other aspects of AI-supported segmen-
tation requires a thorough understanding of existing workflows and the
challenges where ensemble information can be most beneficial.

In the first part of this dissertation (Chapters 2 and 3), we present
user studies that clarify the role of deep ensembles in clinical workflows.
By studying clinicians from several cancer treatment centers in the
Netherlands, we identified key aspects of the quality assessment
process, particularly during error detection and correction. These
studies underscored the importance of ensemble analysis, a process
that clinicians rely on to effectively use and adopt deep ensemble AI
systems.

Ensemble analysis is central to quality assessment, enabling clini-
cians to leverage ensemble information to identify errors and interpret
geometric uncertainties. For instance, understanding representative
contours and outliers within the ensemble allows clinicians to differenti-
ate between segmentation errors and expected variability. Additionally,
recognizing distinct representative shapes in the ensemble supports
selection-based editing during the correction process.

However, visually analyzing deep ensembles is challenging due to
their multi-dimensional nature, which includes spatial dimensions and
the ensemble dimension, often resulting in datasets with hundreds of
ensemble members and millions of voxels. Existing methods, such
as contour boxplots [36] and correlation clustering [37], help manage
this complexity but struggle with large datasets and often provide only
global insights, lacking localized perspectives.

In the second part of this dissertation (Chapters 4–6), we propose
efficient methods for visually analyzing deep ensembles, motivated by
the time-critical nature of adaptive radiotherapy. These techniques
simplify ensemble data to facilitate task-specific inspection, making
them more accessible to clinicians. While the methods are tailored to
radiotherapy, they are broadly applicable to other domains involving
contour or scalar field ensembles, such as meteorological forecasting.
For example, we demonstrate how these techniques can distill and
visualize relevant information from meteorological forecast ensembles
to support decision-making.

To summarize, this dissertation contributes to streamlining the AI-
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supported segmentation process in radiotherapy by exploring how deep
ensembles can enhance quality assessment and by introducing efficient
methods for ensemble analysis. The following subsections provide
a chapter-wise overview of our contributions. Given the diversity
of research questions and methodologies addressed, each chapter is
self-contained and includes its own background and related work.

1.5.1. TOWARDS FAST HUMAN-CENTRED CONTOURING WORKflOWS
FOR ADAPTIVE EXTERNAL BEAM RADIOTHERAPY

In Chapter 2, we investigate the medical image segmentation workflow
in the context of adaptive RT. We conducted an observational study in
several Dutch RT clinics to characterize clinical segmentation workflow,
potential bottlenecks, and speed-up opportunities. The study uncovered
the slice navigation and segmentation error analysis quality assessment
components explained earlier in the introduction and revealed three
context-dependent variables that affect segmentation performance:
usable additional information, applicable domain-specific knowledge,
and available capabilities in segmentation software. Clinicians leverage
these variables to reduce segmentation time and effort by determining
which areas need attention and modulating the precision level required
while editing.

This chapter is based on the published paper:

Chaves-de-Plaza, N. F., Mody, P., Hildebrandt, K., Staring, M.,
Astreinidou, E., de Ridder, M., de Ridder, H. & van Egmond,
R. "Towards fast human-centred contouring workflows for
adaptive external beam radiotherapy". In: Proceedings of the
Human Factors and Ergonomics Society Europe. 2022, pp.
111-31

1.5.2. IMPLEMENTATION OF DELINEATION ERROR DETECTION
SYSTEMS IN TIME-CRITICAL RADIOTHERAPY: DO
AI-SUPPORTED OPTIMIZATION AND HUMAN PREFERENCES
MEET?

Chapter 3 delves into the navigation and error detection QA steps,
focusing on the clinical adoption of delineation error detection systems
(DEDS). DEDS can spare clinicians from unnecessary navigation and
editing workloads by directing their attention to slices that contain
segmentation anomalies. Typically, DEDS only consider error metrics
and are developed separately from the auto-segmentation technologies,
incurring elevated development costs. This chapter presents a DEDS
that can help clinicians find clinically significant segmentation anomalies
in deep ensemble AI-generated segmentations using only the ensemble
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and clinical information sources like the dose. We leveraged user studies
to inform the system’s development, and to learn about users’ workflows
and information needs. This chapter also tackles the critical lingering
question of DEDS’ potential to speed up segmentation QA in clinical
practice. To this end, we compared several DEDS workflows using a
simulation study on a retrospective cohort of head and neck cancer
patients. Results indicate that DEDS’ time-reducing potential depends on
the availability of clinical prioritization metrics, the possibility of trading
off segmentation accuracy without affecting the patient’s treatment,
and the implementation of effective user interfaces to guide users
through DEDS’ results.

By analyzing clinician workflows, Chapters 2 and 3 provide foundational
knowledge of the quality assessment workflow like the presence of
the underlying ensemble analysis process. We use the uncovered
challenges for visually analyzing deep ensembles to motivate the
techniques presented in subsequent chapters.

This chapter is based on the published paper:

Chaves-de-Plaza, Nicolas F., P. Mody, K. Hildebrandt, M.
Staring, E. Astreinidou, M. de Ridder, H. de Ridder, A.
Vilanova, and R. van Egmond. “Implementation of delineation
error detection systems in time-critical radiotherapy: Do
AI-supported optimization and human preferences meet?” In:
Cognition, Technology & Work (2024). doi: 10.1007/s10111-
024-00784-4

1.5.3. INCLUSION DEPTH FOR CONTOUR ENSEMBLES
Contour Boxplots can help to reduce the user’s analysis burden but
are time-consuming to compute. Contour boxplots offer a simplified
depiction of the segmentation ensemble, highlighting statistical features
like its representatives (e.g., the median or mean contours), confidence
intervals, and outliers [36]. Contour boxplots need for their construction
a centrality score for each segmentation’s contour known as contour
depth, which indicates how much of an inlier or an outlier that
segmentation is. Computing contour depths is a time-consuming
process that scales poorly as the number of ensemble members grows,
limiting the adoption of contour boxplots and other techniques that
rely on depth scores. Chapter 4 presents Inclusion Depth, a new
contour depth notion that processes large segmentation ensembles in
seconds. Inclusion Depth offers several theoretical guarantees and
is simple to implement and understand, relying on a simple principle
of using inside/outside relationships between contours to assess their
centrality. Finally, Inclusion Depth is significantly faster than previous
contour depth notions like Contour Band Depth while yielding depth
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estimates of comparable quality.

This chapter is based on the published paper:

Chaves-de-Plaza, Nicolas F., P. Mody, M. Staring, R. van
Egmond, A. Vilanova, and K. Hildebrandt. “Inclusion Depth for
Contour Ensembles”. In: IEEE Transactions on Visualization
and Computer Graphics 30.9 (2024), pp. 6560–6571. doi:
10.1109/TVCG.2024.3350076

1.5.4. DEPTH FOR MULTI-MODAL CONTOUR ENSEMBLES
The following chapter tackles a limiting assumption of existing contour
depth methodologies that limits their practical utility. Namely, they
assume that all contours in an ensemble are drawn from the same
distribution or exhibit one mode of variation. In reality, the contour
ensembles might consist of multi-modal distributions arising due to
discrepancies in the data gathering and modeling processes. For
instance, clinics and clinicians can disagree on a structure’s delineation,
especially if images contain ambiguities. Deep ensemble AIs trained
with these data would yield predictions exhibiting similar multi-modal
patterns. As a practical example, imagine two modes of variation arising
for the case in Figure 1.4: one portion of the segmentations could
underestimate the palate’s area, and the remaining could overestimate
it. Uni-modal contour depth methodologies and derived analyses
like contour boxplots would misrepresent these variation modes by
collapsing them into one with misleading statistical features.

To address this issue, Chapter 5 presents a multi-modal version of
the contour depth methodology that permits analyzing ensembles with
several modes of variation. First, we introduce the concept of relative
contour depth to quantify the depth of a contour with respect to a
subset of the ensemble. Second, we propose a clustering algorithm,
CDclust, that leverages relative depth to disentangle modes of variation.
Given that the algorithm tries different configurations of the expected
variation modes, it requires many depth evaluations. To permit using
CDclust interactively, we further streamline Inclusion Depth computation
by introducing a linear time algorithm and the inclusion matrix, which
allows fast computation and re-computation of contour depth notions.
CDclust partitions the ensemble into separate variation modes, which
clinicians can inspect using a multi-modal contour boxplots. To further
increase multi-modal Inclusion Depth’s practical utility, we developed
and open-sourced a Python library that permits using multi-modal
contour depth techniques in any contour dataset.

This chapter is based on the published paper:

Chaves-de-Plaza, Nicolas F., M. Molenaar, P. Mody, M. Staring,
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R. van Egmond, E. Eisemann, A. Vilanova, and K. Hildebrandt.
“Depth for Multi-Modal Contour Ensembles”. In: Computer
Graphics Forum 43.3 (2024), e15083. doi: 10.1111/CGF.15083

1.5.5. LOGCC: LOCAL-TO-GLOBAL CORRELATION CLUSTERING FOR
SCALAR FIELD ENSEMBLES

Visual ensemble analysis methods, like Inclusion Depth and its multi-
modal extension, typically operate across the entire spatial grid.
However, this approach can introduce challenges. Analyzing the
full spatial domain may include irrelevant areas, introducing noise or
artifacts, while large grids can make computations time-consuming and
impractical. This chapter explores partitioning the ensemble’s spatial
domain to localize and potentially streamline ensemble analyses.

There are several approaches to partitioning an ensemble’s spatial
domain into consistent regions. Chapter 6 focuses on Correlation
Clustering, favored for its conceptual simplicity, reduced memory
footprint, and ability to uncover connections between disjoint regions.
However, existing correlation clustering methods are often time-
consuming because they evaluate the correlation of ensemble member
values at every pair of voxels. Here, we introduce the Local-to-Global
Correlation Clustering (LoGCC) method, which leverages the ensemble’s
spatial structure to significantly accelerate the subdivision process. In
the first, local step, LoGCC generates a partition of the ensemble’s
domain based solely on relationships between adjacent voxels. The
second, global step recovers broader connections by leveraging the
weak transitivity properties of correlation. Various heuristics can be
efficiently implemented in this global step, operating on the reduced set
of primitives generated in the local step. When the global perspective
provided by Inclusion Depth proves unsatisfactory, LoGCC’s spatial
partitioning offers building blocks for a localized analysis. LoGCC is
also significantly faster than previous correlation clustering methods,
processing large volumetric datasets like deep ensembles within a
reasonable time. Finally, similar to the Inclusion Depth methods, we
developed and open-sourced a Python library to enable correlation-based
analysis of scalar field ensembles in other domains.

This chapter is based on the submitted paper:

Chaves-de-Plaza, Nicolas F., R. G. Raidou, P. Mody, M.
Staring, R. van Egmond, A. Vilanova, and K. Hildebrandt.
“LoGCC: Local-to-Global Correlation Clustering for Scalar Field
Ensembles”. Submitted for publication. 2025
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The extracted ensemble information and proposed visual analysis
techniques in Chapters 3-6 can readily support decision-making
processes involving segmentation ensembles. Further, owing to their
modularity, generality, and availability as Python packages, we envision
the proposed methods can also be integrated into ensemble-supported
QA workflows. To illustrate this, we provide a comprehensive example
showing how the developed contour depth methodologies can be
applied to segmentation ensemble analysis workflows in radiotherapy
in Chapter 7. In Chapter 8, we conclude by discussing potential
challenges and opportunities this endeavor poses and future research
and development avenues.
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[33] J. Sander, B. D. de Vos, and I. Išgum. “Automatic segmentation with detection
of local segmentation failures in cardiac MRI”. In: Scientific Reports 10.1 (2020),
p. 21769.

[34] M. B. Altman, J. A. Kavanaugh, H. O. Wooten, O. L. Green, T. A. DeWees, H. Gay,
W. L. Thorstad, H. Li, and S. Mutic. “A framework for automated contour quality
assurance in radiation therapy including adaptive techniques”. In: Physics in
Medicine & Biology 60.13 (June 2015), p. 5199.

[35] A. Kendall and Y. Gal. “What Uncertainties Do We Need in Bayesian Deep Learning
for Computer Vision?” In: Advances in Neural Information Processing Systems.
Ed. by I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan,
and R. Garnett. Vol. 30. Curran Associates, Inc., 2017.

[36] R. T. Whitaker, M. Mirzargar, and R. M. Kirby. “Contour Boxplots: A Method
for Characterizing Uncertainty in Feature Sets from Simulation Ensembles”.
In: IEEE Transactions on Visualization and Computer Graphics 19.12 (2013),
pp. 2713–2722. doi: 10.1109/TVCG.2013.143.

[37] T. Pfaffelmoser and R. Westermann. “Visualization of Global Correlation Structures
in Uncertain 2D Scalar Fields”. In: Comput. Graph. Forum 31.3pt2 (2012),
pp. 1025–1034.

17

https://doi.org/https://doi.org/10.1093/jicru_ndx003
https://doi.org/10.1109/TVCG.2013.143




2
TOWARDS FAST

HUMAN-CENTERED
CONTOURING WORKflOWS FOR

ADAPTIVE EXTERNAL BEAM
RADIOTHERAPY

As explained in Chapter 1, the segmentation process remains a
bottleneck in the radiotherapy workflow. Through interviews and an
observational study conducted at Leiden University Medical Center and
Holland Proton Therapy Center in the Netherlands, this chapter identifies
the main challenges and opportunities for accelerating the quality
assessment of segmentations in adaptive therapies. We uncovered three
context-dependent variables that influence segmentation performance:
usable additional information, applicable domain-specific knowledge,
and the available editing capabilities of contouring software. These
variables are instrumental in enabling clinicians to focus their attention
on critical areas and dynamically adjust the required level of precision
depending on clinical needs. By shedding light on these workflows, this
chapter provides a foundation for ensemble-driven techniques discussed
in subsequent chapters, offering a framework to align computational
tools with clinicians’ decision-making processes.

This chapter is based on the published paper: Chaves-de-Plaza, N. F., Mody, P.,
Hildebrandt, K., Staring, M., Astreinidou, E., de Ridder, M., de Ridder, H. & van
Egmond, R. "Towards fast human-centred contouring workflows for adaptive external
beam radiotherapy". In: Proceedings of the Human Factors and Ergonomics Society
Europe. 2022, pp. 111-31
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2.1. INTRODUCTION
External Beam Radiotherapy (EBRT) is the most common form of RT and
has become one of humanity’s main tools against cancer, together with
surgery and systemic treatment. In EBRT, ionizing radiation is directed
at the patient’s tumor to destroy the malignant cells. Over the last
decades, significant technological improvements have been made in
treatment planning and delivery, which increased the precision of EBRT.
For instance, proton beam therapy (PT) can harness the ability of protons
to deposit all their energy at a specific spot [1, 2]. This capability permits
PT more precisely shape the radiation dose to the tumor, minimizing the
dose to the surrounding healthy tissue and reducing side effects [3–6].

Harnessing the precision increase of dose delivery technology requires
adapting the patient’s treatment plan to the anatomy of the day.
Figure 2.1 presents the general workflow of this treatment paradigm
known as adaptive EBRT. Adaptive EBRT imposes severe time constraints
on online treatment planning processes (orange boxes in Figure 2.1)
because longer within fraction times can lead to new anatomical
changes, offsetting the value of the adaptation. Also, an increase
in the footprint of treatment planning processes would reduce patient
throughput, compromising the viability of adaptive EBRT.

The present study investigates the challenges that the contouring
process poses to the implementation of adaptive EBRT. Despite the
availability of auto-contouring technologies, contouring remains human-
centered because clinicians need to perform an extensive quality
assessment of the generated delineations to ensure that they do not
contain inaccuracies [7–10]. Therefore, to reduce the footprint of the
contouring process, it is necessary to understand human factors that
impact its duration. This study extends prior works in two ways.
First, it focuses on the time dimension of contouring performance,
uncovering factors that influence it. Traditionally, researchers have
directed their attention to analyzing the effect of different image
modalities, guidelines, contouring software, and experience on output-
based performance metrics like accuracy and inter-observer contouring
variability [11–15]. This focus makes sense considering the influence
that these metrics have on patient safety [16, 17]. Nevertheless, factors
that affect time can also impact accuracy, motivating the need to study
them. On the one hand, other things equal, accuracy degrades in
time-constrained scenarios [18, 19]. On the other, if clinicians perform
demanding tasks for extended periods, they can become fatigued
and lose situation awareness, which will also impact accuracy [20,
21]. Second, this work studies the contouring process in its clinical
context. Prior works have investigated the effect of input devices
and user interfaces on contouring time using experiments in highly
controlled environments [13, 22, 23]. These studies’ findings hold for
the general contouring case. Nevertheless, this needs not to be the
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case in the time-constrained phase of adaptive EBRT (orange boxes in
Figure 2.1). This study follows a qualitative context-driven approach
to uncover factors that affect contouring performance in adaptive
EBRT and discusses potential context-aware strategies to mitigate
them. Adopting an ecological approach to researching human factors
that affect contouring performance can help designing representative
experiments and evaluations for contouring in time-critical scenarios
[24]. Furthermore, the findings from this study represent the initial step
of methodologies like Ecological Interface Design, which aims to develop
systems that promote adaptive performance [25]. To summarize,
the present study investigates factors that affect the duration of the
contouring process and discusses potential mitigation strategies. It
complements and extends prior studies that analyzed human factors
of contouring performance [26, 27], providing an updated account
of the process workflow in the time-critical context of adaptive EBRT.
Finally, the present study contributes to the state-of-the-art of clinical
contouring workflows in adaptive EBRT in two ways:

Figure 2.1.: Schematic of external beam radiotherapy (EBRT) dose
delivery pipeline. Each box corresponds to one process, and
the diamonds to decisions in the workflow. The goal is to
deliver the prescribed dose to the patient (red box) in F
fractions spread over several days. Adaptive strategies help
mitigate dose deviations due to changes in the patient’s
anatomy during the treatment. Adaptation can be online
within a fraction (orange boxes) or offline between fractions
(blue boxes).
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• It reports the results of an observational study in two cancer
treatment centers in the Netherlands. The study of the Contouring
Workflow provided a situated account of the current contouring
workflows in the context of adaptive EBRT, together with factors
that can affect its performance.

• It discusses acceleration strategies based on the context of
adaptive EBRT that tool developers and clinicians can leverage to
adapt the contouring workflow to time-constrained scenarios.

2.2. THE CONTOURING ACTIVITY
An exploratory literature review was performed to establish baseline
knowledge about the contouring activity and its role in adaptive
therapies. The query used for the search (Scopus, PubMed, and
Google Scholar) included the keywords: adaptive, adaptation, proton
therapy, radiotherapy, contouring, automatic, semi-automatic, workflow,
and head-and-neck. The latter term was relevant since the study’s
participants (next section) were specialists in this region. The search
yielded around 50 articles with publishing years ranging between 2008
and 2021. As Figure 2.2 depicts, the main inputs of the contouring
activity are 3D images (stacks of hundred of 2D images) that describe
the patient anatomy. Among these, there is an image to contour, usually
a Computerized Tomography (CT), and supporting information such as
previous contours of the patient and other image modalities such as
Magnetic Resonance Imaging (MRI) and Positron Emission Technology
CT (PET-CT). Using available information, contouring consists of drawing
the boundaries of anatomical structures relevant to the patient’s cancer
in the image to contour. The two main anatomical groups are the target
volumes (TVs), which correspond to areas affected by tumoral cells, and
the organs at risk (OARs), which correspond to healthy tissue.

As the right panel of Figure 2.2 indicates, the goal of the contouring
activity is to produce contours suitable for creating or updating the
patient treatment plan and assessing its quality. Several actors
participate in this workflow in the clinic, distributing contouring tasks
based on the anatomical structures’ groups. In general, radiotherapy
technologists (RTTs) start by delineating the OARs. After this, the
radiation oncologists (ROs), who are directly responsible for the patient’s
outcome, assess the quality of the OARs contours and draw the
boundaries of the TVs, the structures with the highest priority. The study
described in the next section was designed based on this understanding
of the contouring activity.
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2.3. STUDY OF THE CONTOURING WORKflOW
A study of the contouring workflow was conducted to identify
characteristics of adaptive EBRT affecting contouring performance
and to identify context-dependent strategies that tool developers can
leverage to improve it. The following subsections detail the study’s
design and describe the methodology used for analyzing the resulting
data.

2.3.1. STUDY DESIGN
PARTICIPANTS

Two radiation oncologists (RO) and two radiotherapy technologists (RTT)
from two cancer treatment centers in the Netherlands specializing in
the head-and-neck area joined the study. Table 2.1 summarizes the
participants’ information. One of the institutes, the Leiden University
Medical Center (LUMC), offers photon-based volumetric modulated
arc therapy (VMAT) treatments. The second, the Holland Proton
Therapy Center (HollandPTC), offers proton therapy (PT). Despite the
differences in dose delivery technology, both institutions have a similar
workflow, performing offline adaptations. The latter means that the
patient’s treatment plan is updated sparsely during treatment (entails
re-executing blue boxes in Figure 2.1). The Institutional Review Board
at the Delft University of Technology approved this research. Each
participant provided informed consent to be part of the study.

Figure 2.2.: Components of the contouring activity. The inputs (left)
are the image to contour and, optionally, other three-
dimensional datasets like MRI and PET-CT scans and dose
distribution volumes. The contouring activity has two
main processes that several actors perform: generation
of contours and its quality assessment. After approving
the contours, clinicians can use them to create/update the
patient’s treatment plan and assess its quality.
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PROCEDURE
The study had three sessions. The first one, a one-hour-long
semistructured interview, permitted establishing rapport with the
participants and validated the initial understanding of the EBRT
workflow. In the second and third sessions, the participants performed
their contouring duties while being recorded. As Table 2.1 shows,
these meetings lasted between one and two hours, depending on the
participants’ time. In the second session, clinicians performed initial
contouring. The third focused on adaptive contouring, where clinicians
perform a quality assessment of automatically generated contours.
Given the limited clinicians’ time to participate, they contoured a subset
of anatomical including the tumors and organs close to them that could
affect the patient outcome.

Table 2.1.: Participants of the qualitative sessions. Two radiation
oncologists (RO) and two radiotherapy technologists (RTT)
from two institutions in the Netherlands participated. In some
cases, due to their tight schedules, they could not attend all
the sessions.

ID Institution Role Session Time (hours)

P1 LUMC RO 1,2,3 5
P2 LUMC RTT 2,3 2
P3 HollandPTC RO 1,2 3
P4 HollandPTC RTT 1,2,3 5

MATERIALS
For the observational sessions, clinicians at each center had access to
the data of two previously treated head and neck patients. Each patient
file included initial treatment planning data such as CT, PET-CT, and MRI
scans and daily images such as CBCT and CT, relevant for sessions 2
and 3, respectively. For session 3, starting delineations could have been
generated by another clinician or automated methods like deformable
or rigid registration and deep learning-based contouring. For inspecting
and editing the contours, clinicians used their routine software.

2.3.2. DATA ANALYSIS
The recordings of the three sessions were transcribed and analyzed
using Thematic Analysis [28]. The coding process was bottom-up, first
labeling patterns in the transcripts and then grouping the resulting
fine-grained codes into coarser ones based on their similarity. Table 2.2
displays the underlying coarser codes, the resulting themes, and sample
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data excerpts. The screen recordings of sessions 2 and 3 were also
relevant as they showcased the way clinicians interact with the user
interface during the contouring process. The interactions were mapped
onto a timeline like the one that Figure 2.4 depicts. For the y-axis, the
authors drew inspiration from the literature on contouring tasks [29] but
grouped them into four categories to simplify the coding process and
the analysis. These are direct and indirect manipulation, navigation, and
non-contouring interactions.

2.4. INITIAL CONTOURING
2.4.1. RESULTS
Initial contouring (IC) occurs when executing the plan creation and
offline adaptation process in Figure 2.1 for the first time. At LUMC
and HollandPTC, initial contouring (IC) takes two to six hours for
head-and-neck (HN) cancers, requiring delineating more than twenty
structures. The following paragraphs group the observations about the
IC workflow into three characteristics, finishing with a discussion on how
these can affect contouring performance.

USABLE ADDITIONAL INFORMATION

At IC, no pre-existing contours of the patients exist, given that this
process occurs after they have started treatment. Instead, clinicians
use information from multiple image modalities acquired beforehand.
The main image modality in radiotherapy, CT, usually does not provide
enough boundary information when the contrast between adjacent
tissues is not enough or when there is noise or artifacts in the
image acquisition process. In these cases, clinicians rely on Magnetic
Resonance Imaging (MRI) and Positron Emission Technology-CT (PET-CT)
scans, acquired for most patients at HollandPTC and LUMC. As Figure 2.3
shows, MRI helps differentiate soft tissue structures: “MRI makes it
easier for us to delineate the parotid glands because you can see them
very good at an MRI.”. For PET-CT, this modality permits clinicians to
locate tumors and estimate their boundaries with higher precision: “We
actually scan all of our head and neck patients [with PET-CT] because
it makes our delineations so much accurate, so that is now standard.”
[P1].

In practice, clinicians align additional images to the CT before using
them for contouring. This process, known as image registration, can take
several minutes per image pair and requires the clinician’s intervention
to verify the alignment’s quality. Registering the images allows clinicians
to scroll through them in parallel using the contouring software, enabling
direct comparison of the structures in both scans.
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Table 2.2.: The first column presents the themes that emerged during the
Thematic Analysis of the transcripts of the semi-structured
interviews and observational sessions of the Study of the
Contouring Workflow. The second column presents the
coarser codes obtained after several grouping iterations finer
ones. Lastly, the third column displays, for each theme, a
representative example from the transcribed data.

Theme Codes Example

Adaptive contouring
context

Clinical workflow,
standardization,
physical and clinical
artifacts, training,
institution specific
considerations, EBRT
technology

“Now it takes one day to do
the whole plan. So, we have
to make a new calculation
and it has to go into the
the LINAC so it has to get
another check.” [P2]

Structure priority and
effect of innacuracies
on patient’s treat-
ment

Anatomical knowl-
edge, downstream ef-
fects, characteristics
of different anatom-
ical structures, clini-
cal priorities, tumor-
related considera-
tions

“I guess if it’s an inner region
where for instance the cheek
region here. Those are minor
[edits], but if we see this
region where you have the
parotid gland. There it could
influence dose to the OARs
quite significantly. So there.
Then I would say it’s a major
[edit].” [P1]

Dealing with uncer-
tain regions in the
image-to-contour

Anatomical knowl-
edge, image modal-
ities, papers and
guidelines, informa-
tion required for cer-
tainty

“With the nasopharyngeal
cancers, then I will take an
MRI and then I will draw on
the MRI. So, then I know
exactly where the brainstem
is.” [P4]

Editing capabilities of
contouring software

Characteristics of
contouring software,
experience with the
tools, use of automa-
tion

“It seems to me that it’s
a model based one [auto-
matically generated contour]
because the model based
one always has trouble here
at the head of the mandible
at the joint.” [P3]

Distribution of labor
and clinicians experi-
ence

Experience with the
contouring task, col-
laboration, task dis-
tribution, protocols

“When an RTT does it [a
contour]? Sometimes it’s
very nice and when a not so
experienced RTT does it it’s
not a very good delineation
and then it costs me either
a lot of time to adjust every
slice or I just start again and
that’s most of the time.” [P3]
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APPLICABLE DOMAIN-SPECIfiC KNOWLEDGE

In some cases, the information in the images is not enough. At IC, this
happens when MRI and PET-CT scans are not available and moreover
there are no pre-existing contours of the patients (they just started the
treatment). In these cases, clinicians rely on domain-specific knowledge
they access in two ways. First, they leverage guidelines [30] and
atlases that describe and indicate what the contours should look like,
respectively. Second, they draw on their experience. Experienced
clinicians know what areas can be challenging to delineate given the
available data. They use this domain-specific anatomical knowledge
to direct their attention and estimate contours over unclear image
boundaries. An example of this dynamic occurs when the radiation
oncologists (ROs) review the delineations created by the radiotherapy
technologists (RTTs): “We [ROs] think that it [delineating the swallowing
muscles] is too hard for RTTs, need quite a bit of anatomical knowledge
to know where they are exactly. And in this case, this patient doesn’t
have a very big tumor in the throat, but most of the time patients have

Figure 2.3.: Available information available at contouring. The central
input is the image to contour which, as panel A depicts, is a
three-dimensional image made from several 2D slices. Other
three-dimensional images available at the surveyed centers
are magnetic resonance imaging (MRI) and positron imaging
technology CT (PET-CT) scans. As panel B shows, MRI helps
differentiate soft tissue, and PET-CT aids in detecting and
delineating tumors.

27



2

Towards Fast Human-Centered Contouring Workflows for Adaptive External Beam Radiotherapy

quite a big tumor here. And you can’t see the swallowing muscles
that good. So, then you need to know exactly where they run from to
delineate them.” [P1].

EDITING CAPABILITIES OF CONTOURING SOFTWARE

In practice, at IC, clinicians create the contours from scratch. As the
timeline on the top section of Figure 2.4 depicts, this entails starting
with an empty delineation and gradually building the contours through
a series of interactions. At the surveyed institutions, clinicians favored
a semi-automatic workflow, which consisted of two phases. First, they
generated initial contours using the between-slice interpolation tool.
This tool requires clinicians to manually delineate a subset of the slices
spanning the structure, after which the rest of the structure’s contours
will be interpolated (this autocompletion corresponds to the indirect
editing interaction around the second eighty in Figure 2.4). Finally,
revert to the manual brush tool to correct inaccuracies. As the timeline
shows, the generation of contours takes more time than the refinement,
and clinicians spend most of the time directly editing the delineations
with the brush.

2.4.2. DISCUSSION
Clinicians use contours produced at IC to create the patient’s treatment
plan. Therefore, they seek maximal accuracy, often at the expense
of longer task durations. The three characteristics of the IC context
described before affect contouring time in several ways. First, extra
image modalities reduce the task difficulty, which can result in reduced
dwelling times to determine where the contour should go. Nevertheless,
additional images need to be registered to the main one, a time-
consuming process that could offset the performance benefits gains that
the process offers. Second, domain-specific knowledge can reduce the
extent of the contouring task by letting clinicians direct their attention to
where it is needed. Yet, following the accuracy directive, they still must
go through the whole volume to ensure no inaccuracy remains. Finally,
the semi-automatic between slice interpolation tool spares clinicians
from needing to edit several slices but still requires significant manual
effort to initialize the method.

2.5. ADAPTIVE CONTOURING
2.5.1. RESULTS
LUMC and HollandPTC implement an offline-adaptive dose delivery
pipeline, which entails updating the treatment plan several times during
treatment by repeating the plan creation and offline adaptation process
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between fractions. Adaptive contouring (AC) occurs in this setting and
differs from initial contouring (IC) in that the time is more critical and
the resources scarcer. At the surveyed institutions, AC takes one to two
hours for head and neck cancer patients. Like the previous section, the
following paragraphs detail the AC context and discuss how it affects
the process’ performance.

USABLE ADDITIONAL INFORMATION

In contrast with IC, at AC, no extra images of the patient are acquired.
Therefore, clinicians have access to the image to contour, a CT at
LUMC and HollandPTC, the images acquired for IC, and the approved IC

Figure 2.4.: Interaction timelines for initial and adaptive contouring. In
both cases, a radiotherapy technologist from LUMC (P2 in
Table 2.1), delineated the right submandibular gland of a
head and neck cancer patient. The x-axis encodes time, and
the y-axis differentiates the principal interaction categories.
Non-contouring interactions correspond to changes in the
interface that do not affect the contours, like changing
the layout or visualization parameters. Navigation refers
to changing the current slice of the image to contour.
Finally, direct and indirect manipulations entail altering the
delineations in the 2D slice or through a button in the
menu, respectively. Note how initial contouring starts from
scratch (empty circle) while adaptive contouring starts with
pre-generated delineations (partially filled circle).
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contours. In practice, clinicians only use the latter and do so in two
ways. First, because IC contours document all the clinical decisions
made for the current patient, they use them as a patient-specific atlas
to resolve complex contouring tasks. Regarding having an atlas for
contouring, P4 mentioned that “it’s always nice to have it [the atlas]
like a verification. Because the brainstem isn’t that difficult, but like if
you have the swallowing muscles or something, that’s really something.
If you have the atlas side by side, it really can come in handy.”
[P4] Second, clinicians use approved IC contours to create an initial
segmentation. For this, they align, or register, the IC and AC images and
then “propagate” the contours from the former to the latter.

APPLICABLE DOMAIN-SPECIfiC KNOWLEDGE

In addition to general anatomical knowledge, at AC, clinicians use
knowledge about dosimetry and the patient tumor to structure and
guide the contouring process. On the one hand, it can help them direct
their attention to critical areas. On the other, it lets them modulate the
contouring based on the structure’s relevance to the patient’s treatment
plan. For instance, P2 mentioned that while some contours require
maximal attention and precision: “. . . with this type of organs, as with all
the nervical organs, as in optical nerves and brain stem and spinal cord,
when it’s critical, so when the PTV is nearby, then it’s very important
that we draw this very precise.” Others accept rougher contours as they
will not significantly impact the patient’s outcome: “this submandibular
gland, it gets too much dose, so it won’t work. After irradiation, this one
is gone. So, at that point, we can decide to delineate, but it isn’t, it’s OK
if it isn’t quite perfect.”

EDITING CAPABILITIES OF CONTOURING SOFTWARE

As mentioned before, clinicians do not start delineating from scratch at
AC. Instead, they generate a starting point by propagating the contours
from the initial scan to the current one. Therefore, the goal at AC
is to perform a quality assessment (QA) of these delineations. The
timeline in the bottom section of Figure 2.4 exemplifies the series of
interactions that clinicians usually perform during the QA process. In
the timeline, it is possible to see how starting from partial delineations,
they reach the final ones after a series of relatively long direct editing
interactions interleaved with brief navigation operation ones. Between
slice interpolation, the tool clinicians use for contouring from scratch
does not work for contour refinement. Therefore, for extensive errors
across multiple slices like the one Figure 2.5 depicts, clinicians face two
options. Either manually fix the contour on every slide or delete the
delineation and re-do it from scratch using between-slice interpolation.
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2.5.2. DISCUSSION

While clinicians use IC contours for creating the treatment plan, they
use AC contours to update the plan. For this reason, at this stage,
their primary concern therefore seemed to be to faithfully translate
IC contours to the current patient anatomy. The identified contextual
characteristics affect AC performance in several ways. First, having
information about the role that each structure plays in the patient’s
treatment helps direct clinicians’ attention to delineations that can
affect the patient outcome. A potential pitfall of the current prioritization
approach is that it is purely heuristic and based on clinicians’ experience
instead of available information such as the planned dose. Second,
by using IC-approved contours, clinicians can reduce the time for
analyzing and editing complex or large regions by propagating them via
registration. Nevertheless, same as with other image modalities at IC,
the time it takes to perform the registration might offset the time gains.

Figure 2.5.: Editing faulty delineations often entails redundant interac-
tions. The top image presents an inaccurate auto-generated
contour of a tumoral structure. As can be observed, the
internal side of the contour fails to include the whole
structure, which causes an error that spans three slices.
The images below present the sequence of steps that P1
followed to amend the inaccuracy.
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Finally, although contouring is overall faster at AC due to the contours
being pre-generated, there is no tool to efficiently perform QA, requiring
clinicians to invest significant manual effort.

2.6. DISCUSSION
The Study of the Contouring Workflow provided an understanding
of several characteristics that affect contouring duration in adaptive
EBRT. This section takes these observations as input and lays down
several ways of accelerating the adaptive contouring activity, which
is increasingly time-pressured due to clinics implementing more
responsive adaptative workflows. The discussion differentiates between
the inspection, navigation, and editing tasks, which account for most of
the delineation time. Figure 2.6 summarizes the study’s findings and
the resulting context-dependent acceleration strategies.

Figure 2.6.: Schematic of the approach that the present study followed.
First, it identified three variables that influence contouring
performance and described their roles in the initial and
adaptive contouring contexts. These variables were then
mapped to strategies for accelerating the inspection,
navigation, and editing tasks.
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2.6.1. INSPECTION AND NAVIGATION

In adaptive contouring, clinicians prioritized inspection of tumor contours
because an error could result in overexposure of surrounding organs
to radiation or, worse, in underexposure of the cancerous tissue
[31]. This observation suggests that patient-specific treatment-level
information provides a valuable signal to define the contouring priority
of anatomical structures. Heuristics based on dose information allow
clinicians to decide faster [32]. Nevertheless, problems like cognitive
bias, loss of situation awareness, or varying levels of experience can
introduce inconsistencies in a heuristic-based contouring process, which
could risk patient safety [33, 34]. Protocols and checklists could be
implemented to enable effective heuristics usage while mitigating their
pitfalls [35–37]. These could be based on metrics like Normal Tissue
Complication Probability (NTCP) that have been shown to affect the
patient outcome [12]. Figure 2.7 presents an example of prioritization
based on the local characteristics of the dose distribution. As can be
observed, while a potential inaccuracy in the tumor delineation has a
high priority, errors in the parotid glands are less urgent due to their
lower impact on the patient’s treatment. Before prioritizing errors,
clinicians need to detect them. Several methods have been proposed in
the literature for assisting this task. They vary in the information and
the mechanism used to perform the search. As for the former, it is
possible to compute shape [38, 39] and image or appearance-related
[40] characteristics of the contours, e.g. the surface area or the
intensity histogram, respectively. Another possible indicator of the
contours’ quality is their uncertainty or variability, which can come
from historical patient data [41], the auto-contouring algorithm [42, 43],
or directly from the image-to-contour [44]. After gathering all these
sources of information, available techniques identify potential errors in
two ways. Firstly, by letting a classifier automatically find data-based
rules for separating inaccurate from the accurate regions [45–51].
Secondly, they delegate the search task to the users, presenting them
with the traditional two-dimensional image and contour slices together
with informative overlays such as uncertainty iso-lines [52, 53] and
contour boxplots [54]. These two-dimensional visualizations have been
augmented by adding three-dimensional views [55, 56] and letting the
user interact with the data by filtering and sorting mechanisms [57, 58].
Two challenges that existing error detection tools face are maintaining
users’ trust in the system and lowering the cognitive load they impose.
As to the former, a system failing to spot inaccuracies that affect the
patient’s treatment (false negatives) would erode the users’ trust [59,
60]. This might explain the limited adoption of automatic error detection
systems in clinical practice. Regarding cognitive load, abrupt context
changes when guiding clinicians’ attention to different parts of the 3D
image can build up fatigue, potentially leading to errors like classifying
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a true positive the system suggested as a false positive [61, 62].
Visualization methods like 3D views complementing attention guidance
mechanisms could help mitigate this issue.

Figure 2.7.: Components for accelerating the inspection, navigation, and
editing tasks. The first step (leftmost column) is to generate
the contours and gather extra information like delineation
variability and the dose distribution. Based on these sources,
potential errors can be flagged and categorized depending
on their effect on the patient outcome. In the example, an
error in the tumor’s delineations was flagged as high priority
(red) because it can significantly change the treatment
plan. As for the parotid glands, the orange inaccuracy is
in a region where the dose distribution varies more quickly
than in the case of the green one. Therefore, subsequent
processes (like treatment plan updating) that rely on the
orange contours could be more sensitive to changes in these
contours.

2.6.2. EDITING
Currently, clinicians use mostly manual tools when fixing an inaccuracy.
For errors that occupy a large portion of the volume, like the example
in Figure 2.5, this often means that the user will perform similar edits
across slices. Existing semi-automatic interactive contouring techniques
mitigate this issue by extrapolating rough feedback provided by the
clinician. Their general workflow consists of two steps. First, the clinician
provides a rough indication of the change to be made or the area to
update via coarse inputs such as scribbles, points, or a bounding box.
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Based on this input, the algorithm proceeds to update the segmentation.
Traditionally Markov Random Field-based algorithms are being used [63,
64]. Recently, deep learning-based implementations have appeared
that offer more sophisticated suggestions based on the clinician’s input
[65–67]. The adoption of these semi-automatic interactive editing tools
in the clinic remains challenging. Based on discussions with clinicians,
the reason for their resistance to these interactive editing tools seems
to be that they perceive scribbles as a blunt tool for communicating
to the algorithm what they want. Therefore, more research is needed
to determine which type of input mechanism the clinicians prefer and
how the algorithm should respond [68, 69]. For instance, do they prefer
coarse inputs like scribbles? Or would they be more comfortable with
high precision inputs such as selecting a contour from an ensemble
of candidates [70]? With editing being the most time-consuming QA
operation, obtaining a synergy between humans and AI is paramount.

2.7. LIMITATIONS AND FUTURE WORK
A limitation of this work is the reduced number of treatment centers
and clinicians surveyed in the study, which might have led to weighting
heavily on custom institutional practices and personal preferences. As a
promising solution, questionnaires like the one reported in [71] could be
prepared to validate the conclusions with a larger pool of participants.
Another limitation is the qualitative nature of the timelines used to
illustrate the dynamics between the clinicians and the contouring
software. In further studies, we plan to use keystroke logging software to
include more fine-grained actions and more accurate timings. The latter
would be especially valuable for comparing different segmentation tools.
In terms of future work, we will translate the findings of this study into a
practical human-centered contouring protocol that clinicians can adapt
to their institution-specific adaptive EBRT capabilities and constraints.
In addition to the clinician-level considerations that the present article
considered, such protocol will also account for team dynamics, which
also emerged as a performance factor in the surveyed institutions.

2.8. CONCLUSION
This study characterized the contouring workflows in adaptive EBRT. An
observational study at two treatment centers in the Netherlands revealed
several context-dependent characteristics that influence delineation
performance. Based on these observations, strategies for accelerating
inspection, navigation, and editing tasks were discussed. By applying
these when developing and commissioning tools, tool builders and
clinicians can decrease the delineation time and thus increase the
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suitability of this process for time-critical therapies like online-adaptive
EBRT.
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IMPLEMENTATION OF
DELINEATION ERROR

DETECTION SYSTEMS IN
TIME-CRITICAL RADIOTHERAPY:

DO AI-SUPPORTED
OPTIMIZATION AND HUMAN

PREFERENCES MEET?

Building upon the workflow insights of Chapter 2, this chapter
explores how delineation error detection systems (DEDS) can address
the navigation and segmentation error analysis steps in the quality
assessment phase. By leveraging ensemble information and clinical
features, DEDS aim to guide clinicians to slices containing potential
segmentation anomalies, thereby reducing unnecessary navigation and
editing. To evaluate DEDS’ potential to streamline clinical workflows,
we combined insights from user studies with two Dutch clinicians and
a simulation model applied to retrospective data from 42 head and
neck cancer patients. The results reveal key factors for successful

This chapter is based on the published paper: Chaves-de-Plaza, Nicolas F., P. Mody,
K. Hildebrandt, M. Staring, E. Astreinidou, M. de Ridder, H. de Ridder, A. Vilanova,
and R. van Egmond. “Implementation of delineation error detection systems in
time-critical radiotherapy: Do AI-supported optimization and human preferences
meet?” In: Cognition, Technology & Work (2024). doi: 10.1007/s10111-024-00784-4
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adoption, including the availability of clinically relevant prioritization
metrics, the tolerability of trade-offs in segmentation accuracy, and the
implementation of intuitive user interfaces. This chapter demonstrates
how DEDS can reduce the quality assessment workload and lays
the groundwork for integrating ensemble-based systems into clinical
practice—a theme further explored in the ensemble-focused chapters
that follow.
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3.1. INTRODUCTION
External beam radiotherapy (EBRT) is a widely used cancer treatment
that relies on the precise delineation of tumors and organs-at-risk (OARs)
to optimize radiation dose delivery. Manual delineation is laborious
and time-consuming, hindering the adoption of time-sensitive therapies
like adaptive proton therapy [1–3]. AI technologies such as deep
learning-based auto-delineation can swiftly generate delineations from
CT or MRI scans, reducing clinician workload and enhancing consistency
[4–6]. However, AI-generated delineations often contain inaccuracies
requiring quality assessment (QA) by clinicians [7].

As Fig. 3.1 illustrates, the QA process involves clinicians navigating
auto-delineated image slices to identify and correct errors, a particularly
demanding task for anatomically complex regions like the head and
neck. Recently, delineation error detection systems (DEDS) have
been proposed to streamline QA by highlighting areas likely to contain
errors [8–10]. While these technologies promise to reduce QA time,
their clinical implementation and impact on workflow efficiency remain
underexplored.

This study aims to advance the clinical applicability of DEDS by
addressing questions about the suitability of the DEDS workflow and

Figure 3.1.: Overview of the AI-infused delineation workflow. The input
is a set of 3D image volumes to delineate, a computerized
tomography (CT) in the example. After generating the initial
delineations with the AI, the clinician proceeds to perform
a quality assessment (QA). The process has two tasks that
alternate until there are no more errors: delineation error
detection and editing.
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its potential to expedite the QA process. We employed a mixed
methods approach, starting with an observational user study involving a
radiotherapy technologist and a radiation oncologist from Holland Proton
Therapy Center (HollandPTC) to refine the DEDS workflow and validate
several information sources for error detection and prioritization. This
was followed by a simulation study that assessed the time-saving
potential of various DEDS workflows across a diverse patient cohort with
varying anatomies and error patterns.

The user study revealed a preference among the two clinicians for
prioritizing errors based on clinical metrics, such as dose, over other
forms of assistance with which they are less familiar. Further, DEDS
assistance proved cumbersome, with the two clinicians expressing
fatigue and confusion about the suggested slice orderings. These
obstacles prompted the radiotherapy technologist to partially revert to
a sequential slice-by-slice approach when navigating three-dimensional
image volumes. Simulation results indicate that DEDS can improve
the QA time-quality trade-off, although further refinement is needed for
integration into clinical practice. This work sets a benchmark for DEDS
evaluation and provides a simulation model that can be used to assess
different error detection strategies.

3.2. RELATED WORK
Existing literature on user evaluation of radiotherapy software and
workflows focuses on treatment planning process steps like delineation
[11–13] and dose optimization [14, 15]. Particular to the case of
delineation, research has focused on understanding the delineation
workflow [16]; and investigating the effect of alternative image
modalities [13] and delineation uncertainty [17], and usability of
semi-automatic editing tools [18–20]. Recently introduced deep neural
networks (DNNs) generating delineations of hundreds of OARs at once
[4, 5] prompt clinics to create clinician-centric delineation quality
assessment (QA) processes to identify and rectify DNNs inaccuracies [7].

This paper focuses on the delineation error detection QA subprocess.
Delineation error detection systems (DEDS) can identify errors at various
levels, from voxels to anatomical structures [21–25]. DEDS accelerate
QA by directing attention to errors, reducing unnecessary scrutiny of
clinically-acceptable delineations. For instance, some DEDS employ AIs
to predict errors within slices based on auto-generated delineations
and their uncertainty [8]. Recent developments even suggest a DEDS
module that actively directs clinicians to the next slice for review
based on predicted error extent [9] or predicted dosimetric impact [10].
Despite advances in DEDS, their clinical implementation and associated
user experience challenges remain largely unaddressed issues.

In adaptive radiotherapy, clinicians prioritize areas based on dose
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distribution and patient malignancies [26]. Various studies explore the
dosimetric impact of delineation errors [27–29]. Recent work introduces
a DEDS that utilizes deformations of auto-generated delineations and
dose prediction technologies to identify dosimetrically relevant areas for
inspection [10]. We incorporate dose as a clinically relevant priority
measure and discuss alternatives with the two clinicians in the study
when dose information is unavailable.

3.3. MATERIALS AND METHODS
We used imaging data associated with a retrospective cohort of 42 head
and neck cancer patients treated at Holland Proton Therapy Center
(HollandPTC) between 2018 and 2020. The study from which the patient
data was taken received IRB approval from Holland Proton Therapy
Center (HollandPTC), and all patients provided informed consent. Data
from three patients were employed for the user study and the complete
cohort for the simulation study.

Fig. 3.2 presents an overview of the different types of three-
dimensional images available per patient plus the additional ones we
derived, like AI delineations and their uncertainty. In the remainder of
this paper, we distinguish three-dimensional images, or image volumes,
using a monospace font. Unless stated otherwise, operations on
pairs of volumes are applied voxel-wise, yielding a new volume (i.e.,
vol3 = vol1 + vol2). We use subscripts on the volume to index
slices or voxels, which we specify in the text. For instance, vols in the
figure refers to the sth 2D axial slice of vol.

3.3.1. IMAGING DATA
The top section of Fig. 3.2 displays slices of the patient’s CT scan
(image) and organ-at-risk (OAR) delineations (del∗) used for the
original treatment planning. We define del∗ as delineation ground
truth in our studies. In the user study, participants did not have access
to del∗ while performing the error detection tasks. del∗(OAR)
represents the delineation of a specific OAR, which is a binary image
with ones where the OAR lies and zeros otherwise. image and del∗

have width, height and slice dimensions of sizes 512× 512× 195 voxels
and spacing of 0.98 × 0.98 × 2 mm.

Each patient file also included the treatment dose distribution
volume, representing radiation deposition in space. In Fig. 3.2, brighter
yellow and darker purple colors mean higher and lower dose values,
respectively. We resampled the dose to match the dimension sizes of
image and del∗. We include the dose in our studies because the
participants have an adaptive radiotherapy background, where the dose
is used as a heuristic to determine which slices need more attention [10].
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Figure 3.2.: Example of the information sources used in this paper for
one of the patients in the HollandPTC dataset. The top
row depicts a slice of the image and dose of the Parotid_R.
We used a Bayesian Deep Neural Network to obtain ten
delineation candidates based on the image. The bottom row
depicts the information sources we derived based on these
candidates.

In certain situations, metrics such as the distance to the target volumes
may be more appropriate than the dose. Deciding to prioritize one over
the other would necessitate rearranging the slices and consequently
altering the workflow, which constitutes the primary focus of our paper.

For preprocessing, we cropped all three volumes using a bounding
box centered at the brain stem with dimensions 240 × 240 × 80 voxel
and spacing of 0.8 × 0.8 × 2.5 mm. Linear interpolation was applied to
image and dose, while nearest-neighbor interpolation was used for
del∗. These preprocessing steps aligned the data with the input format
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expected by the AI.

3.3.2. AI DELINEATIONS, UNCERTAINTY AND ERROR
We fed the patient’s image in the HollandPTC dataset to a pre-trained
state-of-the-art Bayesian deep neural network (the AI in this work), to
generate ten candidate delineations for each input image. For this,
we used the FlipOut model described in [30], which is based on the
FocusNet architecture, employing a modified cross-entropy loss. The
model generates delineation candidates by running ten times, each with
a different set of weights sampled from a learned distribution. The
network was trained on a subset of 33 patients of the MICCAI2015 head
and neck dataset [31]. For each patient, there are delineations for
nine OARs of which we used six: BrainStem, Mandible, parotid glands
(Parotid_L and Parotid_R), and submandibular glands (Submand_L and
Submand_R). We refer the reader to the original publication for more
details about the network architecture and training.

Each AI-generated candidate cdel with  ∈ {1, ...,10} is a label map
volume, with each voxel having the ID of the OAR it belongs to (or zero if
background). To aggregate the candidates into the predicted delineation
del, we computed the voxel-wise median label:

del =M(cdel1, ...,cdel10), (3.1)

where M denotes the voxel-wise median function. del is also a label
map with the same dimensions and spacing as image. To obtain
an OAR’s predicted segmentation del(OAR), it suffices to set voxels
matching match a given OAR ID to one and the rest to zero. Note
that the median operation can be thought of as performing a voxel-wise
majority vote on the OAR IDs.

From the candidate delineations, we also calculated the AI’s uncer-
tainty unc per OAR as the voxel-wise standard deviation of the OAR’s
candidates:

unc(OAR) =

√

√

√

∑10
=1(cdel(OAR)

 − μ̄(OAR))2

9
, (3.2)

where cdel(OAR) represents the binary image of the OAR’s th

delineation candidate and μ̄(OAR) the mean delineation for a specific
OAR.

As the sample unc slice in Fig. 3.2 illustrates, the computed
uncertainty exhibits higher values (brighter spots) in image regions
with challenging delineation, such as those lacking inter-tissue contrast.
We prefer AI uncertainty over previous hand-engineered feature-based
methods because it is readily available from the Bayesian network,

49



3

Implementation of Delineation Error Detection Systems in Time-Critical Radiotherapy

requiring less domain-specific knowledge, and is correlated with
delineation errors [8, 30]. Therefore, in our studies we adopt unc as a
proxy for delineation errors’ location and extent.

The final information source we consider is the delineation error
error, calculated as

error(OAR) = |del∗(OAR)− del(OAR)|, (3.3)

where | · | is the voxel-wise absolute value function. error(OAR)
highlights areas where AI predictions and HollandPTC’s delineations
disagree. Note we do not differentiate between under and over-
segmentation errors. Being an error proxy, unc can suffer from false
positives and negatives. In the studies, we use error to provide
an upper bound to the performance gains, assuming an optimal error
detector. Finally, in the user study, we use error as an additional
information source to elicit discussion, allowing participants to contrast
it with unc.

3.3.3. PER-SLICE SCORES
To enable priority sorting in the DEDS-assisted workflow, for an OAR
we compute per-slice scores based on the unc, dose, and error.
Computing the priority scores p(OAR) of an OAR’s slices entails
applying an aggregation function to each slice of the OAR and collecting
the values in an array:

p(OAR) = {agg(vol(OAR)s=1),
agg(vol(OAR)s=2),
...,

agg(vol(OAR)s=S)},

(3.4)

where agg(·) takes as input a set of voxels (in this case those in an
axial slice s) and outputs a number. For instance, to obtain the mean
uncertainty score, we set vol(OAR) = unc(OAR) and agg = mean.
We only consider voxels within del∗(OAR)’s bounding box to avoid
assigning scores to unrelated parts of the volume, like slices above and
below the OAR. The assumption of correct bounding boxes before QA is
not unreasonable, as inspecting and rectifying OARs’ bounding boxes is
an easy task that could be performed beforehand. In the user study,
we considered the minimum (min), maximum (max), mean, and sum
aggregation functions to enable discussion. In the simulation study, we
focused on the most relevant ones from the user study.

3.4. USER STUDY: WORKflOW COMPARISON
We conducted a two-part user study to investigate clinicians’ current
(part 1) and DEDS-assisted (part 2) workflows. In the following, we
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describe the study setup and then present and discuss the main findings,
which inform the simulation study in the next section.

3.4.1. STUDY SETUP
PARTICIPANTS
A radiation oncologist (RO) and a radiotherapy technologist (RTT)
from Holland Proton Therapy Center (HollandPTC), specialized in the
head-and-neck area participated in our study. Both participants have
several years of experience and perform delineation tasks routinely. TU
Delft’s IRB approved this research, and each clinician provided informed
consent to be part of the study.

APPARATUS
The clinicians utilized the DEDS depicted in Fig. 3.3. We developed the
custom DEDS software based on several sessions with two clinicians
from Leiden University Medical Center and University Medical Center
Utrecht. The design process is detailed in App. A. The DEDS incorporates
functionality from standard delineation software like the list of OAR
to review and a slice-based image viewer that allows inspecting
the image volumes with interactions such as navigation, zooming,
and panning. This functionality enables traditional error detection
workflows. Additionally, as detailed next, the DEDS software implements
functionality that permits clinicians to define and execute priority-based
workflows.

A more detailed slice-level OAR explorer (slice explorer) allowed
participants to inspect OARs’ slices and sort them based on a priority
score

p(OAR)s =1agg1(unc(OAR)s)+
2agg2(dose(OAR)s)+
3agg3(error(OAR)s),

(3.5)

defined as weighted combination of unc, dose, and error scores.
 represents weights, normalized to sum to one, and agg denotes
aggregation functions. Participants selected their preferred aggregation
functions and assigned them weights before starting part 2 of the
study using the form in the score definition area of the DEDS’ GUI in
Fig. 3.3 (a). We allowed participants to define the priority score to
elicit discussion about the relevance of different information sources
and aggregation functions.

Although unc can be used as an error proxy, it is not the only option.
For instance, the approach of [8] directly flags errors at the patch level.
To facilitate richer discussions, we decided to permit participants to use
the error and told them it was computed by an automatic method
to prevent overreliance. Participants could overlay the volumes used
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for the score computation on the image viewer for closer inspection. A
panel to the right of the image viewer (contextual information) provided
details about the current slice, its score, and its location within the
image. Fig. 3.3 (b) presents an example of the different information
sources for slice s = 11 of OAR=Parotid_R.

PROCEDURE

The RTT and RO participated in a three-stage, 60-minute session. In
the first stage, we presented the study’s goal, introduced the clinicians
to the DEDS, explained how to define priority scores based on weights
and aggregation functions to sort OARs’ slices, and let them interact
with the DEDS to gain familiarity. In the second stage, the participants
detected delineation errors without (part 1) and with (part 2) DEDS
assistance. In part 1, participants performed their usual sequential
error-finding workflow, permitting them to gain further familiarity with
the tool before introducing assistance. For part 2, participants were
instructed to use DEDS guidance by defining a priority score (as defined
in Eq. 3.4) and using it to guide the order in which they visit OARs’

Figure 3.3.: Custom DEDS software used in the study. (a) shows the
graphical user interface. The main areas are the slice
explorer and the image viewer. Using the score definition
box, clinicians can define a slice ordering per OAR based on
uncertainty, dose, and error information sources. (b) shows
the available information sources for the currently displayed
OAR (slice 11 of Parotid_R). It also presents the per-slice
value obtained with the user-defined aggregation functions.
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slices. In both parts, the participants were instructed to consider
OARs’ priorities when deciding which to address within a five-minute
time window, chosen to induce the need to prioritize delineation errors.
Furthermore, OARs were shown in the same order in the graphical user
interface, and participants had to complete an OAR before moving on to
the next. Finally, the participants were allowed to move back and forth
between adjacent slices if needed for sense-making. Because rectifying
errors is time-consuming and not within the scope of this study, we
asked clinicians to instead indicate per slice if they would edit it via
a keyboard shortcut. After finishing each task, we used a five-minute
time slot to discuss the clinicians’ experience using specific slices they
marked as requiring editing, and, in part 1, to define the priority
score. In the last 20-minute stage, we had a semi-structured discussion
about participants’ workflows, their choice of information sources for
prioritization, and their experiences and challenges for DEDS adoption.

We used a subset (N=3) of HollandPTC’s patients’ data (D1, D2 and
D3). D1 was used in the familiarization stage. The RO saw data from
D2 and D3 in part 1 and part 2. The RTT observed D2 twice. This
was unintentional and was not noticed until the data analysis phase.
Therefore, we treated these sessions as independent observations, but
we acknowledge this duplication as a limitation and have taken it
into account when interpreting the results. Tab. 3.1 summarizes the
structures considered in the user study analysis for D2 and D3. We
do not include the mandible because clinicians tend to skip it due to
its low clinical significance [32] and the clinicians’ high confidence in
AI auto-delineations for bony structures. Also note that the parotid
glands demand the most effort, with their bounding boxes spanning
more slices and containing more voxels per slice than the BrainStem
and submandibular glands.

DATA ANALYSIS

We recorded the screen and the participant’s spoken remarks in
the sessions. From these, we transcribed clinicians’ remarks and
timestamped OAR changes, slice changes, and slices marked as
"required editing". We recorded slice changes, yielding information
about the order in which clinicians inspect the delineations in each
condition. These interaction logs allowed us to reconstruct clinicians’
workflows.

3.4.2. PART 1: NON-ASSISTED WORKflOW
The RTT and RO conducted the error-finding task as in clinical practice.
Fig. 3.4 shows the sequence of slices followed by the RTT and RO for
the BrainStem (a) and Parotid_L (b). Fig. 3.4 (a.1) and (b.1) display
the clinicians’ and optimal slice change sequences using the per-slice
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Table 3.1.: Overview of the organs-at-risk (OARs) considered for analysis.
The table lists, for each OAR of each dataset, the number of
slices and amount of voxels per slice its bounding box spans.
It also lists the volume in mm3 of the OAR’s delineation
ground truth del∗. Bold entries indicate the OAR with the
largest volume within each dataset.

Dataset 2 (D2) Dataset 3 (D3)

OAR Number
of Slices

Voxels
per Slice

Volume
(mm3)

Number
of Slices

Voxels
per Slice

Volume
(mm3)

BrainStem 25 1666 29963 25 1872 36037
Parotid_L 25 2688 35736 26 4104 36875
Parotid_R 26 2912 36646 24 4292 39267
Submand_L 18 1209 12498 16 1015 10410
Submand_R 17 1394 10970 17 928 9970

sum of errors as the priority score. The y-axis is trimmed to slices
within the bounding box of del∗(OAR) and sorts the slices based on
their 3D position within the image volume. Despite opposing starting
directions, both clinicians share similar navigation behavior, following a
sequential approach (unlike the optimal sequence’s "jumpy" behavior),
with the RTT moving from bottom to top and the RO mostly in reverse.
They frequently revisited adjacent slices to verify multi-slice errors,
particularly in the slice range [14,19] of the BrainStem.

To compare the slice sequences of different workflows, we calculated
the number of slice change interactions required to review slices
suggested by a DEDS. A subset S of an OAR’s slices consists of the
|S| slices exceeding the threshold. We evaluated the interactions
needed for slice subsets of increasing size as the threshold decreased,
including clinician workflows with redundant interactions removed and
hypothetical scenarios: an optimal sequence ordered by decreasing
erroneous voxels per slice, a worst-case sequence reversing the optimal,
and five random permutations of the optimal sequence, with the mean
and 95% confidence interval.

Fig. 3.4 (a.2) and (b.2) show slice change interactions as a function
of suggested slice subset size for clinicians’ workflows and hypothetical
scenarios. The optimal workflow forms a diagonal line with a unit
slope, indicating slice changes match the subset size. The worst-case
scenario appears as a horizontal line since the highest error slice is
reviewed last. Random samples lie between the optimal and worst-case
scenarios, approaching the latter as the subset size grows, reflecting
higher chances of critical slices appearing later. Clinicians’ workflows
generally deviate from the optimal path and often exceed the worst-case
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Figure 3.4.: Unassisted workflows for BrainStem (a) and Parotid_L (b)
for the RTT and RO. (a.1) and (b.1) depict slice changes
as the session progresses, and (a.2) and (b.2) show
the interactions needed to complete a DEDS-suggested
workflow, encompassing subsets of OAR’s slices of increasing
cardinality corresponding to decreasing threshold values for
the prioritization scores. We compare the observed
workflows with versions in which redundant interactions
have been trimmed and with several hypothetical scenarios.
The purple shaded area corresponds to the 95% confidence
interval of the random scenario.

due to redundant interactions. Removing redundancy improves the RO’s
performance, aligning closer to or surpassing random workflows but
still falling short of the optimal. The RTT’s workflows remain near the
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worst-case, often missing critical slices early. The RO’s workflows are
faster than the RTT’s, indicating shorter per-slice analysis times.

Table 3.2 compares the performance of different workflows for
inspected OARs. Performance is quantified by the area under the
curve relative to the optimal sequence, normalized per OAR. Scores
closer to zero indicate near-optimal performance, while scores closer
to one approach the worst-case scenario. Values above one reflect
redundant interactions. Removing redundant visits (RTT’ and RO’)
significantly improves scores. Trimmed RO workflows (RO’) perform
best, outperforming RTT and random sequences, but still deviate from
the optimal, especially for the BrainStem and parotid glands, suggesting
DEDS guidance could further reduce interactions and save time.

3.4.3. PART 2: DEDS-ASSISTED WORKflOWS
In part 2, the RTT and RO were offered and instructed to use DEDS
assistance to find slices that required attention. They started by defining
a priority metric as a weighted combination of unc, dose, and error
to sort the slices in priority order. Tab. 3.3 shows the combinations of
information sources clinicians defined for different OARs. Both expressed
reservations about the redundancy of uncertainty and error and their
reliability in time-sensitive scenarios. This might be why clinicians
emphasized dose-based risk measures, assigning lower weights to unc
and error. Information sources, aggregation functions, and weights
remained generally consistent across OARs. The sole exception was the
aggregation function for dose-based slice scores for the parotid glands,
where the RO adjusted it to the mean.

Table 3.2.: Performance of various error detection workflows. For a given
workflow, its score corresponds to the difference between
the areas under the workflow’s and the optimal workflow’s
curves. The scores are normalized per OAR to provide
comparable scores. The optimal and worst-case sequences
have scores of zero and one, respectively. Clinicians’
workflows with redundant slice visits removed are indicated
by the apostrophe. Bold values highlight the smallest
difference per OAR.

OAR RTT RTT’ RO RO’ Random

BrainStem 1.50 1.00 1.32 0.71 0.81
Parotid_L 1.98 0.93 1.10 0.52 0.86
Parotid_R - - 1.11 0.69 0.84
Submand_L - - 0.30 0.18 0.80
Submand_R - - 0.21 0.21 0.75
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Table 3.3.: Settings the RTT and RO used to define the priority score
for sorting the slices of the different OARs in part 2 of the
user study. agg denotes the aggregation functions and  the
weights clinicians applied per information source and OAR.

BrainStem Parotid_L Parotid_R

RTT RO RTT RO RTT RO

Source agg  agg  agg  agg  agg  agg 

unc mean 0.50 mean 0.25 mean 0.50 mean 0.25 mean 0.50 mean 0.25
dose max 0.50 max 0.65 max 0.50 max 0.65 max 0.50 mean 0.65
error sum 0 sum 0.10 sum 0 sum 0.10 sum 0 sum 0.10

The RTT and RO found following the priority order to be cumbersome
and fatiguing, echoing the RO’s view that “jumping between slices is
not logical” and disrupts the 3D perception. Fig. 3.5 illustrates this
sentiment in the Parotid_R’s workflow data. The RO (a) struggled
with the initial sorting order provided by DEDS, leading to a reverse
inspection (following ascending rather than descending priority score
order), which led to a mirrored slice sequence as shown in (a.1). The
RTT (b) intermittently followed the DEDS suggestions but often reverted
to traditional navigation, as depicted in (b.1). Fig. 3.5 (a.2) and (b.2)
show that deviations from the suggested sequence led to suboptimal
performance. A similar pattern is evident in the BrainStem and parotid
glands, as presented in Tab. 3.4. The trimmed RTT workflows (RTT’) tend
to perform better, as the RTT intermittently followed DEDS pointers,
avoiding unnecessary slice visits, especially for the parotid glands.

Table 3.4.: Performance of various error detection workflows. For a given
workflow, its score corresponds to the difference between
the areas under the workflow’s and the optimal workflow’s
curves. The scores are normalized per OAR to provide
comparable scores. The optimal and worst-case sequences
have scores of zero and one, respectively. Clinicians’
workflows with redundant slice visits removed are indicated
by the apostrophe. Bold values highlight the smallest
difference per OAR.

OAR RTT RTT’ RO RO’ Random

BrainStem 0.92 0.92 0.95 0.95 0.42
Parotid_L 0.57 0.39 1.08 1.00 0.40
Parotid_R 1.39 0.34 0.94 0.94 0.42
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Figure 3.5.: Assisted workflows of the RO (a) and RTT (b) for Parotid_R.
(a.1) and (b.1) depict slice changes as the session pro-
gresses, and (a.2) and (b.2) show the interactions needed to
complete a DEDS-suggested workflow, encompassing sub-
sets of OAR’s slices of increasing cardinality corresponding
to decreasing threshold values for the prioritization scores.
We compare the observed workflows with versions in which
redundant interactions have been trimmed and with several
hypothetical scenarios. The purple shaded area corresponds
to the 95% confidence interval of the random scenario.

3.4.4. DISCUSSION
Part 1 investigated clinicians’ error detection workflows. Both the RO
and RTT followed a sequential strategy, inspecting adjacent slices. They
favored such workflow because it helps them to orientate spatially,
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leveraging their mental representations of the OARs. Nevertheless, the
comparison of clinicians’ workflows with other scenarios revealed that
redundant and suboptimal sequences decrease their performance. Part
2 focused on investigating clinicians’ use of DEDS systems. The RTT and
RO had problems accepting this approach, complaining about fatigue,
losing their spatial orientation, and, in the case of the RTT, repeatedly
falling back to the sequential workflow. These issues need to be
solved in the future since the workflow comparison again convincingly
demonstrates that DEDS can reduce the number of needed interactions,
which can also impact overall spent time.

Concerning the three information sources considered, both clinicians
expressed their doubts regarding the intelligibility and trustworthiness
of the uncertainty and error information sources. The dose was
less problematic as an information source, likely due to participants’
experience in adaptive radiotherapy where heuristics like stimating
the delineation error’s proximity to the tumor are employed. They
mentioned that the maximum dose could provide a guiding signal
because false positives and negatives are problematic in slices with
a max dose higher than the OAR-specific limit. We leverage this
observation in the next section to develop a computational model of the
DEDS workflow.

The main limitation of the user study is the very small sample size. To
test the insights from the user study on a larger dataset, we performed
a quantitative evaluation of the DEDS-assisted QA workflow using a
simulation approach. To this end, we introduce a computational model
of the complete QA workflow, including analysis and editing, which we
use to investigate the viability of DEDS workflows. Specifically, we
analyze the impact of varying per-slice analysis times on overall QA
performance for the complete HollandPTC dataset.

3.5. SIMULATION STUDY: ASSESSING DEDS-INDUCED
TIME GAINS

3.5.1. SIMULATION SETUP
To examine the potential time savings achievable with DEDS, we
compare DEDS workflows with the current unassisted clinical workflow.
Fig. 3.6 depicts a computational model of the quality assessment process
(QA). In our simulation, we consider three variations of this process that
arise when using different slice sequences.

In the first variation (baseline), the simulated clinician begins either
at the cranial or caudal slice with an equal probability (Pr = 0.5) and
progresses towards the opposite end (next slice step), analyzing all
slices. In the second (error) and third (dose) variations, the clinician
visits the slices in order of their decreasing error extent and max dose,

59



3

Implementation of Delineation Error Detection Systems in Time-Critical Radiotherapy

Are there 
errors?

Done 
reviewing?

Start Finish

YesYes

No
NoGo to next 

slice
Analyze 

slice
Edit slice

Figure 3.6.: Scheme of the delineation quality assessment (QA) process
for an OAR. The analyze slice and edit slice rectangles
have an associated time cost. The workflow variations we
implement differ in the implementation of the go to next
slice and analyze slice steps, which have a thicker border.

respectively. In these DEDS-assisted workflows, the simulated clinician
evaluates a slice only if it has an error (error threshold equals zero) or
its max dose exceeds a pre-set limit (OAR), respectively. (OAR) is an
OAR-specific limit based on constraints proposed by [32]. In the error
variations, we use delineation error instead of AI uncertainty because AI
uncertainty serves as a proxy for delineation errors. By using the actual
error, we simulate a best-case scenario where AI uncertainty perfectly
identifies delineation errors.

For this study, the same OARs and bounding boxes per OAR as
described in Sec. 3.3 were used. We preprocessed the error
following the protocol proposed by [8] to remove tolerated errors. This
filtering process excludes slices with errors that can be attributed to
interobserver variation. An OAR’s erroneous voxel is considered a
tolerated error if it is within 2 pixels from the border of del∗(OAR),
not part of a region of erroneous voxels of at least ten voxels in size,
and not outside the top and bottom delineation limits. The slice metric
we use for the error workflow is the sum of the non-tolerated erroneous
voxels.

We use the dose as a proxy of the clinical significance of potential
delineation errors for the patient’s treatment. We selected the maximum
as the aggregation function for the per-slice dose metric. [32] consider
the mean dose, but we opted for the max based on the results of the user
study. max(dose(OAR)s) is a more stringent constraint, representing
a worst-case scenario for dosimetric deviations caused by erroneously
delineated voxels in slice s. The max of the dose per slice indicates a
lower risk in areas where the dose is consistently lower than the OAR’s
dosimetric constraint. The first three columns of Tab. 3.5 display the
OARs, their max-dose constraints, and average slice numbers across
patients for the baseline.
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We simulate clinician behavior, relying on existing literature to estimate
time costs for different steps. Based on [16], we model the time
for analyzing a slice s in the baseline condition as t(s) ∼ N (4.2, 3.2)
seconds. For the error and dose conditions, we model the analysis time
as tε


(s) ∼ N (4.2 + ε, 3.2) seconds. Here, ε represents the additional

time required for analyzing DEDS suggestions, which are often not
contiguous, resulting in jumps between non-sequential slices. In the
simulation, we consider ε ∈ {0,4} seconds, which allows us to assess
the magnitude of the effect introduced by increasing analysis times.
Finally, we assume a two-dimensional brush of size bs = 10 pixels
for editing and model the time for editing a group of bs pixels as
tep ∼ N (1, 0.1) seconds. The time for editing a faulty slice is computed
as ted(s) = (tep ·

∑

oerrors)/bs. Note that the editing time modeling
may vary depending on the editing tools used. In this case, we assume
manual pixel brushing for simplicity. The total time per workflow
execution is calculated as

Ttot = T + Ted =
∑

s∈S
t(s) + ted(s), (3.6)

where S is the set of slices to review and T and Ted represent the
total analysis and editing time, respectively. To assess workflow quality,
we calculated the percentage of attended errors for each workflow by
dividing the sum of errors in the visited slices by the total amount of
errors within the OAR’s volume.

We conducted one hundred workflow runs for each combination of
patient, OAR, and experimental condition (workflow variation) 1. In the
results, we aggregate numerical quantities like slice numbers and times
across the workflow runs within each OAR of each patient to obtain a
statistical overview of the differences between conditions.

3.5.2. RESULTS AND DISCUSSION
Tab. 3.5 aggregates slice numbers, percentages of attended errors,
and total elapsed QA times across patients. The last row of the
table indicates that, on average, the baseline workflow takes longer
than dose-based workflows and the optimistic error-based one. In the
baseline workflow, which takes 1034 seconds, the simulated clinician
spends an average of 7.4 seconds per slice. In the error and dose
workflows, the time per slice is 8.72 and 6.86 seconds for the optimistic
scenario (ε = 0) and 12.58 and 10.73 seconds for the pessimistic one
(ε = 4). Even if the time per slice is higher in the DEDS workflows,
the total elapsed time generally turns out lower because clinicians do
not need to check all slices. Regardless of the scenario, we observe a

1The simulation and analysis codes are available at https://graphics.
tudelft.nl/study-deds
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two-second difference in per-slice times between the dose-based and
error-based workflows. These differences translate to total time savings
of around two hundred seconds for both scenarios. However, these
time gains come at the cost of quality. The table shows that while the
baseline and error-based workflows addressed all errors, the dose-based
ones only attended to 69% of them. A similar speed/quality tradeoff is
expected if a higher threshold is used in the error-based workflows to
limit the subset of slices for review. Focusing on individual OARs, we
observe similar trends. Noteworthy are the BrainStem and the Mandible
for which dose-based DEDS workflows obtain significant speedups. The
dose-based workflows had the lowest percentage of addressed errors
for the Mandible and BrainStem, indicating that many slices were
skipped because they did not exceed the dosimetric constraints. This
prioritization strategy, along with the larger size of these structures,
accounts for the observed time savings. Skipping more slices, especially
those with significant errors, reduces analysis and editing times but
compromises delineation quality [26].

Focusing on the difference between scenarios, it is possible to
observe how increasing the difficulty of the slice analysis task, and
consequently, the time it takes leads to longer Ttot. Although the
pessimistic dose scenario is competitive with the baseline, the error
one significantly exceeds it. At the OAR level, we note that larger
structures like the BrainStem and the Mandible, although closer to the
baseline, still outperform it in most cases. This shows that, even with
increased analysis times, DEDS can be particularly time-saving when
used to review large anatomical structures, at the expense of confusing
clinicians as seen in the user study.

To understand the contributions of the analysis (T) and editing (Ted)
times to the total QA time, in Fig 3.7 we visualize the total analysis (a)
and editing (b) times per OAR per patient averaged across simulation
runs. Each column of gray horizontal lines within an OAR’s area
corresponds to a simulated condition, denoted by the color of the
diamond on the column. Each line corresponds to the average time
per patient and the diamond presents the average across patients. In
general, we observe that in the optimistic scenarios, the analysis times
are consistently below the baseline. In the pessimistic scenario, DEDS
analysis times are less favorable but stay close to the baseline for
larger structures like the BrainStem and the Mandible, a similar trend
to the one we observed for Ttot before. Except for the BrainStem,
the dose-driven workflow consistently requires more time than the
error-driven one for ε = 0 and ε = 4. This indicates that the max(dose)
criteria designate more slices as high-risk compared to error-free slices.

Concerning editing times, the figure indicates that the baseline and
the error-based DEDS workflows perform similarly because, without a
priority metric or error tolerance, the simulated clinician has to amend

62



3

Chapter 3

all the delineation errors in the error-based workflows. In contrast, the
dose-based DEDS workflows are faster because they focus solely on
slices with a high max dose, which are not necessarily the ones with the
errors that take the longest to edit. In line with the results in Tab. 3.5,
the improved performance of dose-based workflows is notable for the
BrainStem and the Mandible, which are the largest structures and,
therefore, tend to have more extensive erroneous regions. Finally, note
that the times between scenarios do not change because we assumed
the editing mechanism remains the same and is unaffected by the slice
sequence.

In summary, the results of the simulation study suggest that DEDS
workflows can reduce QA times. As the results for the dose-based
workflows show, more significant time gains can be achieved by using
more stringent thresholds to select the subset of slices to review at the
cost of decreased delineation quality. This reduction in quality might
be acceptable if it can be established that the bypassed errors are not
clinically relevant. Our findings show diminishing DEDS advantages over
the baseline workflow for smaller structures and when ε > 0. Therefore,
it is essential to reduce analysis time to justify the practical use of DEDS.

3.6. DISCUSSION
In this paper, we evaluated the clinical suitability of delineation error
detection systems (DEDS). In particular, can DEDS speed up the Quality
Assessment process without losing quality? To this end, we co-designed
a DEDS with two experienced head and neck radiation oncologists
from Utrecht University Medical Center and Leiden University Medical
Center. The system was then used by two clinicians from HollandPTC to
perform the assisted and unassisted DEDS workflows based on slice-wise
statistics of the uncertainty, dose, and error. Based on insights from the
user study, we addressed the question of whether DEDS can contribute
to speeding up the clinical QA workflow using a simulation approach. A
contribution of this work is a computational model of the QA process,
which we used to simulate and compare several workflows. Researchers
can use and extend this model to benchmark novel and existing DEDS
proposals.

In the user study, we identified two key challenges to DEDS
adoption. First, the information sources require refinement. Clinicians
appreciated using dose information for its clarity, as it helped filter
out clinically insignificant slices, but found the uncertainty and error
metrics confusing, unnecessary, and potentially unreliable. This
issue might be addressed by allowing more time for familiarization,
introducing clearer indicators of uncertainty, and enhancing system-user
compatibility in clinical settings [33–35]. Second, DEDS workflows often
require navigating between non-contiguous slices, which clinicians found
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cumbersome and fatiguing. This navigation mode led clinicians to revert
to conventional, sequential slice inspection, increasing the number
of interactions. The challenge of maintaining a mental frame when
jumping between slices could explain this behavior [16]. Providing less
intrusive guidance or better tools to update clinicians’ mental models
could alleviate these issues [36].

The simulation study showed that DEDS can improve QA times over
the current baseline, especially for large anatomical structures where
only a subset of slices is relevant according to a predefined metric.
Nevertheless, considering smaller subsets of potentially non-adjacent
slices poses two challenges. First, analysis times increase because
clinicians cannot inspect slices sequentially. A mitigation strategy could
be to offer clinicians chunks of contiguous slices to allow more effective
sense-making. Second, and perhaps more critical for the adoption of
DEDS-based workflows, it should be possible to be certain that bypassed
errors are not clinically relevant—a non-trivial challenge that requires
improving AI uncertainty estimates and developing clinically relevant
metrics [10]. For instance, DEDS could leverage clinical measurements
or heuristics like distance to target volumes as a priority metric when
the error or dose are unavailable. The proposed framework can directly
accommodate new metrics by defining a per-slice aggregation and a
weight, allowing for combination with other metrics if needed.

Finally, there are several future work avenues. First, the present
study applies to OARs, but other high-priority structures like target
volumes and elective lymph nodes could also be considered. Target
volumes likely face challenges to adoption because clinicians are less
willing to forego reviewing all slices due to the high risk they represent
to the patient. For example, missing errors in target volumes could
directly impact treatment outcomes, making clinicians cautious about
skipping slices. Lymph node fields are more promising because of
their large extent (which makes them cumbersome to delineate), high
priority, and relative stability across the population, facilitating the
recent development of auto-delineation technologies [37]. Second,
the user and simulation studies could be extended to include other
auto-delineation AIs and anatomical regions, which might have different
error modes. Finally, the computational model of the QA process can be
enriched, such as by using skewed distributions for modeling reaction
times, which can be more appropriate but need substantial empirical
data to estimate their parameters [38].

3.7. CONCLUSION
This study evaluated delineation error detection systems (DEDS) for
improving the Quality Assessment (QA) process in clinical settings. A
user study identified two main challenges that must be addressed
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to increase DEDS’ adoption. First, clinicians preferred dose-based
prioritization for error detection, finding it more intuitive than other
metrics like uncertainty and error, which were seen as confusing and
less reliable. Second, the non-sequential navigation required by DEDS
disrupted clinicians’ natural workflow, making it harder to make sense
of the DEDS’ suggestions. A computational model was introduced to
benchmark different DEDS workflows. Simulations showed that DEDS
could significantly reduce QA times, particularly for large structures,
but this speed-up comes at the cost of delineation quality. Therefore,
improving the accuracy of error proxies, such as AI uncertainty
estimates, and developing metrics to assess the clinical significance of
errors are crucial. Researchers can use and extend the computational
model to further evaluate and refine DEDS.
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Figure 3.7.: Mean total analysis (a) and editing (b) times per OAR per
patient in the cohort for the five simulated conditions. Each
column within an OAR’s area corresponds to the condition
indicated by the color of the diamond. Gray horizontal
lines within each column correspond to the patient’s times,
averaged across simulation runs. The colored diamond
indicates the mean time per condition. The y-axis uses
a logarithmic scale to enhance comparability and reduce
empty space in the plot. Note that the y-axes of the two
subplots have different ranges.
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4
INCLUSION DEPTH FOR
CONTOUR ENSEMBLES

In the previous chapters, we analyzed the clinical workflow. In
the remainder of the dissertation, we focus on how to support the
visual analysis of segmentation ensembles analysis, which directly
impacts clinicians’ efficacy in the quality assessment process. In
this chapter, we introduce Inclusion Depth (ID), a novel method for
analyzing segmentation ensembles by summarizing their key statistical
features, such as median contours, confidence intervals, and outliers.
ID overcomes the computational challenges of traditional contour depth
methods by leveraging inside/outside relationships between contours,
enabling efficient analysis of large ensembles. This approach allows
for intuitive and rapid exploration of ensemble characteristics, making
it potentially valuable for clinical quality assessment workflows in
radiotherapy. By focusing on scalability, theoretical soundness, and ease
of implementation, this chapter lays the foundation for advancements
in contour depth computation and visualization techniques developed in
Chapter 5.

This chapter is based on the published paper: Chaves-de-Plaza, Nicolas F., P. Mody,
M. Staring, R. van Egmond, A. Vilanova, and K. Hildebrandt. “Inclusion Depth for
Contour Ensembles”. In: IEEE Transactions on Visualization and Computer Graphics
30.9 (2024), pp. 6560–6571. doi: 10.1109/TVCG.2024.3350076
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Inclusion Depth for Contour Ensembles

4.1. INTRODUCTION
Different applications in simulation, computer-aided design, and seman-
tic segmentation have to deal with ensembles of curves. Analyzing
these ensembles permits understanding uncertainties in the results.
We focus on ensembles of spatiotemporal scalar fields from which one
can extract contours, closed and consistently-oriented curves. These
appear in several domains. One example is meteorology, where
analysts use ensembles of weather forecasts to analyze the predictions’
variability under different initial conditions or changes in the computa-
tional model [1]. Another example is semantic segmentation, where
ensembles are used to quantify the uncertainty that might come from
the training data or the model [2]. In image-guided medical specialties,
ensembles of segmentations are analyzed for planning the patients’
treatments [3].

Visual inspection of the ensemble can facilitate its analysis and
understanding. Spaghetti plots, which draw each contour in the
ensemble using a different color, are a popular technique. They
are attractive because they are accessible, represent all the data,
and are simple to implement. Nevertheless, as the ensemble
size increases, spaghetti plots become cluttered, potentially hiding
interesting features of the ensemble. Motivated by these limitations,
ensemble summarization methods have been proposed. They reduce
information by extracting features of interest, such as representative
members and contour variability, from the ensemble and visualize them
using visual encodings based on lines and bands [4–7].

A successful contour summarization technique is the contour boxplot
(CBP) [7], which has been used in the fields of meteorology [8] and
medicine [9–11]. As Figure 4.1 illustrates, like traditional boxplots,
CBPs depict four statistical features of an ensemble: the median,
the trimmed mean, confidence intervals, and outliers. Underlying the
CBP is the concept of statistical depth, which extends univariate order
and rank statistics to complex multivariate datasets by establishing a
center-outward measure of centrality for the ensemble members[12].

In this paper, we propose an alternative notion of contour depth
called Inclusion Depth (ID). ID contributes to the arsenal of depth-based
contour analysis methods in three ways.

First, ID provides a novel statistical depth for ensembles of contours.
It draws inspiration from Half-Region Depth (HRD) [13] and generalizes
HRD from the class of functions to contours. This connection to
HRD endows ID with theoretical properties and enables computational
advantages analogous to those of HRD, also for ensembles of contours.
In Section 4.4, we present the ID framework, detailing how it overcomes
the challenges that extending the HRD approach to the contour case
brings.

Second, ID leverages a simple principle that makes it accessible and
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facilitates the interpretation of the results. Specifically, ID leverages
the inside/outside relationships between contours to estimate the
ensemble’s depth. To compute a contour’s ID we compute how many
other contours of the ensemble the contour contains and in how many
other contours it is contained. Intuitively, a highly central contour has
similar values for both quantities. An outlier might have an asymmetry
of these quantities, if it’s a magnitude outlier, or lower values for both,
in the case of a shape outlier.

Third, the computation of ID scales better than the state-of-the-art
Contour Band Depth (CBD), which was introduced jointly with the CBP
idiom [7]. As Section 4.3 shows, for a N-contour ensemble, ID requires
O(MN2) operations while CBD needs at least O(MN3), where M is the
contour size (i.e., resolution of the binary mask). In Section 4.6,
we evaluate ID, empirically showing that performing only pairwise
comparisons does not degrade ID’s performance and yields depth scores
qualitatively comparable to CBD’s.

We further demonstrate the practical use of ID in Section 4.7 by
performing depth-based exploratory analysis of several real datasets
from diverse domains like segmentation in radiotherapy and meteo-
rological forecasting. Based on the results, we expect the faster but
still performant ID will enable visual analysis of larger ensembles using
depth-based visualizations like CBP, which allows both quantitative and
qualitative interpretation of contour ensembles. Furthermore, it will
bring applications that require multiple or/and fast depth evaluations
like regression [14] and clustering [15] within reach.
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Figure 4.1.: Extension of the boxplot idiom (a) to the functional (b) and
contour (c) data types.
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4.2. RELATED WORK
Our method fits in the context of uncertainty visualization. Ensembles
permit quantifying predictive uncertainties due to changes in the initial
conditions, the training data, or the model parameters [2]. Existing
ensemble visualization techniques can be cataloged based on their data
type, visualization method, and analytic task [16].

There are several alternatives for presenting a visual overview of
contour ensembles. Spaghetti plots are a composition-after-visualization
technique that plots each contour using a different color [17]. Although
straightforward to implement and interpret, spaghetti plots become
cluttered as the size of the ensemble grows, potentially hiding trends
and interesting members. To address this issue, several ensemble
summarization techniques have been proposed in recent years that
aggregate contour data into salient features before visualizing it. Most
available summarization techniques share a visual language that uses
contour lines for the ensembles’ representative members like the
median, mean, and outliers, and bands for areas of interest like the
ensemble’s spread [18] and confidence intervals [7].

Available summarization techniques differ in the features they compute
and the assumptions they make. Parametric model-based techniques
assume a data distribution and use available models to derive statistical
quantities. One approach fits a Gaussian distribution on the contours’
PCA-reduced signed distance field (SDF) transform and uses it to derive
a median and calculate bands [5, 19]. It is also possible to use
a Gaussian model to describe each grid point and use this model
together with iso-contour density and level-cross probability to extract
the iso-contours’ probability density [20]. Parametric techniques are
conceptually attractive as they permit extracting information analytically
[5]. Nevertheless, they impose assumptions on the data, like normality,
which limits the applicability in practice. Our method is fully non-
parametric, using a depth-induced ranking of the contours to detect
outliers and derive quantities of interest like the median and robust
mean.

The family of data-based non-parametric methods does not impose
assumptions on the data distribution and, therefore, can describe
the ensemble data on each point more accurately [21, 22]. Local
summarization methods operate on the grid in which contours lie,
computing point-wise statistics. Examples are contour probability plots,
which extract bands by thresholding a scalar field of percentages [18],
and EnConVis [4], which performs point-wise kernel density estimation,
and then uses the per-point density to extract bands and represen-
tatives. Contour grid points are not independent of each other, so
computing summaries based solely on point-wise estimates can fail to
consider global characteristics of the contour data like the topological
relationships between contours.
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The method introduced in [6] uses a vector-to-closest-point represen-
tation along the contours boundary points to quantify their centrality
based on the vector lengths and directions. This approach requires
only comparisons between contours, making it more efficient than CBD.
Nevertheless, it uses parametric statistical models that require parame-
ter fitting to obtain the centrality estimates. Furthermore, it is unclear
how the method performs under different ensemble distributions, which
makes it hard to compare to existing contour depth methods like CBD.

4.3. BACKGROUND: CONTOUR DEPTH AND BOXPLOTS
4.3.1. STATISTICAL DEPTH
Statistical depth provides a framework for extending concepts like the
median, trimmed mean, and outliers, which depend on the points’ ranks
and orderings from the univariate to the multivariate case. Given a cloud
of N d-dimensional points X ∈ RN×d, a depth function D(z, X) : Rd → [0,1]
yields a center-outward measure of the centrality or depth of a point z
with respect to X. Intuitively, the farther away a point z is from the
center of X, the lower its centrality. In practice, there are different
methods for computing D(z, X), which come with different guarantees
in terms of the function’s behavior like invariance to different geometric
transformations of X [12].

Statistical depth functions were originally devised to handle multivari-
ate data. Nevertheless, their performance might decrease when d≫ N
due to the curse of dimensionality [23]. Furthermore, in some cases,
data is more naturally represented as functions. In response to these
observations, several definitions of depth that apply to functional data
have been recently proposed [13, 23]. Two predominant functional
depth methods are Band Depth (BD) [23] and Half-Region Depth (HRD)
[13]. Inspired by the multivariate simplicial depth [24], BD computes
a function’s depth by comparing it to the bands formed by all other
subsets of functions in the ensemble. Contour Band Depth, presented in
the next subsection, generalizes BD’s formulation and extends it to the
case of contours.

Instead of forming bands, HRD looks at the proportion of functions
lying on each side of the function of interest to determine its depth. The
multivariate analog of HRD is Tukey’s half-space depth [25]. HRD is more
computationally efficient than BD, requiring only N comparisons per
function. Furthermore, it has been shown to yield comparable depths to
BD [13]. The proposed Inclusion Depth generalizes HRD’s formulation
and extends it to the case of contours. In the following, we outline HRD.

Let X = {1, 2, ..., N} with  :  → R be an ensemble of functions
defined on the compact interval . The graph of a function  ∈ X can be
defined as

G() = {(t, (t)), t ∈ } (4.1)
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The epi and hypographs of , which correspond to the regions above
and below G(), can be defined as

hyp() = {(t, y) ∈  × R : y ≤ (t)},
ep() = {(t, y) ∈  × R : y ≥ (t)}. (4.2)

The HRD of  can be computed by evaluating the proportion of times
G() is contained in the epi and hypographs of other functions of the
ensemble. Formally,

HRD(|X) =min{INhyp(), INep()}, (4.3)

where

INhyp() =
1

N

N
∑

=1

G() ⊂ hyp(),

INep() =
1

N

N
∑

=1

G() ⊂ ep(), (4.4)

where A ⊂ B is 1 if A is contained in B and 0 otherwise.
HRD in Eq. 4.3 attains its maximum value of 0.5 when G() is

contained in as many epi and hypographs of the other functions
in the ensemble. The HRD satisfies several of the properties of a
valid depth function [1]: linear invariance, maximality at the center,
monotonically decreasing on rays, and upper-semicontinuity. Finally, a
finite-dimensional version can be obtained by drawing d samples from
. When d = 1, the Half-Region Depth is equivalent to the Tukey depth.

4.3.2. CONTOUR BAND DEPTH
Statistical depth allows for robust and model-free exploratory data
analysis. Contour Band Depth (CBD) permits applying the depth
methodology to contours [7]. Similarly to functional BD, CBD computes
a contour’s depth by determining how many bands formed by all other
possible J-sized contour subsets (where J ∈ Z and J ≥ 2) contain the
contour. A contour is in a band if it contains the intersection of
the band’s contours and is contained in their union. To reduce the
computational cost of verifying contour containment in

∑N
=2

�N


�

bands
(where N is the size of the contour ensemble), J = 2 is used. To alleviate
the tendency of CBD with J = 2 to produce depth ties, a modified CBD
(mCBD) was proposed [7]. Instead of strictly enforcing the containment
property, mCBD considers the proportion of the contour that falls outside
each band when computing its depth. CBD and mCBD compute an
ensemble’s depths in O(MN3) time, where M is the contour size (i.e.,
binary mask resolution).
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4.3.3. CONTOUR BOXPLOTS
Boxplots offer a visualization of a dataset’s summary statistics.
Specifically, as Figure 4.1 illustrates, a boxplot has four components.
The gold and blue-colored lines represent the median and the trimmed
mean, respectively. The trimmed mean is the average of the dataset
with the outliers removed. Purple bands around the mean encode the
interquartile range. Finally, outliers are shown using red dashed lines.
As the middle and right side of Figure 4.1 shows, the idea of boxplots
can be extended to ensembles of functional [26] and contour [7] types
through the concept of functional and contour depth. In these cases, the
per-member depth values are used to compute the different statistics.
The median is the member with the highest depth value and the
interquartile ranges are bands formed by members whose depths fall in
the specified ranges. Finally, the members with the lowest depths are
flagged as outliers.

4.4. INCLUSION DEPTH
In this section, we introduce Inclusion Depth (ID). While ID can be
defined for contours in R2 and R3, for the sake of simplicity, we consider
the two-dimensional case.

Let C = {c1, c2, ..., cN} be an ensemble of contours, where a contour
c is a pair of a function F : Ω→ R and an isovalue q ∈ R. Here Ω is a
compact domain in R2, such as a rectangle. A contour encloses a subset
in the plane that we call the inside region:

n(c) = {p ∈ Ω|F(p) < q}. (4.5)

ID is based on a simple principle. We evaluate for all pairs c, cj ∈ C
whether or not n(c) is contained in n(cj). Then, we form the fraction
of contours of C in which n(c) is contained,

INn(c) =
1

N

N
∑

j=1

n(c) ⊂ n(cj), (4.6)

and the fraction of contours of C that are contained n(c),

INot(c) =
1

N

N
∑

j=1

n(cj) ⊂ n(c). (4.7)

In the sums in Eqs. 4.6 and 4.7, we interpret n(c) ⊂ n(cj) as the
numerical value 1 if n(c) is contained in n(cj) and as 0 otherwise. The
ID is the minimum of the two fractions

ID(c|C) =min{INn(c), INot(c)}. (4.8)
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Figure 4.2 illustrates the process of computing a contour’s ID in a
four-contour ensemble. As (a) depicts, ID is related to HRD. Specifically,
the proof sketch in the appendix shows that if there is an invertible
transform mapping the contours to graphs of functions, our definition of
ID is the same as HRD. (b) presents the four comparisons required to
compute INn and INot in Eq. 4.8. Note that the example uses perfectly
nested simple single-loop contours for illustrative purposes. In practice,
contours often have more complex shapes, are not necessarily nested,
and can have multiple connected components.

(b)

(a)

Epigraph = Outside

Hypograph = Inside

Figure 4.2.: Example of the ID computation for a 4-contour ensemble.
In red is the contour for which we are currently estimating
the depth. (b) shows the four comparisons that need to
be performed to compute ID based on Eq. 4.8. Note that
c1 ⊂ c1 (second column) counts for the inside and outside
relationships.

ID is more general than HRD, accommodating the different topologies
that arise in higher dimensions. Figure 4.3 shows examples of how
ID deals with different cases. Note that, by subset operations, the
definitions of INn(c) and INot(c) in Eqs. 4.6 and 4.7 ensure that the
two contours under comparison are nested. As the bottom right panel
of Figure 4.3 shows, when contours are not nested, the comparison
will not add to the inside or outside counts, effectively reducing the
depth of the contour under consideration. ID’s results are invariant
to homeomorphic transformations of the domain Ω, a general class
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of transformations that includes affine transformations and Möbius
transformations. Additionally, ID’s results are invariant to the choice of
inside and outside. We sketch proofs of these properties in the appendix
and point the interested reader to the set theory literature, which further
elaborates on properties of the ⊂ operator like transitivity [27].

(a) Valid

(b) Invalid

Figure 4.3.: Examples of how ID deals with different cases. If contours
are nested (a), their relationship will add to the inside/outside
counts. In other cases (b), the inside/outside counters will
not increase, effectively reducing the overall depth.

Algorithm 1 shows how to compute the ID of a contour ensemble. For
computations, we assume Ω to be a rectangle, e.g., the bounding box of
the ensemble of contours, and discretize the rectangle by a regular grid
of size M. ID’s scaling behavior depends mainly on the ensemble’s size
(N). Nevertheless, the grid size will also impact the algorithm’s scaling
behavior when performing the inside/outside comparisons. Therefore,
ID has a computational complexity of O(MN2), which is a significant
improvement over the O(MN3) complexity of CBD.

4.5. EPSILON INCLUSION DEPTH
If the ensemble’s contours are non-smooth and intersect, like the
examples in the center of Figure 4.4 show, inside/outside relationships
will be ambiguous. In these cases, ID will produce ties and low-depth
scores that reduce the method’s practical utility. In this section, we
present the Epsilon Inclusion Depth (eID) that relaxes the definitions of
inside/outside in ID, reducing the effect of highly varying contours on
the depth estimate.

For this extension, we proceed analogously to HRD, for which modified
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Algorithm 1 Inclusion Depth (ID)

Require: C,N ▷ Contour ensemble, number of contours
dID ← {} ▷ Inclusion depths
for  = 1 to N do

nm_n← 0;nm_ot← 0 ▷ Inside/outside counts
for j = 1 to N do

nm_n← nm_n + [ n(c) ⊂ n(cj)]
nm_ot← nm_ot + [ n(cj) ⊂ n(c)]

end for
INn(c) = nm_n/N
INot(c) = nm_ot/N
dID ← dID

⋃

min{INn(c), INot(c)}
end for
return dID

HRD (mHRD) alleviates the problem that strongly varying functions pose
for HRD by relaxing the requirement that the graph of a function must
lie entirely in the epi or hypograph. mHRD determines the average
proportion of the domain that a function’s graph lies in the hypo and
epigraphs of other functions [13]. This strategy is not directly applicable
to the case of contours because of the lack of an independent variable.
Therefore, we follow a strategy inspired by the modified Contour Band
Depth in [7], which operates directly on the contours’ domain and
therefore does not require a dependent variable.

First, we define the epsilon subset operator A ⊂ε B for two sets
A,B ⊂ R2. In contrast to the subset operator ⊂, which returns either 0 or
1, ⊂ε yields a value in the interval [0,1]. It is defined as

A ⊂ε B = 1 −
¨

0 |A| = 0,

|A − B|/ |A| otherwise,
(4.9)

where |A| denotes the area of A and A − B the set difference. Note that
A ⊂ε B will be one if B contains A. If a part of A lies outside of B, ⊂ε will
yield lower values.

The definition of eID is analogous to ID except that the ⊂ operator is
replaced by the ⊂ε operator. We consider the values

INε
n
(c) =

1

N

N
∑

j=1

n(c) ⊂ε n(cj),

INε
ot
(c) =

1

N

N
∑

j=1

n(cj) ⊂ε n(c). (4.10)

The eID is the minimum of the two values

εID(c|C) =min{Nε
n
(c), Nε

ot
(c)}. (4.11)
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Figure 4.4 shows how ⊂ε works across a variety of cases. As the
extremes of the first row illustrate, when n(c) (red) is completely
inside or outside of cj (blue), the difference between n(c) ⊂ε n(cj)
and n(cj) ⊂ε n(c) is the largest. When the relationship between the
contours is ambiguous, the second row of the figure shows that the
difference shrinks. Also, the values of these quantities decrease, which
has the effect of reducing the contribution of the c/cj comparison to
the overall depth calculation. Finally, eID is invariant to area-preserving
transformations. We sketch the proof of this property in the appendix.

(b)

(a)

Figure 4.4.: Examples of computing the inside and outside relationships
with the ⊂ε operator in Equation 4.9 for different contour
configurations. In red and blue are contour {c, cj ∈ C}. The
first row shows the transition of c from being completely
inside to completely outside of cj. The second row shows
the values that ⊂ ε yields in ambiguous cases.

As the next sections show, eID provides meaningful results even
when contours have many intersections. The implementation of eID
only requires swapping ⊂ for ⊂ε in Algorithm 1. eID maintains ID’s
computational complexity of O(MN2).

4.6. EXPERIMENTS
In this section, we perform an extensive evaluation of the Inclusion
Depth (ID) method using synthetic data. Specifically, we assess the
scaling behavior of ID as the dataset’s size increases and investigate the
robustness of estimators derived with ID and the method’s performance
at identifying outliers. Before continuing with the experiments, we detail
our experimental setup.
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4.6.1. EXPERIMENTAL SETUP
In our experiments, we compare ID and eID with Contour Band Depth
(CBD) and its modified version (mCBD). CBD’s only parameter, the
number of contours forming the band (J), is set to J=2 for all experiments.

We implemented the CBD and ID methods and the experiments
in a Python-based framework 1. Contour depth methods receive
as input a list of binary Numpy [28] arrays of size M = 300 × 300
corresponding to a discretization of Eq. 4.5. These binary masks can
be obtained, for example, as the output of a segmentation algorithm
or by thresholding scalar fields using an iso-value. While acceleration
through parallelization is possible, our focus in implementation prioritizes
asymptotic algorithmic scaling over specific optimizations.

Similar to [7], we use synthetic ensembles of circular shapes
contaminated with outliers to assess the methods’ performance. We
extend the experiments of contour depth by considering different types
of outliers separately, following the experimental paradigm used to
evaluate the functional Half-Region Depth [13]. The first row of Figure
4.5 showcases the different outliers we consider (orange contours). We
expect the depth scores that CBD and ID yield to be lower for contours
that deviate from the ensemble’s main trend and higher for those that
conform to it.

To generate ensembles of contours contaminated with outliers, we
define a stochastic model from which we can sample shapes. The
model results from a mixture of a base model r0 and a second model
r1, which depends on the outlier type under consideration. For both
r0 and r1, we use stochastic processes indexed by the shape’s angle,
yielding angle-correlated values for the shape’s radius. We define the
base model r0 as

r0(θ) = ƒ0(θ) + ε0(θ), (4.12)

where θ ∈ R100 is a vector containing 100 equally spaced samples of
the interval [0,2π] and ƒ0(θ) = 0.5 is the mean radius function.

To add randomness to the mean shape, we use Gaussian Processes
(GP), defined by a mean and an exponentiated quadratic kernel

kmd(θ, θj) = σ2md
exp

�

−
(g(θ) − g(θj))2

22md

�

, (4.13)

where θ, θj ∈ θ, g : R→ R is a function that transforms the domain and
md can be zero or one depending on whether we refer to r0 or r1 in Eq.
4.14.

We define ε0(θ) in Equation 4.12 as the sum of two zero-mean GPs
with g = sin and g = cos in Eq. 4.13, respectively. Using these periodic
functions ensures that the start and end of the θ interval are mapped

1Code can be found at https://graphics.tudelft.nl/inclusion-depth-paper
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to the same radius. The kernel’s parameters σ0 and 0 define the shape
of the contour by affecting the amplitude and the frequency of the
angle-correlated noise. We set σ0 = 0.003 and 0 = 0.9.

To obtain a binary mask from the zero-centered shape defined by the
polar coordinates (θ, r(θ)), we convert them to Cartesian coordinates
using y = r sin(θ) and  = r cos(θ), and rasterize the resulting closed
polygon in a square grid with the target size M with scikit-image’s
polygon2mask. The panel in the upper left corner of Figure 4.5 shows a
N = 100 ensemble generated by sampling the base model r0 (D1).

For the experiments, we define five datasets of contour ensembles
(D2-D6 in Figure 4.5) based on the three types of outliers we describe
next. In all cases, we obtain an outlier-contaminated ensemble by
sampling from the mixture

r(θ) = r0(θ) + ρr1(θ), (4.14)

where ρ ∼ Bern(0.1) introduces an outlier with a probability of 0.1 and
r1 is defined analogously to r0 in Equation 4.12. In the following, we
describe the different outlier types.

First, we consider magnitude outliers in which we alter the shape’s
mean radius. We define the auxiliary random variable sgn = 2γ−1 where
γ ∼ Bern(0.5). sgn indicates whether the magnitude contamination
corresponds to shrinking (-1) or enlarging (1) the shape. The first dataset
with magnitude outliers is the Symmetric Magnitude Contamination (D2)
for which ƒ1(θ) = 0.3 · sgn. We define a second dataset with magnitude
outliers which we call Peaks Magnitude Contamination (D3). Instead
of changing the magnitude of the shape’s radius, in D3 we only
contaminate a subinterval (θ, θr) of θ where θ < θr and both θ and
θr are uniformly distributed random variables. Specifically, for D3, we
define ƒ1 as

ƒ1(θ) =

¨

sgn · nc θ ≤ θ ≤ θr
0 otherwise

where nc = 0.3, and θ and θr are defined for every θ ∈ θ.
The second type of outlier we consider is shape outliers. To obtain

shape outliers, instead of altering the mean radius of the circular shape,
we modify the parameters of the covariance matrix of ε1 which define
the amplitude (σ1) and the frequency (1) of the noise along the shape’s
boundary. Specifically, increasing σ1 leads to higher amplitude while
increasing 1 increases the number of peaks. For the Shape Inside (D4)
dataset, we keep σ1 = 0.003 but decrease the frequency to 1 = 0.01
to ensure that the shape varies while staying within the ensemble’s
envelope. For the Shape Outside (D5) dataset, we set σ1 = 0.009 and
1 = 0.04, which results in highly varying shapes that spill outside the
bounds defined by the normal members of the ensemble. We expect D4
outliers to be more challenging to detect than D5 ones, given that they
fall inside the ensemble’s envelope.
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The final type of outlier we consider are topological outliers which
correspond to contours that have holes or disconnected components
not present in other members of the ensemble. To create the Different
Topologies dataset (D6), we randomly downscale r1 using a uniform
distribution between 0.1 and 0.2 for the scaling factor. Note that we
use the same parameters for r1 as for r0. After determining the (, y)
coordinates of the shrank shape, we translate them to a random location
that lies either inside or outside (with equal probability) of the mean
circular shape defined by r0.

For the experiments, we consider several ensemble sizes N ∈ {∗10 :
1 ≤  ≤ max, where max = 10 for CBD and max = 30 for ID. We compute
10 realizations of each dataset/size/depth method combination to
establish the results’ statistical significance. We ran all the experiments
presented in this section on a Mac Book Pro (2022) with an M1 Pro
processor (without GPU acceleration) and 32 GB RAM.

4.6.2. EXPERIMENT 1: SCALING BEHAVIOR
Figure 4.6 depicts the time in seconds that each depth method takes
for ensembles of different sizes. For each size, we compute the mean
and standard deviation across replications and datasets (D1-6). The first
thing to note is that we only ran CBD methods until N = 100. After
this point, the CBD method took too long to compute. In contrast, we
considered ensembles up to size N = 300 for ID. The figure shows how
ID and eID, with a computational complexity of O(MN2), scale more
favorably than CBD methods, which are O(MN3).

In addition to the aggregated runtime, we investigated the time the
preprocessing and depth calculation loop portions of each method take.
Table 4.1 shows this information for D1 with N = 100. As the table shows,
all methods spend most of their time in the depth calculation loop (t2).
CBD methods take, on average, an order of magnitude more time than
ID methods. The large standard deviations of CBD methods’ timings
are caused by outlier timings that arose likely due to other processes
in the machine interfering with the experiment’s process. Within each
method family, the modified version takes more time because they
require more operations than the strict versions. Finally, CBD methods
have a larger preprocessing time (t1) than ID methods, which do not
require preprocessing. This is specific to our implementation, which
precomputes CBD’s bands before starting the depth calculation loop.

4.6.3. EXPERIMENT 2: OUTLIER DETECTION
Depths can be used to perform robust statistical analysis by removing
outliers, which are contours with low depth. For the second experiment,
we evaluate ID’s performance in identifying outliers in D2-D6 in
Figure 4.5. Specifically, given a set of outliers Om for a method m and
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Figure 4.5.: The first row presents an overview of the synthetic datasets
we used in the experiments, with the outliers highlighted
in orange. The last four rows plot the ensembles assigning
the lines’ colors based on the depths each method yielded.
Darker and brighter colors denote lower and higher depth
values, respectively. The color scale was scaled based on
the min and max depth value per dataset/depth method
combination to facilitate the comparison of the depth-
induced rankings across methods.

Table 4.1.: Mean and standard deviation of the preprocessing (t1), depth
calculation loop (t2) and full (t3=t1+t2) times in seconds for
D1 with N = 100.

Method t1 (secs) t2 (secs) t3 (secs)

CBD 6.75 ± 1.77 612.31 ± 351.40 619.06 ± 351.14
mCBD 6.48 ± 1.46 697.02 ± 328.91 703.50 ± 328.49
ID 0.00 ± 0.00 2.31 ± 0.37 2.31 ± 0.37
eID 0.00 ± 0.00 7.37 ± 3.98 7.37 ± 3.98
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Figure 4.6.: Comparison of mean runtimes across datasets and replica-
tions of CBD, mCBD, ID and eID. Both x and y-axis use
logarithmic scales and shaded area denotes the 95 percent
confidence interval.

a reference set Or , we compute the percentage of correctly identified
outliers with respect to the reference set as

POm,r =

¨

0 if |Or | = 0
|Om∩Or |
|Or | otherwise,

(4.15)

where | · | denotes the number of outliers in the set.
For a method m, we define its set of outliers Om as the ⌈Nα⌉ members

with the lowest depths, where ⌈·⌉ is the ceiling operator. For the results
we report next, we used α = 0.3. We compare the outliers of each
depth method identified against the ground truth (GT) outliers, which
we define as the reference set Or . Table 4.2 shows the mean and
the standard deviation of the percentage of the outliers each method
detected with respect to the GT ones for D2-D6 with N = 100.

As the table indicates, except for D2, strict depth methods are more
effective at identifying outliers. This result agrees with the functional
depth literature, which shows that strict depth methods have a higher
sensitivity to outliers [23]. The most challenging dataset for mCBD
and eID was D4, with inside-shape outliers. Although both methods
performed poorly, mCBD did a better job, which potentially indicates
that the extra comparisons of CBD endow the method with a higher
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sensitivity for detecting shape outliers.
As the table indicates, no strict method consistently outperforms the

other. ID performed better for the dataset with symmetric magnitude
contamination (D2) and topological outliers (D6). In the other cases,
CBD achieved better scores. Similarly, except for D4, the performance
of modified depth methods was comparable across datasets. These
results show how, in practice, the choice of method will depend on the
type of data at hand. In agreement with previous literature in band
depths [7, 23], the strength of CBD lies in identifying outliers like those
in D4, which have a significantly different shape but fall within the
ensemble’s band envelope.

Finally, we also compare the methods’ outlier detection performance
qualitatively. The four bottom rows of Figure 4.5 present the spaghetti
plots with lines colored according to the depths that different methods
yield. The figure evidences the similarities between CBD and ID, and
mCBD and eID. As expected, CBD and ID methods assign lower depth
values to contours that deviate from the ensemble’s main trend. CBD
and ID produce a wider range of depth values, demonstrated by the
color gradient which contains black and bright yellow lines. In contrast,
mCBD and eID yield mostly high-depth scores with some contours
receiving lower ones. Graphically, this translates to overall brighter
color gradients. Despite this visual change, it is possible to observe that
the depth-induced rankings of the contours are similar between strict
and modified versions.

Table 4.2.: Average percentage of outliers that Contour Band Depth
(CBD) and Inclusion Depth (ID) methods detected with
respect to the ground truth outliers for N = 100.

CBD (%) mCBD (%) ID (%) eID (%)
Dataset

D2 76.16 ± 13.31 98.12 ± 4.22 90.08 ± 7.68 98.12 ± 4.22
D3 77.54 ± 14.67 58.94 ± 13.19 71.46 ± 14.48 49.89 ± 14.20
D4 88.14 ± 15.59 17.43 ± 14.74 85.07 ± 14.34 8.06 ± 7.68
D5 85.21 ± 16.92 69.27 ± 8.94 83.37 ± 18.90 54.54 ± 7.78
D6 66.11 ± 9.31 68.19 ± 16.23 81.46 ± 13.33 66.52 ± 18.90

4.6.4. EXPERIMENT 3: ESTIMATOR’S ROBUSTNESS
Depth values permit generalizing uni-variate order and rank statistics
to the multivariate case. For this experiment, we are interested in the
quality of the trimmed mean, which is one of the robust statistics that
the contour boxplot visualization uses. To compute the α-trimmed mean
(Mα

m
) of an ensemble of contours we average binary masks of the top

N − ⌈Nα⌉ contours, depth-wise, and extract a new contour from the
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resulting scalar field using 0.5 as iso-value. Specifically, we compute
the α-trimmed mean contour for method m using the expression

Mα
m
=

∑N−⌈Nα⌉
=1 n(c)

N − ⌈Nα⌉
, (4.16)

where n(c1), ..., n(cN−⌈Nα⌉ ) are the binary masks of the inside regions
associated with the N− ⌈Nα⌉ contours with the highest depth, according
to method m. In addition to each method’s trimmed mean,
we also consider the sample mean (MS), which we compute per
dataset/replication combination by using Eq. 4.16 without trimming the
ensemble. MS represents a worst-case scenario in which outliers were
not removed. For the experiments in this section, we set α = 0.3.

A robust trimmed mean is one not affected by outliers. In other
words, the trimmed mean contour should be close to the population’s
average shape. Therefore, to evaluate the depth methods’ estimators,
we compare them against the binary mask of ƒ0 in Eq. 4.12, which we
denote MP. To compare the trimmed means with MP we compute the
mean squared error (MSE) between the masks

MSE(Mα
m
,Mα

P
) =

∑ros
r=0

∑cos
c=0[M

α
m
(r, c) − Mα

P
(r, c)]2

ros × cos
, (4.17)

where Mα
m
(r, c) is the value of the binary array of the trimmed mean Mα


under consideration at the given row and column.

Table 4.3 presents the mean and the standard deviation of the MSE
for D1-D6 with the ensemble size N = 100. Both CBD and ID methods
yield lower average MSE when compared to the sample mean MS.
This shows that removing outliers, only considering the most central
contours, leads to more robust estimators closer to the population mean
MP. In most cases, the mean MSE of MCBD

α
is higher than that of MD

α
.

The same observation holds for the modified versions, which suggests
that the outliers ID methods remove contribute more to deviating the
trimmed mean from the population estimate. Finally, modified depth
methods obtain lower MSE than their strict counterparts. Considering
that strict methods performed better at identifying outliers, this result
suggests that other contours besides artificially introduced outliers
might contribute more towards making the mean estimates less robust.
These results show that both CBD and ID methods yield robust mean
estimates that are closer to the population estimate than MS.

4.7. VISUAL COMPARISON ON REAL DATA
The previous results demonstrated ID’s robustness and more favorable
scaling behavior compared to CBD using synthetic data. We now
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Table 4.3.: Average MSE between population estimate MP, and the
sample mean (MS) and alpha-trimmed means obtained with
CBD (Mα

CBD
), mCBD (Mα

mCBD
), ID (Mα

D
) and eID (Mα

eD
) depths.

We compute the average MSE across replications for N = 100
and include also the standard deviation of the estimates. We
multiply both the mean and std by ×102 to reduce clutter.

MS Mα
CBD

Mα
mCBD

Mα
D

Mα
eD

Dataset

D1 1.42 ± 0.06 1.17 ± 0.10 1.13 ± 0.04 1.15 ± 0.08 1.12 ± 0.05
D2 1.77 ± 0.08 1.47 ± 0.12 1.32 ± 0.14 1.37 ± 0.14 1.31 ± 0.12
D3 1.51 ± 0.08 1.26 ± 0.11 1.20 ± 0.12 1.24 ± 0.10 1.18 ± 0.11
D4 1.46 ± 0.08 1.24 ± 0.09 1.14 ± 0.05 1.22 ± 0.08 1.13 ± 0.05
D5 1.50 ± 0.08 1.24 ± 0.10 1.17 ± 0.07 1.24 ± 0.10 1.17 ± 0.07
D6 1.60 ± 0.16 1.48 ± 0.23 1.17 ± 0.08 1.24 ± 0.14 1.15 ± 0.06

illustrate the use of ID with medical image semantic segmentation and
meteorological forecasting datasets. The contours in these real datasets
tend to cross over a lot. Therefore, we focus the analysis on eID, which
yields more visually meaningful results in these cases. Unless stated
otherwise, we used the same setup for the depth computation methods
and ran the analyses in the same machine as in the experiments with
synthetic data.

4.7.1. MEDICAL IMAGE SEGMENTATION ENSEMBLES
Data In image-guided medical specialties, clinicians use three-
dimensional images of the patient’s anatomy to plan the treatment. A
core step of the treatment planning process is to segment anatomies
of interest like malignancies and the organs-at-risk. With the advent of
deep learning-based auto-contouring technologies, this step has been
largely automated [29]. Nevertheless, clinicians still need to perform a
quality assessment of the segmentations, which requires understanding
the uncertainty in the predictions.

We consider the computerized tomography (CT) of a patient with
head and neck cancer treated at HollandPTC between 2018 and 2020.
The IRB approved the research protocol for the use of patient data
in research, all patients signed an informed consent form. For the
analysis, we focus on the brain stem and the parotid gland because
these structures are not always clearly visible in CT, which can increase
inter-clinician variability. In these cases, a visual statistical summary can
help clinicians understand the range of predictions. We used a collection
of 3D segmentation models based on the popular UNet architecture
[30] to generate an ensemble of segmentation predictions of the right
parotid gland. Specifically, we trained 30 models on different subsets of
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the training split of the dataset of the Head and Neck Auto Segmentation
MICCAI Challenge [31], a technique known as bootstrapping in the
machine learning community. The MICCAI dataset contains CT scans of
patients with head and neck cancer with ground truth segmentations
of nine organs at risk. To further augment the ensemble size, and
the variability of the predictions, we trained each model using different
learnable weight initializations. Using the resulting models to segment
the parotid gland yields an ensemble of 120 scalar maps of per-voxel
softmax probabilities. We extracted the contour ensemble that CBD and
ID receive as input by thresholding these arrays with an iso-value of
0.8. For the results below, we computed the depths of the ensemble
of contours in 2D 540 × 540 pixels slices of the right parotid gland and
brain stem segmentation volumes.

Analysis The top row of Figure 4.7 visualizes the raw ensemble of
contours of the brain stem and parotid gland using spaghetti plots. The
variability in the contours of the two structures differs due to changes
in visibility in the CT scans. The brain stem shows significantly more
variability than the parotid gland, especially on the upper left side,
where several contour lines go out of the way of the main shape. The
overplotting in the spaghetti plots creates high-density areas that hint
at the location of shape representatives. Conversely, one would expect
that contours in less dense areas that deviate from the ensemble’s main
trend correspond to outliers.

Visual statistical summaries remove the need from presenting all
ensemble members while still conveying relevant statistical features like
the representative contours and the ensemble’s variability. For each
anatomical structure, Figure 4.7 presents contour boxplots generated
with depths from the mCBD and eID, using α = 0.1 for the trimming.
The first thing to note is the different runtimes. For a N = 100 ensemble,
mCBD took more than twenty minutes to compute the depths. In
contrast, it took eID seconds. These results show that ID can support
larger datasets without requiring special hardware, which increases its
practical value.

In terms of the boxplot’s statistical features, we start by analyzing the
median, depicted as a yellow line. In both cases, the median that mCBD
and eID yield is not the same contour. Nevertheless, the contours’
shapes are visually similar. When we inspected the depth-induced
rankings of the contours, we noticed both medians obtained high depth
with both methods, but their ranks varied, which resulted in a different
contour being displayed. For instance, for the parotid gland, mCBD’s
median had the 8th highest depth according to eID. Similarly, eIDs’
median was ranked 8th according to mCBD. We observed a similar trend
with the brain stem. The similarity of the rankings induced by mCBD
and eID depths can be observed by comparing the method’s trimmed
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Figure 4.7.: Contour boxplots that provide a statistical summary of an
ensemble of contours of a slice of the brain stem (top row)
and right parotid gland (bottom row) of a head-and-neck
cancer patient. We generated the contour boxplots using
the depths obtained from the mCBD and eID. The yellow and
blue lines correspond to the median and mean, respectively.
Two bands are depicted in shades of purple as formed
by members with the top 50% and 100% depths, not
considering outliers, which are shown using dashed red
lines. The timings indicate the duration of the contour depth
computation process.
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means (blue lines) and the outliers (dashed red lines). The figure shows
how the means both methods yield are very similar. While the MSE
between mCBD’s and eID’s median contours is 0.013 (brain stem) and
0.011 (parotid gland) pixels, it is 0.0005 (brain stem) and 0 (parotid
gland) pixels for the means. In the appendix, we provide a juxtaposed
view of the medians and α-trimmed means to facilitate visual inspection.
The α-trimmed means are similar because mCBD’s and eID’s inlier and
outlier sets largely agree. For the right parotid gland, for example, both
sets perfectly intersect. Similar to the medians, the boxplots’ confidence
bands vary across methods. The reason is that although mCBD’s and
eID’s inlier and outlier sets agree, the ordering of the contours is not the
same (Pearson correlation coefficient between mCBD and eID depths of
0.96 for the brain stem and 0.98 for the parotid gland). Therefore, the
shape of the bands might differ if, for example, a contour that fell in the
50% band for mCBD does not for eID.

4.7.2. METEOROLOGICAL FORECASTING
Data A common use case for contour statistical models is to analyze
meteorological forecast data. In this work, we consider data from
the European Centre for Medium-Range Weather Forecasts (ECMWF).
Specifically, the ECMWF Ensemble Prediction System (EPS) provides
ensembles of predictions for different variables like precipitation,
temperature, and pressure. The forecasts include N = 50 perturbed
members and a control run. We analyze the same data as in [5],
which is the forecast from 00:00 UTC 15 October 2012. More details
about this type of data can be found at [32]. The region under
consideration encompasses 101×41×62 grid points, which corresponds
to latitude, longitude, and geopotential height dimensions. For the
analysis, we consider 2D fields, corresponding slices of the region where
the geopotential height is 500hP. To obtain contours from this field,
we threshold them using an iso-value of 5600 m. The left-most panel
of Figure 4.8, depicts the extracted contours laid over the geographical
region they span.

Analysis The spaghetti plot in the first column of Figure 4.8 permits
assessing the extent of the ensemble and suggests trends in high-
density areas. Furthermore, it permits identifying contour portions lying
outside of the ensemble’s envelope as potential outliers. The second
and third panels of Figure 4.8 color the lines using the depth that mCBD
and eID assigned to each contour. Darker and brighter colors represent
lower and higher values, respectively. Visual inspection reveals the
similarity between the methods’ outputs. Contours that are deep
within the ensemble’s predominant shape are brighter, signaling higher
depth. In contrast, contours with portions deviating from the ensemble’s
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5.6 secs 0.2 secs

Spaghetti plot eIDmCBD

Figure 4.8.: mCBD and eID depths for an ensemble of 500 hPa
geopotential height contour lines. The inset of each
method presents the corresponding contour boxplot with the
N× 20% = 10 contours with the lowest depth set as outliers.
We used an opacity of 0.1 for the spaghetti plot. For the
depth line plots, we scaled the color scale based on the min
and max depth each method yielded. The timings indicate
the duration of the contour depth computation process.

representative trend are darker. Additionally, the color gradients in both
mCBD and eID line plots are similar. Inspecting the depth scores closer
revealed a large agreement between the methods’ inlier and outlier sets,
which had 97% and 90% overlap (α=0.2). Nevertheless, similarly to the
case of segmentation data, the specific depth values vary (correlation
coefficient of 0.96), altering the depth-induced rankings and leading to
different medians (yellow) and bands being displayed. The α-trimmed
means (blue), with an MSE of 0.0021 pixels (compared to the medians’
MSE of 0.037 pixels), and outliers (red) evidence the agreement of
robust estimates based on mCBD and eID depth scores.

4.8. DISCUSSION AND CONCLUSION
In this paper, we presented Inclusion Depth (ID), a new depth notion
applicable to contour ensembles. The concept of statistical depth
permits extending order and rank-based statistics to the multivariate
case. Depth-induced orderings allow summarizing the ensemble
members in terms of their median, trimmed mean, and confidence
bands, and obtaining robust estimators by removing outliers.

ID provides theoretical guarantees on the depth estimates, derived
from its relationship with Half-Region Depth. Additionally, based on
the simple principle of assessing contours inside/outside relationships,
ID is accessible and its results interpretable. Using synthetic data we
demonstrated ID’s more favorable O(MN2) scaling, compared CBD’s
O(MN3) [7]. The experiments showed that ID and eID are successful
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at identifying a wide range of outliers and yield robust estimators of
the ensemble’s mean, comparable to CBD’s. These robust estimators
enable extending robust statistical theory and analysis to contours.
Finally, by applying ID to real datasets, we further demonstrated the
method’s practical value to analyze contour ensembles when paired
with visualizations like contour boxplots.

In the literature, it has been noted that CBD can be accelerated in
several ways. First, CBD’s outer loop is highly parallelizable, so it could
significantly profit from GPU acceleration. In this paper, we did not
focus on improvements that could be added on top of the methods.
Rather, we propose an alternative depth notion that is asymptotically
faster than CBD. Similarly to CBD, ID has a highly parallelizable loop, so
this improvement would also benefit ID. Second, in terms of algorithmic
improvements, [33] proposes a faster way to compute functional Band
Depth. Contours, with the different possible topologies, are not
straightforward to adapt to this methodology. Therefore, it remains
future work to verify whether these optimizations are possible. Same
as with parallelization, it holds that such an improvement would likely
benefit both CBD and ID.

The experiments with synthetic data showed that ID and eID detect
outliers with comparable performance to CBD across several outlier
types. Nevertheless, there is still room for improvement. Particularly in
the case of eID, which performed weakly at identifying shape outliers
with a magnitude similar to other ensemble members. Improving
outlying detection performance constitutes future work. We anticipate
that introducing information about the contour’s metric structure, similar
to [6], could help in cases where inside/outside relationships do not
suffice. Second, the eID can assign low non-zero depth scores to
outlying contours. mCBD uses an automatic thresholding method that
optimizes the ensemble’s mean depth to set outliers’ depth to zero.
This procedure removes the need to find a threshold for the trimming
operations via trial and error, like in eID’s case. To reduce users’ burden,
we will investigate options to integrate an automated thresholding
procedure similar to mCBD’s in our framework.

The improved computational complexity of ID brings within reach the
usage of depth-based order and rank statistics for larger datasets in
interactive settings. In domains like computer-aided design, simulation,
and medical image segmentation, it is common to deal with three-
dimensional objects [11]. Our method is quite general and can be
applied to three-dimensional contours with ease. Second, currently
unimodal distribution is assumed, however, when studying contour’s
ensembles it is common to first identify the main modes of variation [4,
19, 34]. CBD could make this identification more robust to certain types
of outliers [15] but at the cost of reduced interactivity. Using ID instead
would permit performing real-time interactive depth-based clustering on
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larger contour ensembles. Finally, the interactivity that ID unlocks calls
for reimagining contour boxplots for interactive scenarios. For instance,
it could be possible to change parameters or weights in the depth
function and see them reflected in the contour boxplot in real time.
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5
DEPTH FOR MULTI-MODAL

CONTOUR ENSEMBLES

This chapter extends the Inclusion Depth methodology presented in
Chapter 4 to handle ensembles exhibiting multi-modal patterns of
variation (i.e., containing several representative shapes). Such patterns
often arise from differences in training data, modeling ambiguities,
or inter-clinician disagreements. We propose the CDclust algorithm
and the notion of contour relative depth, which permit detecting and
visualizing these modes of variation. Further, we present significant
performance improvements for depth computation through a linear-time
algorithm and inclusion matrices. This enhancement potentially enables
clinicians to disentangle complex ensemble structures, facilitating more
targeted quality assessment. This chapter thereby improves upon
Inclusion Depth’s computational efficiency while expanding its analytical
scope, further equipping clinicians with tools to investigate ensemble
uncertainty.

This chapter is based on the published paper: Chaves-de-Plaza, Nicolas F., M. Molenaar,
P. Mody, M. Staring, R. van Egmond, E. Eisemann, A. Vilanova, and K. Hildebrandt.
“Depth for Multi-Modal Contour Ensembles”. In: Computer Graphics Forum 43.3
(2024), e15083. doi: 10.1111/CGF.15083
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5.1. INTRODUCTION
The problem of analyzing the distributional properties of contour
ensembles arises in a wide range of domains like meteorology, where
analysts need to interpret multiple simulation runs [1]; medicine,
where clinicians plan interventions using robust representations of the
organs [2]; and biology [3], where changes in cells’ morphology across
a population of cells can be indicative of looming disease. The
contour depth methodology has become established to visually analyze
contour ensembles in terms of their representatives, confidence bands,
and outliers. Examples include analyzing variations of meteorological
forecasts [4] and determining representative and outlying contours in
medical image segmentations [5, 6].

There are two contour depth notions available: Inclusion Depth (ID) [6]
and Contour Band Depth (CBD) [4]. ID assesses the number of times the
contour contains and is contained by other contours. CBD determines
the centrality of a contour by counting the number of times it falls in the
band formed by tuples of other contours in the ensemble. When dealing
with real data, contours tend to intersect multiple times. Non-nested
pairs of contours do not contribute to the depth score, resulting in less
discriminative CBD and ID depths. To overcome this challenge, epsilon
ID (eID) and eCBD consider partial containment. The depth scores that
ID and CBD yield can be used to summarize contour ensembles in terms
of their representatives, confidence bands, and outliers, which can be
visualized using contour boxplots [4].

The main practical limitation of contour depth methods is their
scalability. Most practical implementations of CBD only consider bands
formed by pairs of contours. Even then, given that there are N2 bands
formed by pairs of contours in a N-contour ensemble, CBD takes O(MN3)
operations to compute an ensemble’s depth, where M is the resolution
of the domain used to perform the contour comparisons. By only
considering pairwise relationships, ID provided an order-of-magnitude
speedup taking O(MN2) time, without sacrificing performance (i.e., ID
and CBD yield comparable depth estimates). Nevertheless, this might
not be sufficient in use cases that require multiple depth evaluations
like interactive analysis of large contour ensembles and clustering [7].

In this paper, we accelerate the computation of ID. In particular,
we present a linear time algorithm for computing eID that leverages
precomputed inclusion fields. Computing a contour’s depth reduces
to querying these fields in O(M) time. Moreover, we introduce the
inclusion matrix, which encodes the inclusion relationship between
pairs of contours, for accelerating the recomputation of an ensemble’s
depths when adding or removing groups of contours, without requiring
to recompute the whole ensemble’s depths. The ability to quickly
recompute depths is useful when computing depths progressively [8] or
when updating an ensemble’s configuration based on user interaction;
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Figure 5.1.: Computation of Inclusion Depth (ID) and Contour Band
Depth (CBD) for the six-member ensemble in (a). In (c),
ID involves evaluating containment relationships between
contour pairs. CBD (d) counts the number of times contours
fall within bands defined by a subset of contours, shown
in purple and blue. Additionally, (b) presents depth scores
through contour boxplots, providing a statistical summary of
the ensemble with median (yellow), confidence bands (light
and dark purple), and outliers (dashed red line).

and critical when using procedures that require multiple calls to the
depth function like clustering.

A limiting assumption of existing contour depth methods is that
contours in the ensemble were drawn from the same distribution.
In practical scenarios with multiple modes of variation, global depth
analysis may produce unexpected results, such as assigning high-depth
scores to points that are outliers within one mode but centrally located
in the overall ensemble [9].

We overcome the uni-modality assumption by introducing an extension
of the contour depth framework for multi-modal ensembles. Central
to this extension is the use of relative depth (ReD). By optimizing the
ensemble’s average ReD, the CDclust algorithm disentangles its modes
of variation. Each iteration of CDclust entails calling a contour depth
procedure several times on subsets of the data. Therefore, crucial
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to CDclust’s practical application are the newly introduced fast depth
computation schemes. Through experiments with synthetic datasets,
we illustrate how ReD and CDclust facilitate non-parametric analysis of
multi-modal ensembles. Additionally, we show two case studies in the
fields of medical image segmentation and meteorological forecasting
that further demonstrate the practical utility of the multi-modal depth
toolkit.

In summary, our main contributions are:

• Schemes for accelerated computation and recomputation of
contour depths, in particular, a linear time algorithm for eID
and the inclusion matrix, which removes the dependency on the
contours’ domain resolution when recomputing depths on subsets
of the ensemble. These speedups are crucial to enable use cases
like progressive depth computation and clustering.

• The first framework for multi-modal depth analysis of contour
ensembles. The CDclust algorithm leverages the inclusion matrix
to disentangle modes of variation in a contour ensemble by
maximizing its average relative depth.

5.2. RELATED WORK
Our research advances uncertainty visualization methods when using
ensembles to characterize underlying distributions. Ensembles permit
quantifying uncertainty related to initial conditions, training data, or
model parameters [10]. When visualizing ensembles, the data type,
dimensionality, and analytical tasks must be considered [11]. We
focus on ensembles of contours derived from spatial data, addressing
scenarios like thresholding scalar fields.

Spaghetti plots are commonly used to display contour ensembles, but
they become cluttered and less trustworthy for larger ensembles [12,
13]. Our focus is on providing an overview of the statistical properties
of the ensemble such as its representatives, confidence bands, and
outliers. Existing methods are categorized into parametric and non-
parametric approaches. Parametric methods assume a distribution, such
as Gaussian models fitted to contours’ PCA-reduced signed distance
fields (SDF) [14, 15] or Gaussian models at each grid point [16]. Non-
parametric methods, like Contour Probability Plots [17] and EnConVis
[18], avoid distributional assumptions and offer accurate point-wise
descriptions. A hybrid approach uses pairwise contour comparisons to
determine centrality [19].

Contour depths, a nonparametric method, exhibit desirable properties
such as sensitivity to shape and topology, making them suitable for
downstream analyses like clustering [7] and regression [20]. Contour
Band Depth [4], while effective for ensemble characterization, scales
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poorly with the size of the ensemble. A recently proposed alternative
with more favorable scaling behavior is the Inclusion Depth [6]. In
this paper, we unify both depth notions using the inclusion matrix,
capturing the topological relationships among ensemble members. The
proposed approach achieves an order of magnitude speedup in Contour
Band Depth (CBD) and accelerates the recomputation of depths, which
is relevant in interactive scenarios and clustering. Furthermore, we
present a linear algorithm for epsilon Inclusion Depth (eID), enabling
using eID with large contour ensembles.

Depth methods, assuming a uni-modal distribution, may yield
unexpected results in the presence of multiple modes. Previous
research addresses mode variation in contour ensembles through
clustering. We leverage depth to support this process. Notable
approaches include detecting multi-scale symmetries using high-
dimensional transform-invariant spaces and nearest neighbor search
[21]; and using lower-dimensional representations like PCA-reduced
contours SDFs [14] with existing clustering methods such as KMeans
[17], density-based clustering [22] and agglomerative hierarchical
clustering [15], which favors compact elliptical clusters for Gaussian
mixture model fitting [14]. Finally, the EnConVis framework for contour
ensemble analysis emphasizes the importance of the distance function
in clustering and classification tasks [18].

Depth methods enhance clustering but are yet to be explored in
contour contexts. Notable instances include a scheme for clustering
multi-variate data using l1 depth [7], recently adapted to use curve
depth [23]; the bisecting k-spatialMedian algorithm based on spatial or l1
depth [24]; depth-based clustering analysis (DBCA) for affine-invariant
and noise-robust clustering [25]; CRAD, a density-based clustering
algorithm employing robust data depth [26]; the depth difference (DeD)
metric for determining optimal cluster count [27], and depth-based
medoids clustering algorithm (DBMCA) for high-dimensional directional
data [9].

5.3. BACKGROUND: CONTOUR DEPTH
The contour statistical depth methodology permits characterizing an
ensemble of contours in terms of the centrality, or alternatively
outlyingness, of their members. In the following, we discuss the two
main notions of contour depth: Inclusion Depth and Contour Band Depth.
Figure 5.1 illustrates the available contour depth notions and how to
visualize an ensemble’s summary statistics using contour boxplots.

Inclusion Depth Let C be an ensemble of N contours. The Inclusion
Depth (ID) of c ∈ C results from the number of other contours that c
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contains and in which c is contained [6]:

ID(c|C) =
2

N
min{Nn(c), Not(c)} with

INn(c) =
N
∑

j=1

n(c) ⊂ n(cj), and

INot(c) =
N
∑

j=1

n(cj) ⊂ n(c),

(5.1)

where n(c) denotes the subset in the plane enclosed by the contour
and ⊂ yields 0 or 1, depending on the contours’ inclusion relationship.
The ID values range between [0,1]. When using bitmaps of M pixels to
represent contours, ID has a computational complexity of O(MN2).

Contour Band Depth The Contour Band Depth (CBD) of c ∈ C is the
average number of times that the contour falls inside the band formed
by any other J-band with J ∈ {2,3,4, ..., N − 1} [4]. We say a contour c
falls in the band formed by J other contours if it contains the contours’
intersection and is contained by their union:

CB(c|c1, ...cj) =
j
⋂

j=1
n(cj) ⊂ n(c) and n(c) ⊂

j
⋃

j=1
n(cj) (5.2)

Contour Band Depth (CBD) can be written as

CBD(c|C) =
J
∑

j=2

1
�N
j

�

(Nj )
∑

k=1

CB(c|B
j
k), (5.3)

where B
j
k is the kth band of the set of j-contours bands. The CBD values

range between [0, 1]. CBD is computationally expensive for J > 2, so, in
practice, J = 2 is used. In Sec. 5.5, we illustrate how to obtain compute
CBD in O(N2) time using the inclusion matrix.

Epsilon Contour Depth When contours intersect, there tend to be ties
(i.e., pairs of contours for which neither contains the other) and low
depth scores. To mitigate this, variants of CBD and ID have been
introduced that use the modified epsilon subset operator

A ⊂ε B = 1 −
¨

0 |A| = 0,

|A − B|/ |A| otherwise,
(5.4)
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where |A| denotes the area of A, A− B the relative set difference and ⊂ε
outputs a continuous value between [0,1].

The modified epsilon ID (eID) [6], replaces ⊂ in Eq. 5.1 with ⊂ε.
Similarly, the modified CBD, which we will refer to as epsilon CBD
(eCBD), replaces ⊂ in Eq. 5.2 with ⊂ε, yielding the epsilon band
containment operator

CBε(c|c1, ...cj) =min

 

j
⋂

j=1
n(cj) ⊂ε n(c), n(c) ⊂ε

j
⋃

j=1
n(cj)

!

, (5.5)

Computing eID takes O(MN2) time.

Computing eCBD entails forming a N×
∑

J

�N
J

�

matrix listing the outputs

of Eq. 5.5. Individual depth values are then computed by thresholding
and averaging matrix entries. Because eCBD requires assembling the
complete matrix, it is not possible to apply the same acceleration

strategy as for CBD. Therefore, eCBD has a complexity of O(MN
∑

J

�N
J

�

).

5.4. LINEAR EPSILON INCLUSION DEPTH COMPUTATION

The Epsilon Inclusion Depth (eID) replaces the subset operator in Eq. 5.1
by the epsilon subset operator, defined in Eq. 5.4, to compute the
proportion of area of one contour that is contained in another (INε

n
and

INε
ot

). By reorganizing the loops in these expressions, it is possible
to obtain an algorithm to compute eID in O(NM). In the following, we
simplify notation by using c = n(c). c(m) yields c’s value at the mth

domain point.

Eq. 5.6 provides the derivation for INε
n

. We start by plugging Eq. 5.4
into INn in Eq. 5.1. Note that the set difference can be written as a loop
over the M bitmap pixels of a contour, where c(m) = 1 if pixel m is in
contour , and 0 otherwise. We compute

∑N
j=1(1 − cj(m)) ahead of time

and store it in a lookup table preεn(m) =
∑N
j=1(1 − cj(m)). Computing

these values takes O(MN) time but only needs to be done once for all
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contours.

INε
n
(c) =

N
∑

j=1

1 −
|c − cj|

|c|

= N −
1

|c|

N
∑

j=1

|c − cj|

= N −
1

|c|

N
∑

j=1

M
∑

m

(1 − cj(m))c(m)

= N −
1

|c|

M
∑

m

c(m)
N
∑

j=1

(1 − cj(m))

= N −
1

|c|

M
∑

m

c(m)preε
n
(m)

(5.6)

The same idea also applies to INε
ot

. We again refactor the formula

to obtain a precomputed lookup table preε
ot
(m) =

∑N
j=1

cj(m)
|cj |

which is

shared between all contours. Computing INε
ot
(c) and INε

n
(c) now takes

O(M) time with a precomputation of O(MN) to create the lookup tables.
This results in O(MN) time complexity to compute eID for all N contours
in the ensemble.

INε
ot
(c) =

N
∑

j=1

1 −
|cj − c|

|cj|

= N −
N
∑

j=1

|c − cj|

|cj|

= N −
N
∑

j=1

M
∑

m

(1 − c(m))cj(m)

|cj|

= N −
M
∑

m

(1 − c(m))
N
∑

j=1

cj(m)

|cj|

= N −
M
∑

m

(1 − c(m))preε
ot
(m)

(5.7)

5.5. FAST DEPTH RECOMPUTATION
In the following, we introduce the inclusion matrix, which permits
decoupling the depth computation from the assessment of the pairwise
inclusion relationship between contours. We show how, in practice, this
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Figure 5.2.: Inclusion (a) and epsilon inclusion (b) matrices of the contour
ensemble in Fig. 5.1. In the strict inclusion matrix, cells are
colored if a row contour is a subset of the column contour.
The epsilon inclusion matrix values range between 0 and 1,
discretized into seven bins for visualization simplicity.

translates to a significant speedup in the computation of ID and CBD
(J = 2) on an ensemble’s subsets, a feature critical for use cases that
require depth evaluations within the ensemble, like clustering.

At the hearts of ID and CBD are the subset and epsilon subset
operators, which permits establishing the containment relationship
between all pairs of contours in the ensemble. We term the matrix
that collects all the pairwise comparisons inclusion matrix C and epsilon
inclusion matrix eC, respectively. Starting with the latter, a cell eCj with
, j ∈ N is computed as:

eCj = n(c) ⊂ε n(cj) (5.8)

where ⊂ε is the operator defined in Eq. 5.4. To obtain C, it suffices to
threshold eC as

Cj = 1≥1[eCj], (5.9)

where 1[ ·] is the indicator function.
Fig. 5.2 depicts C and eC for an ensemble of six contours. The

epsilon inclusion matrix (b) has values that range between 0 and 1,
with one denoting full containment. In practice, entries are only zero
if the two contours are disconnected components. If this is not the
case and A ̸⊂ε B in Eq. 5.4, then the entry will be lower than one but
not zero, systematically increasing the depth scores, but preventing ties
due to the non-perfect nestedness of contours. In general, the inclusion
matrices are not symmetric. For example, C is not symmetric as for  ̸= j,
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if n(c) ⊂ n(cj) then n(cj) ̸⊂ n(c). It is also not antisymmetric because
n(c), n(cj) might not share a containment relationship like in the case
where they are disconnected components.

The inclusion matrix provides the information needed to compute CBD
when only bands formed by two contours are considered. Therefore, in
the particular case of CBD with J = 2, it is possible to obtain a quadratic
runtime. It is possible to determine the number of bands a function falls
in by calculating the number of functions above (N) and below (Nb)
that function, and using the formula Nbnds = NNb + N − 1 [8]. This
simplification works because of the assumption that a function cannot
fall in a band formed by functions that cross over [1]. In the contour
case, by setting N = INot and Nb = INn, both of which can be obtained
from the inclusion matrix, it is possible to obtain CBD in O(MN2), the
time it takes to compute the inclusion matrix. It must be noted that this
strategy does not apply to eCBD because eCBD requires operating on
the full contours-vs-bands matrix.

The inclusion matrix decouples the initial computation of the pairwise
inclusion relationships from the depth calculations. Therefore, adding
or removing small subsets of contours is fast. Adding N′ new contours
to the ensemble grows the inclusion matrix from N2 to (N + N′)2
entries. Adding these 2NN′ + N′2 new entries takes O(MNN′ + MN′2)
time, significantly faster than recomputing the matrix from scratch.
In the next section, we will show how this feature enables CDclust.
Additionally, in the experiments section, we show how it can be used to
progressively compute depth.

5.6. MULTI-MODAL ANALYSIS
5.6.1. RELATIVE DEPTH
Relative Depth (ReD) is an extension of the concept of depth to multiple
clusters or modes of variation. Intuitively, a contour belongs to the
correct partition if the contour’s depth in the partition it belongs to is
higher than what it could attain if it belonged to any other partition. In
the following, we refer to the former as depth-within and to the latter as
depth-between.

Let K be a partitioning of the N contours into K clusters. K (k) yields
the ids of the contours belonging to partition k. Given a contour c ∈ C
with  ∈ K (k), we compute its relative depth ReD as

ReD = ReD(c|C, K ) = D

− Db


(5.10)

with the depth-within defined as

D

= D(c|{cj|j ∈ K (k)}), (5.11)

110



5

Chapter 5

Figure 5.3.: Relative depth scores as a function of the clustering
labels for an ensemble of N = 30 contours in a three-
ring configuration. Each ring has a different proportion
of contours. The top row illustrates the different label
assignments. The bottom row depicts the depth-within
cluster (bar above 0 line), depth-between cluster (bar below
0 line), and relative depth (bar with black stroke and no fill)
for each ensemble member.

and depth-between as

Db

= mx

 ̸=k;∈{1,...,K}
D(c|K ()), (5.12)

where D is any suitable contour depth notion like Inclusion Depth or
Contour Band Depth. ReD values range between [-1, 1]. A contour that
attains the minimum value in this range is likely assigned to the wrong
partition or corresponds to an outlier because its D is zero and its Db

is the maximum value. In contrast, a contour with the maximum value
of the range is considered the median of the partition it belongs to.

Fig. 5.3 depicts the ReD (using ID) per contour for different partitionings
of an (N = 30) ensemble of contours made of overlapping rings spawned
in different locations with perturbed radius. The first row shows the
ensemble and its partitioning with each partition colored differently. The
second row depicts the D


(colored bar above zero line), Db

 (mirrored
colored bar below zero line), and ReD (non-colored bar with black
stroke) per contour (horizontal axis). The first column represents the
unimodal case in which calculating the ReD reduces to computing the
depth-within of each ensemble member. The other three columns show
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a random partitioning, a partitioning in which only some labels were
exchanged, and the generative ground truth labels. It can be observed
how the average ReD is maximized by the partitioning with generative
labels because there are no contours with non-zero Db

 .
Interestingly, the average ReD in the case with ground truth labels

is also larger than in the uni-modal case, despite the latter not having
contours with positive depth-between. This shows how the incorrect
uni-modal assumption of the traditional depth notion negatively affects
overall depth scores. In the experiments, we leverage this observation
to show how ReD can be used as a cluster validation tool to determine
the optimal number of clusters K.

5.6.2. CDCLUST
The average ReD score of a partitioning K provides an indication of its
quality. Specifically, we say that K is satisfactory if the average ReD is
maximized, which entails maximizing the depth-within and minimizing
the depth-between of every contour. The problem of obtaining the K
that maximizes ReD can be formulated as

K = rgmx
K

1

N

N
∑

=1

ReD(c|C, K ) =
1

N

N
∑

=1

D

− Db


, (5.13)

where C is fixed.
The optimization problem in Eq. 5.13 has a large discrete search

space. We adopt a heuristic inspired by KMeans [28] to obtain a
reasonable solution. Algorithm 2 presents the pseudocode of CDClust.
CDclust takes as input the contour ensemble C, the desired number
of components K, random trials T, and iterations tm. In practice,
there are potentially many local optima. Additionally, in some cases,
a cluster might become empty. To ensure a better exploration of the
solution space, we permit the user to define a number of random trials
to perform.

Starting from a random partitioning, CDclust proceeds to iteratively
increase the partitioning depth by reassigning contours to the cluster
that represents them best. Specifically, at each iteration, the algorithm
computes the contours’ depth with respect to the other clusters and
collects these depth values in the matrix DK ∈ RN×K . We define the
competing cluster of a contour as the cluster that maximizes its depth

comp = rgmx
∈{1,...,K}

D(c|K ()). (5.14)

If the current assignment K (c) maximizes the contours’ depth, then it
is not relocated. Otherwise, the algorithm reassigns to its competing
cluster.
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Algorithm 2 Depth-Based Contour Clustering (CDclust)

Require: C,K, T, tm ▷ N-contour ensemble, number of components,
number of random trials and of iterations

1: ∗
K
← {} ▷ Best partition

2: μReD∗ ← −∞ ▷ Best average ReD
3: for t ∈ {1, ..., T} do
4: K ← random partitioning of C into K clusters
5: for  ∈ {1, ..., tm} do
6: DK ∈ RN×K ▷ Between-cluster depth matrix
7: for k ∈ 1, ..., K do
8: DK

·,k ← {D(c|Ck)|c ∈ C} ▷ Via inclusion matrix
9: end for

10: D ← {DK
,k
|k = K (c) and  = {1, ..., N}}

11: Db ← {DK
,
| = rgmx ̸=K (c)D

K
,

and  = {1, ..., N}}
12: ′

K
← K

13: K ← {rgmxk D
K
,k
| ∈ {1, ..., N}}

14: μReD← 1
N

∑

D


− Db


15: if μReD > μReD∗ then
16: K∗ ← K
17: ReD∗ ← ReD
18: end if
19: if K = ′K then
20: return K
21: end if
22: end for
23: end for
24: return K
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5.6.3. CDCLUST COMPLEXITY
CDclust’s runtime depends on the number of trials T and a maximum
number of iterations tm. Within each iteration, CDclust requires
computing the depth of each contour with respect to each cluster. If
the inclusion matrix is used, then its precomputation is the bottleneck
of the algorithm taking O(MN2) time. Within the loop, it takes O(N) time
per contour to compute its depth with respect to all clusters, yielding
a complexity of O(N2). Therefore, in this case, CDclusts complexity is
O(MN2 + tmTN2).

When using the linear time eID, one needs to compute the inclusion
fields at each iteration, which takes O(MN) time. The most expensive
part of the algorithm is the computation of the between-cluster depth
matrix, which takes O(KN) time. In total, CDclust with linear eID runs in
O(tmTMN + tmTKN). Note that when a high resolution grid in the
plane is used to resolve the contours, MN may be larger than N2. In this
case, CDclust with the linear time eID has slower iterations than CDclust
with the inclusion matrix.

5.7. EXPERIMENTS ON SYNTHETIC DATA
This section presents the results of experiments with synthetic datasets,
demonstrating the performance of the proposed methods. The
experimental code1 and contour-depth Python package 2 are available
as GitHub repositories. Further speedups can be achieved by using a
more performant programming language and implementing parallelism
in the code. We ran all the experiments on a Mac Book Pro (2022) with
an M1 Pro processor (without GPU acceleration) and 32 GB RAM.

5.7.1. FAST COMPUTATION OF CONTOUR DEPTH
Setup We use the shape outside outliers detailed in the Inclusion Depth
paper [6]. We define a stochastic model from which we can sample
inlier shapes and outlier shapes with higher amplitude and frequency,
endowing them with distinct shapes. We use an outlier contamination
proportion of 0.1. The second column of Fig. 5.7 shows an example of
the shape outlier dataset.

To generate datasets of varying sizes, we start with the full
ensemble (N = 300) and sample increasingly smaller -nested- subsets
in increments of 10 until 10 elements remain, yielding sampling sizes
Ns = {10,20,30, ...,300}. For the unoptimized CBD in the scaling
behavior experiment, we only consider until N = 150 due to its steep
increase of computational cost. For each combination of method/sample
size, we run five random trials to derive confidence intervals of the

1https://graphics.tudelft.nl/paper-multimodal-contour-depth
2https://graphics.tudelft.nl/contour-depth
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results. Finally, for the progressive depth calculation experiment, we use
N = 150. To increase difficulty, we shuffle the shapes in the ensemble,
interleaving inliers and outliers.

Scaling Behavior Fig. 5.4 compares the runtimes of the linear eID
computation with other contour depth methods. In particular, the figure
includes strict CBD (J = 2) and ID. We differentiate whether the method
was optimized or not. Optimized CBD refers to computing strict CBD
using the expression presented in Sec. 5.5, ID has no optimized version
and unoptimized eID refers to using the inclusion matrix to compute the
depths. The performance gains are evident. ID and unoptimized eID
are at least an order of magnitude faster than CBD when more than
two contours are used to form the band. Linear eID is, in turn, an
order of magnitude faster than methods based on the inclusion matrix,
computing depths of 300-contour ensembles in under ten seconds.
These results confirm the speed-ups that ID and linear eID achieve. It
is important to note that speed is only one factor to consider when
selecting a depth notion. In practice, the properties of strict depth
notions might be desired. In this case, the best-performing methods,
optimized CBD (J = 2) and ID, have a time complexity of O(MN2). In the
case of CBD, if more bands are desired, the performance of the methods
will rapidly degrade as it depends on the number of possible bands that
can be formed out of J contours.

Progressive Depth Computation We now demonstrate the usage of fast
depth computation for progressively calculating and rendering depths,
which can enhance analytical processes [29]. Fig. 5.5 compares the
runtimes of the batched and progressive depth computation of a N = 100
ensemble. We assume that the ensemble’s contours become available
one at a time. For the batched method, we recompute the ensemble’s
ID every time a new contour arrives. For the progressive method, we
only compute missing entries of the inclusion matrix and then perform
a depth update of the ensemble. As can be observed in the line plot,
the cost of adding a contour to the ensemble is significantly higher for
the batched version. The N = 100 ensemble takes an average of 57
seconds per contour with the first one taking a fraction of a second
and the last one more than four minutes. In contrast, the progressive
version takes advantage of the information contained in the inclusion
matrix to avoid unnecessary recomputations. It takes 1.15 seconds on
average to recompute the ensemble’s depths, which means that the
whole ensemble can be progressively rendered in less than two minutes,
allowing for interactive rates. The vertical stripe on the right side of the
figure illustrates how the incremental calculation of depth works.
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Figure 5.4.: Comparison of mean runtimes for different sample sizes of
optimized and unoptimized versions of CBD, ID, and eID. The
y-axis uses a logarithmic scale and the shaded area denotes
the 95 percent confidence interval across replications.

5.7.2. MULTI-MODAL CONTOUR ANALYSIS
Setup We use three datasets (N = 100) that contain multiple modes of
variation. First, the three rings dataset has three overlapping groups
of circles each with perturbed radii and centers. Each circle group has
a different number of circles and spread (different radii distribution).
Second, the non-nested cluster dataset contains three groups of circles
C1, C2, and C3 arranged such that C1 and C2, and C1 and C3 are
nested but C2 and C3 are not. Circles in each group have perturbed
radii and centers and different spreads. Finally, we reuse the shape
outlier dataset from the last subsection, which can be thought of as an
ensemble with two modes of variation: inliers and outliers. Figs. 5.6 and
5.7 illustrate these datasets.

In preliminary experiments, we observed that the performance of
CDclust decreases when using ID due to the method’s tendency to yield
ties if the contours intersect. Therefore, unless mentioned otherwise,
we use eID as a depth notion for both ReD and CDclust. For CDclust, we
use T = 5 and tm = 10. The number of clusters K changes depending
on the experiment’s purpose.

We compare CDclust against two relevant existing methods that
leverage a PCA-reduced SDF representation of the contours. To obtain a
contour’s SDF representation, we compute the signed distance of each
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Figure 5.5.: Comparison of the time it takes to compute depths of a
growing ensemble (N = 100) using batched and progressive
depth calculation. The x and y-axes have log scales. The
x-axis indicates how many contours have been processed at
the time given by the corresponding point in the y-axis. The
strip to the right depicts the updating of the depth scores as
the ensemble grows.

pixel to the closest point on the contour and use principal components
analysis to keep the dimensions in the resulting field that explain
0.999 of the variance [14]. First, we consider KMeans [28], which
iteratively improves the clustering by assigning points to the closest
center. Similarly to CDclust, we set the number of attempts to 5
and the maximum number of iterations to 10. Second, we consider
agglomerative hierarchical clustering (AHC) with average linking, which
is part of the CVP pipeline proposed in [14, 15]. We choose the number
of clusters to match the one used in CDclust and KMeans. For both
clustering algorithms, we use Sklearn’s implementation with Euclidean
distance as the distance metric.

Cluster Validation Using ReD Average ReD (μReD) can be used to
determine the optimal number of clusters. Fig. 5.6 depicts this cluster
validation strategy for the three rings dataset (N = 100). For different
values of K, we run CDclust and compute the clustering μReD. To reduce
the sensitivity to a specific clustering result, we perform this process ten
times, varying CDclust’s random seed. The graph (top row of Fig. 5.6)
shows the mean μReD per K surrounded by a 95% confidence interval.
It can be observed how K = 3, the desired clustering, consistently
maximizes μReD. As K increases, the mean μReD decreases and the
uncertainty in the clustering results increases. The figure’s bottom
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section shows the resulting clusterings for one of the random seeds. As
can be observed, in some cases higher K clusterings preserve the inlier
structure of K = 3, assigning magnitude outliers to the extra clusters.
The depth-within of the swapped contours does not change because of
their outlier status, but their depth-between increases, which results
only in a slight decrease in μReD. In other cases, a ring group is split
into two or more components, reminiscing clusterings obtained with
hierarchical methods.

Figure 5.6.: Selection of the optimal number of clusters using μReD. The
line plot depicts the mean μReD per K-clustering across ten
samples. The shaded area corresponds to a 95% confidence
interval. K = 3 and K = 8 (vertical dashed lines) attain the
highest and lowest mean μReD, respectively. The bottom
section presents examples of the resulting clusterings for
one of the samples.

Comparative Evaluation of CDclust In the synthetic datasets we con-
sidered, we observed that ReD, KMeans, and AHC exhibited a similar
clustering behavior when using the ground truth K. The methods’
behavior changed when exploring alternative Ks. The first column of
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Fig 5.7 presents an example of the non-nested cluster dataset. We
clustered the dataset with K = 2. Both CDclust and AHC put the small
group of contours (in orange for CDclust and AHC) in a separate cluster.
In contrast, KMeans classified these contours as belonging to the same
cluster as the inner ones, which are partially disconnected/unnested.
This example shows how CDclust has increased sensitivity to the
nestedness relationship between contours, which could be useful in
cases where one wants to flag groups of contours with a different
nestedness relationship.

The previous result hints at the strength of contour depth in identifying
shape outliers. For ID, the user must select a depth threshold for
the outliers. CBD uses an automatic mechanism to determine it. We
explored the utilization of clustering methods to identify the shape
outliers, using the shape outliers dataset and K = 2. The second column
of Fig. 5.7 shows an example of the results. As can be observed, CDclust
assigned all the 16 shape outliers to the same group. It also assigned
contours with extreme magnitudes to the group of outliers, highlighting
as inliers the highly central core of circular contours. KMeans and AHC,
relying on distances rather than on the inclusion relationships, do not
achieve a clear separation. KMeans splits the shape outliers, assigning
11 to the green cluster and 5 to the orange one. Furthermore, in
the orange cluster KMeans mixes representative contours with shape
outliers. For K=2, AHC only separated one magnitude outlier from the
rest, combining shape outliers and inliers. This result is sensitive to
AHC’s linking method and the K used. When we tried larger values for
K, AHC assigned shape outliers to low cardinality clusters, producing a
satisfactory separation of the inliers similar to CDclust’s. Nonetheless,
needing to tinker with both K and the linking method hinders the
method’s practicality. The results indicate that CDclust can also be used
to separate outliers from inliers, permitting us to automatically obtain a
robust outlier-free cluster, which can be used in downstream procedures.

5.8. CASE STUDIES
In this section, we demonstrate how CDclust+ReD can be used to
perform non-parametric multi-modal visual analysis of real datasets. We
use eID because it is the fastest depth notion available and because
contours in real data tend to intersect. For CDclust, we use the same
configuration as in the previous section. For CVP, we implement the
pipeline as described in [14]. In summary, CVP uses agglomerative
hierarchical clustering of the PCA-reduced SDF representations of the
contours to find the modes of variation. The cluster representatives are
the geometric medians of each cluster in PCA space. The bands are
computed from the SDFs by adding and subtracting from the mean SDF
a user-selected number of standard deviations (we use one standard
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Figure 5.7.: Comparison of clustering results of CDclust, KMeans, AHC
and the reference labels for the non-nested cluster and
shape outlier datasets with K = 2.

deviation for the results in this section).

For visualization of the results, we use spaghetti plots and contour
boxplots [4]. We render contour boxplots using a single hue to
accommodate multiple modes of variation and consider the median
(thick solid line) and the confidence bands (semi-transparent polygon
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with the same hue as the median line). We do not render the outliers for
clarity of exposition. Nevertheless, for CDclust+ReD, we filter out the
bottom ten percent of contours with the lowest depth per cluster and
then compute the band with the remaining contours. We use the same
computer as in the experiments with synthetic data.

5.8.1. SEGMENTATION ENSEMBLES
Data With the advent of deep learning-based auto-contouring technolo-
gies, segmentation of organs-at-risk (OARs) in radiotherapy has been
largely automated [30]. Nevertheless, clinicians still need to perform a
quality assessment of the segmentations, which requires understanding
the uncertainty in the predictions. We consider the computerized
tomography (CT) of a patient with head and neck cancer treated at
HollandPTC between 2018 and 2020. The IRB approved the research
protocol for the use of patient data in research, all patients signed an
informed consent form. We trained 30 segmentation models based on
the popular UNet architecture [31] on different subsets of the training
split of the dataset of the Head and Neck Auto Segmentation MICCAI
Challenge [32]. The MICCAI dataset contains CT scans of patients with
head and neck cancer with ground truth segmentations of nine OARs. To
further augment the ensemble size and the variability of the predictions,
we trained each model using different learnable weight initializations.
Using the resulting models to segment the parotid gland yields an
ensemble of 120 scalar maps of per-voxel softmax probabilities. For the
analysis, we focused on 540 × 540 pixels 2D slices of the OARs. We
obtain the contours by thresholding the probabilities with an iso-value
of 0.8.

Analysis Fig. 5.8 illustrates a depth-based multimodal analysis of a
slice of the ensemble of segmentations of the right parotid gland using
depths. We focused on the parotid gland because it is not always
clearly visible in CT, which can increase inter-clinician variability. In
these cases, a visual statistical summary can help clinicians understand
the range of predictions. The spaghetti plot (a) provides an overview of
120 segmentations, revealing trends that are challenging to disentangle
visually due to occlusion. Using contour boxplots based on the eIDs of
the ensemble (b) simplifies data display and showcases variability in
wide confidence bands. Notably, the median contour differs significantly
from the outer band boundary, suggesting multiple modes of variation.
To validate this hypothesis, we used CDclust with K = 2 (max average
ReD). The resulting clustering reveals a split into inner and outer
sections (c). The orange cluster has more members, which explains its
representative shape being selected as the median in (b). While contour
boxplots improve on spaghetti plots, occlusion persists. In (d), clinicians
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can drill down by clicking on the cluster of interest in the vertical
proportions bar, revealing that most of the teal cluster’s variation is
concentrated in the bottom right, where confidence bands are wider.

Figure 5.8.: Different stages of the ensemble analysis process. a) and b)
present an overview of the ensemble using a spaghetti plot
and a contour boxplot based on the depths of the complete
ensemble. c) and d) present a multi-modal analysis of the
ensemble. c) depicts an overview of the different modes of
variation and d) focuses on the less representative variation
mode.

5.8.2. WEATHER FORECAST ENSEMBLES
Data A common use case for contour statistical models is to analyze
meteorological forecast data. We consider data from the European
Centre for Medium-Range Weather Forecasts (ECMWF). Specifically,
the ECMWF Ensemble Prediction System (EPS) provides ensembles of
predictions for different variables like precipitation, temperature, and
pressure. The forecasts include N = 50 perturbed members and a
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control run. We analyze the same data as in [14], which is the forecast
from 00:00 UTC 15 October 2012. More details about this type of
data can be found in [1]. The region under consideration encompasses
101 × 41 × 62 grid points, which corresponds to latitude, longitude, and
geopotential height dimensions. For the analysis, we consider 2D fields,
corresponding slices of the region where the geopotential height is
500hP. To obtain contours from this field, we threshold them using an
iso-value of 5600m. The spaghetti plot in Fig. 5.9 depicts the extracted
contours laid over the geographical region they span.

Analysis Fig 5.9 (b) shows the results of utilizing CVP to analyze the
forecast ensemble [14]. The majority of the ensemble’s members
belong to the purple (25) and orange (23) clusters. and the geometric
medians (solid lines) are similar in shape, with the orange one exhibiting
more pronounced curves towards the middle of the map. The green
cluster contains the fewest members (3), and its shape differs from
the other two, especially at the left of the map. When performing
non-parametric analysis with CDclust (c), one can observe trends similar
to CVP’s. In particular, the proportions (24, 17, and 10 members) remain
similar, and the shapes of the representatives too. This shows that
both clustering procedures identified similar trends in the data. The two
methods mainly differ in the bands’ shapes and the representatives’
smoothness. The depth-based bands are generally thicker, and the
trajectories of the representatives are more distinct because they are
made from inlier contours in the ensemble. In contrast, CVP synthesizes
bands and representatives, producing smoother graphical elements. A
clear visual difference that arose in this case study is the blob in
CDClust’s green cluster. Both methods use a threshold to define the
bands’ extents: unit standard deviation for CVP and keeping the top
90% contours depth-wise for CDclust. The blob arises because two
members of the CDclust’s green cluster (which agree with CVP) contain
such a feature, but only one was flagged as an outlier and removed.
This difference highlights the importance of trying different values for
the threshold parameters of both methods. Finally, our results reinforce
that, in practice, analysts can benefit from considering parametric and
non-parametric analysis [18].

5.9. DISCUSSION AND CONCLUSIONS
Contour depth has gained prominence in non-parametric analysis
across domains such as meteorological forecasting and medical image
segmentation [4–6]. The efficacy of contour depth methods hinges
on their scalability with increasing ensemble size. Our contributions
significantly enhance existing methods by introducing a linear time
algorithm for Epsilon Inclusion Depth (eID) computation. Furthermore,
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Figure 5.9.: Comparison of parametric (b) and non-parametric (c)
analysis of the ensemble of 500 hPa geopotential contour
lines (ECMWF ENS forecast from 00:00 UTC, 15 October
2012 valid at 00:00 UTC, 20 October 2020). (a) presents
an overview of the ensemble using a spaghetti plot. The
horizontal colored bar in (b) and (c) encodes the cluster’s
proportions in decreasing order.

we introduce an inclusion matrix, facilitating depth computation on
ensemble subsets without reevaluating the inclusion relationship, a
process dependent on domain resolution. These accelerated depth
computation methods find applications in progressive depth computation
[29] and interactive depth updating.

We also generalize contour depth using relative depth and introduce
CDclust to address the assumption of contours drawn from the same
distribution. To our knowledge, CDclust is the first depth-based contour
clustering algorithm. Experiments on synthetic data demonstrate that
CDclust largely agrees with KMeans and Agglomerative Hierarchical
Clustering, but exhibits sensitivity to clusters violating the nestedness
relationship. The desirability of this property depends on the application.
We further demonstrated CDclust’s practical utility by analyzing
ensembles arising from two domains. In medical image segmentation,
we showcase how clinicians can disentangle trends through multi-modal
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analysis. This positions contour depth methodology for interactive
refinement of segmentations [33, 34] based on representative selection
[5]. Our meteorological forecasting example compares non-parametric
and parametric multi-modal analyses, revealing the visualization-altering
assumptions of CVP’s method. Adopting both parametric and non-
parametric lenses is crucial in practice [18]. The proposed methods and
the contour-depth Python library contribute to this approach.

There are several future work avenues. First, eID’s formulation
facilitates obtaining a linear algorithm based on precomputed maps. It
is unclear whether other depth notions like contour band depth [4] can
profit from similar strategies. Second, the runtime of linear eID depends
on the grid resolution, reducing its effectiveness in cases that require
multiple evaluations. Addressing this dependency and implementing
parallelism, for instance, via a GPU implementation, would increase
the contour depth methodology’s reach. Third, using ReD to select
the optimal K showed suboptimal clusters can obtain high ReD. While
alternative schemes are possible, we found running CDclust multiple
times helps avoiding local optima. Finally, CDclust uses a global
depth notion. Future investigations could adapt CDclust to enable local
analysis [5] for multi-scale insights. Additionally, working directly with
the scalar field from which contours arise and integrating speedups into
functional depth cases are intriguing future research avenues [22].
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LOGCC: LOCAL-TO-GLOBAL

CORRELATION CLUSTERING FOR
SCALAR FIELD ENSEMBLES

While Chapters 4 and 5 focus on analyzing ensemble statistics and
identifying modes of variation, Chapter 6 tackles the complementary
problem of investigating the ensemble’s structural spatial variability
(i.e., the correlation structure between spatial locations). Existing
correlation clustering methods help with this task but suffer from high
computational costs, making them impractical for interactive analysis
of segmentation ensembles with large domains (i.e., spanning a large
voxel grid), like high-resolution patient images in radiotherapy. We
introduce Local-to-Global Correlation Clustering (LoGCC), a two-step
correlation clustering framework that efficiently partitions ensembles
into highly correlated regions. The local step identifies spatially adjacent
groups of correlated voxels, while the global step reveals distant
structural connections using weak transitivity properties. By uncovering
spatially consistent building blocks, LoGCC provides new insights into
how locations correlate across an ensemble’s spatial domain. The
contour depth methodology presented in the previous chapters and
LoGCC form a versatile toolkit for analyzing segmentation ensembles
across different dimensions.

This chapter is based on the submitted paper: Chaves-de-Plaza, Nicolas F., R. G.
Raidou, P. Mody, M. Staring, R. van Egmond, A. Vilanova, and K. Hildebrandt. “LoGCC:
Local-to-Global Correlation Clustering for Scalar Field Ensembles”. Submitted for
publication. 2025
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6.1. INTRODUCTION
Correlation clustering (CC) has emerged as a tool to analyze structural
changes in scalar field ensembles that arise due to dependencies
between uncertain cells at different locations [1–4]. In this context,
a cell refers to the smallest unit or grid point within the scalar field
ensemble’s domain. CC methods shed light on local and global
relationships between cells by partitioning the domain into clusters with
highly correlated cells assigned to the same cluster. For instance, in the
ensemble shown in Fig. 6.1 (a), some structures only appear in a subset
of the members, locally correlating the cells they spawn. Other distant
structures tend to appear jointly, implying global connections between
cells.

Existing CC methods have significant computational costs with
time and memory requirements scaling quadratically with scalar field
resolution (i.e., the number of cells). This unfavorable scaling behavior
has limited their applicability to two-dimensional scalar field ensembles
with a cell number on the order of thousands, for which a complete CC
analysis can take hours to complete [1].

Pivot-based CC methods iteratively partition the domain by selecting
a random cell as the pivot and adding to its cluster all other cells with
which it shares a positive relationship (i.e., correlation of the ensemble
values at the two cells lies above a given threshold). This process
repeats until no cells remain to be assigned [1, 5]. These methods
are attractive because they are conceptually simple and avoid storing
all the pairwise correlations between cells. Nevertheless, they are still
significantly limited by their worst-case time complexity, which depends
quadratically on scalar field resolution.

In this paper, we present the novel Local-to-Global Correlation
Clustering (LoGCC) framework, which leverages the spatial structure
(i.e., the neighborhood graph) of the scalar field’s domain to significantly
accelerate pivot-based CC methods. As depicted in Fig. 6.1 (b) and (c),
LoGCC separates the CC analysis into local and global steps, respectively.
In the local step, LoGCC leverages the domain’s neighborhood graph
to build highly correlated local clusters from randomly sampled cells in
linear time. In the global step, LoGCC builds the correlation clustering
for a given threshold combining the clusters formed in the local step
based on their correlations.

A key contribution of the LoGCC framework is its ability to leverage
weak transitivity relationships between correlations to dramatically
reduce the number of cell pairs that need to be compared when merging
local clusters. Assessing all possible relationships between cells in
a pair of local clusters would hamper runtime gains. Instead, we
focus on evaluating the relationships between the pivots of the local
clusters. By exploiting the weak transitivity properties of correlations,
we derive lower bounds on the possible values of correlations between
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clusters. Our results show that for a range of local and global correlation
thresholds, LoGCC provides stricter theoretical bounds compared to the
Pivot method [5].

Existing pivot-based CC algorithms can be adapted to LoGCC’s
two-step structure, significantly improving their performance without
affecting the quality of the results. LoGCC’s local step scales linearly
in the scalar field resolution, and its global step exhibits the same
time complexity as the adapted CC algorithm when applied to the
significantly lower number of primitives the local step yields. In addition
to the significant speedup per CC run, LoGCC’s local step can be reused
across different global thresholds, enabling more efficient exploration of
multiple correlation values.

We demonstrate LoGCC’s flexibility by leveraging it to speed up the
practically relevant Pivot [5] and correlation neighborhood CN-Pivot
[1] CC methods and evaluating the performance of the local-to-
global variants on three datasets from different application domains.
Furthermore, we evaluate the scaling behavior of the proposed
framework using a synthetic dataset that permits modulating critical
parameters like the field size and the number of clusters. The
experiments show the significant performance gains LoGCC offers,
which can further increase by lowering the local correlation threshold
without a substantial drop in clustering quality.

In summary, the main contributions of the paper are:

• The Local-to-Global Correlation Clustering (LoGCC) framework.
LoGCC uses the spatial structure of the domain underlying the
scalar fields to first form local clusters and then merge them
into global clusters. This substantially accelerates pivot-based
correlation clustering and enables the efficient exploration of a
wide range of correlation thresholds.

• Weak correlation transitivity for cluster merging. LoGCC leverages
weak transitivity properties of correlation to reduce cell pair
comparisons during cluster merging. This is crucial for the runtime
efficiency and is based on lemmas providing lower bounds for
threshold selection.

• Adaptation of CC algorithms. We use the LoGCC framework to
accelerate the Pivot and CN-Pivot CC methods. Experimental
results demonstrate substantial performance gains across datasets
without sacrificing clustering quality.

6.2. RELATED WORK
Ensemble uncertainty visualization. Our work falls within the
uncertainty visualization research domain, focusing specifically on the
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Figure 6.1.: Overview of the Local-to-Global Correlation Clustering
(LoGCC) framework. Taking as input an ensemble of
scalar fields, whose domain has been discretized into cells
(a), LoGCC first computes a local clustering based on adja-
cent cells’ relationships (b). In the global step (c), LoGCC
combines local clusters, uncovering global relationships.

visualization of ensemble data. Previous studies in this area can
be categorized based on data type, dimensionality, and visualization
strategies [6]. The predominant approach for analyzing scalar field
ensemble uncertainty consists of examining the spread of features or
variables at individual cells either directly on the scalar field [7] or,
more commonly, on iso-contours derived from scalar fields [8] using
parametric [9] and non-parametric models [10–14]. Our approach
extends beyond cell-based analysis by considering the relationships
between cells and operates directly on the scalar fields, as extracting
contours can lead to structural information loss.
Correlation analysis and visualization. Several techniques address
correlations between variables. Correlation maps permit analyzing
pairwise relationships between large numbers of categorical and
numerical variables [15]. Another strategy groups similarly distributed
variables and represents these groups with a centroid [16]. For
scalar field ensembles, Multifield-Graphs [17] allow visual exploration
of correlation fields derived from ensemble members. This approach
remains location-based, comparing values at the same cell across
ensemble members rather than comparing values at different cell
locations, which is essential for detecting structural changes in scalar
field ensembles due to dependencies between cells [18].
Correlation clustering. Correlation clustering (CC) has emerged as a
central tool for analyzing structural changes in scalar field ensembles due
to dependencies between cells. CC methods are related to superpixel
approaches, which partition an input image’s domain into perceptually
similar regions [19]. Nevertheless, they differ from superpixels in the
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objective choice and the type of data and representation they operate
on. Existing CC methods differ in the problem formulation and their
support of extensions like extracting inverse correlations and performing
hierarchical clustering. One approach represents cells in a different
space to enhance clustering quality. For example, correlation-based
metrics can be used in nearest neighbor searches on a hyperspectral
projection, producing clusters that can be explored via a dendrogram
[2]. Another method maps cells to a 3D space aligned with a color space,
where segmentation reveals regions of local and global cell connections
[4]. While some works utilize the locality of correlations in scalar fields
[18, 20], they do not leverage this to accelerate CC computation as we
do.

A major challenge with existing CC methods is their high computational
cost, as they require computing all pairwise correlations between scalar
field cells, limiting their scalability to larger datasets (e.g., 3D
ensembles). To improve efficiency, some methods use distributed
and parallel processing [21], while others employ sampling techniques
based on domain knowledge [22] or Bayesian optimal sampling [23].
However, these methods are confined to hierarchical grids, overlooking
the anisotropic shape of correlation neighborhoods [1]. In this work, we
propose a two-step domain partitioning that accounts for this anisotropy

Pivot-based correlation clustering. CC is a longstanding problem in
machine learning, with recent attention in the visualization community.
The typical CC problem formulation involves grouping graph vertices
to minimize the number of correlated pairs separated and uncorrelated
pairs clustered together—an NP-Hard problem [24]. The 3-approximation
Pivot algorithm [5] is widely studied for its simplicity, ease of
implementation, and practical performance. Subsequent work improved
the approximation guarantee to 2 using linear integer programming
[25, 26], though at the cost of quadratic runtime. Parallelization has
improved speed [27, 28]. In this work, we demonstrate further speedups
by leveraging spatial structure in the graph.

Pivot-based algorithms can analyze scalar field ensembles by treating
cells as vertices and thresholded correlations as edges. The CN-Pivot
algorithm produces clusters that reflect the anisotropy and strength
of correlation neighborhoods [1], revealing both local and global
relationships. Unlike other CC methods in visualization [2, 4], CN-Pivot
doesn’t require storing the full pairwise correlation matrix. It can
also handle inverse correlation structures and hierarchical clustering.
Further, it can be extended to consider correlation cliques, which form
more compact clusters by accounting for all pairwise relationships within
a cluster [3]. Despite these advantages, CN-Pivot, like Pivot, faces
quadratic runtime challenges. We show how LoGCC can significantly
accelerate CN-Pivot, enhancing its practical utility.
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6.3. BACKGROUND
We consider an ensemble S = {S(1), S(2), ..., S(N)} of N scalar fields
on a domain in a Euclidean space. For discretization, the domain is
decomposed into cells, e.g. by a regular grid, and each scalar field is
represented by a real number per cell. We index the cells and describe
each scalar field by a vector S(n) ∈ RM, which stacks the values the
scalar field takes on all the cells. Here M is the number of cells. S(n)
denotes the th entry of S(n) and S ∈ RN the vector stacking the values
S(n) for all n. Fig. 6.1 (a) presents an example of the notation used
for three cells. We describe the correlation of the ensemble at a pair of
cells (, j) by evaluating the correlation ρ(S, Sj) of S and Sj. Different
correlation functions ρ can be used. We use the Pearson correlation
coefficient given by

ρ(S, Sj) =

N
∑

n=1

(S(n) − S̄)(Sj(n) − S̄j)

√

√

√

√

N
∑

n=1

(S(n) − S̄)2
N
∑

n=1

(Sj(n) − S̄j)2

, (6.1)

where S̄ denotes the mean of the N entries of S.

Pivot-based CC algorithms operate on a complete undirected and
unweighted graph G = (V, E). Based on a given correlation threshold
ρt, the edge set E is split into two disjoint sets: the correlated pairs
of vertices, E+ , and the uncorrelated pairs of vertices, E− . The goal
is to cluster the vertices such that the sum of correlated pairs not
in the same cluster and uncorrelated pairs within the same cluster is
minimized [5, 24]. More formally, we represent the clustering by an
array  ∈ {1, ..., K}M, where K is the number of clusters and () indicates
the cluster membership of vertex . Then, the cost function

C(G, ) =
∑

(,j)∈E+
1[ () ̸= (j)]+

∑

(,j)∈E−
1[ () = (j)],

(6.2)

where 1[True] = 1 and 1[False] = 0, is minimized.

To apply a pivot-based CC algorithm to an ensemble of scalar fields,
the graph that has a vertex for each cell of the scalar fields’ domain
and the complete set of edges between all pairs of vertices is used.
The subsets E+ and E− are given by E+ = {(, j) ∈ E : ρ(S, Sj) ≥ ρt} and
E− = {(, j) ∈ E : ρ(S, Sj) < ρt}.
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6.3.1. PIVOT ALGORITHM
Finding a clustering that minimizes Eq. 6.2 is NP-hard. A pivot-based
3-approximation algorithm was introduced in [5], which guarantees the
clustering cost will be within three times the optimal solution. First, the
algorithm selects a random unassigned vertex as a pivot. Then, it forms
a cluster around the pivot by adding all other unassigned vertices with
which it forms a correlated pair, thereby minimizing the number of intra-
cluster disagreements. The algorithm repeats this pivot assignment
and cluster-building steps until all vertices have been assigned. The
algorithm’s pseudocode can be found in the supplementary material.

The Pivot algorithm has a worst-case complexity of O(NM2), assuming
a linear cost for pairwise correlation evaluation. In practice, the actual
runtime can be more favorable, depending on cluster sizes and the
cluster building order. For instance, with only one cluster of size M, the
algorithm takes linear time. However, performance deteriorates with
more clusters. The worst-case scenario occurs when all clusters have
a single vertex, requiring the algorithm to consider all vertex pairs,
resulting in quadratic time complexity. Note that, due to its randomized
nature, the algorithm does not guarantee identical clustering results in
successive runs.

6.3.2. CN-PIVOT ALGORITHM
The correlation neighborhood (CN)-Pivot algorithm [1] is an alternative
to the Pivot algorithm tailored to scalar field ensembles. Instead of
aiming to minimize the cost function in Eq. 6.2, the CN-Pivot algorithm
focuses on obtaining clusters whose sizes represent the strength of the
correlation neighborhoods to which the respective pivots belong.

To achieve this, the method defines correlation neighborhoods. For a
given vertex, its correlation neighborhood contains all other vertices with
which it shares a positive relationship. More formally, the correlation
neighborhood η() of  can be defined as

η() = {j : j ∈ V ∧ (, j) ∈ E+}. (6.3)

Instead of choosing the next pivot randomly, the algorithm selects the
unassigned vertex with the largest correlation neighborhood. If the
vertices in this neighborhood haven’t been assigned to another cluster,
they form a new cluster. If not, the vertex remains unassigned, and the
algorithm moves on to the next vertex, following the same decreasing
cardinality order. Like Pivot, CN-Pivot has a worst-case time complexity
of O(NM2). However, unlike Pivot, its performance doesn’t improve in
practice because determining the visiting order requires computing the
correlation neighborhoods for every vertex, which also takes quadratic
time. The algorithm’s pseudocode is provided in the supplementary
material.
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6.4. LOCAL-TO-GLOBAL CORRELATION CLUSTERING
In this section, we introduce the Local-to-Global Correlation Clustering
(LoGCC) framework, which leverages the inherent structure of scalar
field ensembles to accelerate correlation clustering (CC). When applying
pivot-based algorithms to cluster scalar field ensembles, they typically
operate on a graph where each vertex represents a cell in the domain,
and edges connect all pairs of vertices. This approach can be
computationally expensive due to the need to evaluate every pair of
cells. However, scalar field ensembles, defined over an Euclidean
space, have additional structure. Clusters of interest in these ensembles
tend to be spatially coherent rather than isolated points. LoGCC takes
advantage of this by performing clustering in two steps: a local step,
where only edges connecting neighboring cells are used to form spatially
localized clusters, and a global step, where these localized clusters are
merged to account for spatially non-local correlations.

6.4.1. THE LOCAL STEP
The aim of the first step of LoGCC is to form clusters connected in the
domain of the scalar fields. We call these clusters local clusters and the
step the local step. For this, LoGCC operates on a different graph than
the pivot algorithms. While the graph also has a vertex for each cell of
the domain of the scalar field, it only contains the edges that connect
cells that are neighbors in the scalar field’s domain. This neighbor graph
is significantly reduced compared to the complete graph, as the number
of edges is linear in the number of vertices while it is quadratic for the
complete graph.

Algorithm 3 outlines the local step. It receives as input the spatial
ensemble and a local correlation threshold ρ, which is used to assess
pairwise cell relationships. We denote by N () the operator that
returns the indices of the cells adjacent to cell . The algorithm
incrementally partitions the spatial domain by forming clusters around
randomly selected pivots. Starting from a random pivot cell, neighboring
correlated cells are iteratively added to form a cluster. The traversal
stops when the cluster is surrounded only by uncorrelated cells or cells
already assigned to other clusters. This step is repeated with a new
random pivot not yet in a cluster, only considering cells not yet in a
cluster. The traversal concludes when every cell is a member of a
cluster.

6.4.2. THE GLOBAL STEP
The global step finalizes the clustering by processing the local partitions
generated in the previous step. This involves constructing a new
graph, the hypergraph, where each vertex represents a cluster from
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Algorithm 3 Local LoGCC

Require: S, ρ ▷ Ensemble, local correlation threshold
1: ← uniform random permutation of cells
2: Ψ = ∅;  = ∅ ▷ Local pivots and clusters
3: M← ∅ ▷ Keep track of assigned cells
4: while  ̸= ∅ do
5: ← pop(,1) ▷ Pop first cell in 
6: if  ̸∈M then
7: Ψ← Ψ ∪ ;  ← {};M←M ∪ 
8: Q← N () ▷ Initialize queue with ’s neighbors
9: V ← ∅ ▷ Keep track of visited cells

10: while Q ̸= ∅ do
11: j← pop(Q,1)
12: if j ∈ V then
13: Skip j, go back to line 10
14: end if
15: V ← V ∪ j
16: re_corr ← ρ(S, Sj) ≥ ρ ▷ I.e., (, j) ∈ E+
17: if j ̸∈M∧ re_corr then
18:  ←  ∪ j
19: ←  − {j};M←M ∪ j
20: Q← Q ∪ {k : k ∈ N (j)∧ k ̸∈M}
21: end if
22: end while
23: end if
24: end while
25: return Ψ, 
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the local step, and edges connect all pairs of vertices. As with pivot
algorithms (see Sec. 6.3), the edge set is divided into two subsets:
E+ for correlated cluster pairs and E− for uncorrelated ones. A global
threshold ρg determines the correlation between clusters. A pair of
clusters is considered correlated if the correlation between their pivots
exceeds ρg and uncorrelated otherwise, as illustrated in Fig. 6.2. In
Algs. 4 and 5 the function ρ∗(, j) is used to evaluate the correlation
between clusters  and j based on their pivots. Using pivots avoids
costly pairwise comparisons between all cells in the clusters. It also
allows us to reuse the established relationships between the pivots and
other cells in their respective clusters from the local step. In the next
subsection, we discuss how this approach provides a lower bound on
the correlations between any pair of cells within a cluster formed during
the global step.

Algorithm 4 Global LoGCC (Pivot Algorithm)

Require: S, ρg,Ψ,   ▷ Ensemble, global correlation threshold, local
pivots and clusters

1: ← Ψ ▷ Visit clusters in same order as pivots
2: Ψ = ∅;  = ∅ ▷ Global pivots and clusters
3: while  ̸= ∅ do
4: ← pop(,1) ▷ Pop first pivot in 
5: Ψ← Ψ ∪ 
6:  ←   ▷ Initialize with cells of ’s local cluster
7: for j ∈  do
8: re_corr ← ρ∗(, j) ≥ ρg ▷ ρ∗ compares clusters associated

with pivots , j
9: if re_corr then

10: ←  − {j}
11:  ←  ∪  j ▷ Add cells of j’s local cluster
12: end if
13: end for
14: end while
15: return Ψ, 

LoGCC can be used to accelerate different CC algorithms, resulting in
respective global steps. We will discuss global steps mimicking Pivot
and CN-Pivot. Alg. 4 shows our adaption of Pivot. The algorithmic
structure remains unchanged, but operations for forming and comparing
clusters are adapted to the hypergraph’s vertices and edges. Adapting
the CN-Pivot algorithm requires an additional pre-processing step for
defining the visiting order based on the cardinalities of the correlation
neighborhoods. The resulting global step is listed in Alg. 5.
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Algorithm 5 Global LoGCC (CN-Pivot Algorithm)

Require: S, ρg,Ψ,   ▷ Ensemble, global correlation threshold, local
pivots and clusters
η∗() =   ∪ {


j : j ∈ Ψ

 ∧ ρ∗(, j) ≥ ρg} ▷ Correlation neighborhoods for

all  ∈ Ψ based on inter-cluster correlation measure ρ∗
← permutation of Ψ in decreasing order of correlation neighborhood
cardinality
Ψ = ∅;  = ∅ ▷ Global pivots and clusters
while  ̸= ∅ do

← pop(,1) ▷ Pop first vertex in 
empty_ntersect← η∗() ∩ η∗(j) = ∅∀j ∈ Ψ
if empty_ntersect then

Ψ← Ψ ∪ ;  ← η∗() ▷ Build cluster
end if

end while
return Ψ, 

Figure 6.2.: Schematic of different types of relationships that arise
when comparing two clusters. In LoGCC’s local step, the
correlations between the pivots and other cells that belong
to the cluster are guaranteed to be above ρ. In LoGCC’s
global step, the correlations between the clusters’ pivots are
guaranteed to be above ρg. These two quantities determine
values that between-cluster correlations can attain as stated
in lemma 2.
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6.4.3. PROPERTIES AND THRESHOLDS
Our design of LoGCC is based on weak transitivity properties of
correlation. In particular, on two lemmas we discuss in the following.
Proofs can be found in the supplementary material. Transitivity of
correlation would mean that if the pairs (S, Sj) and (S, Sk) satisfy
ρ(S, Sj) ≥ ρt and ρ(S, Sk) ≥ ρt for some threshold ρt, then also
ρ(Sj, Sk) ≥ ρt. This property is interesting for pivot algorithms; if S is a
pivot of a cluster and Sj and Sk are members, then there would be a
cost (see Eq. 6.2) if ρ(Sj, Sk) < ρt. Still, correlation is, in general, not
transitive. Since pivot algorithms work well, however, there seems to be
a possibly weaker form of correlation between Sj and Sk. The following
lemma confirms this conjecture and establishes an explicit bound on the
correlation of Sj and Sk.

Lemma 1 Consider a triplet S, Sj, Sk ∈ RN and assume ρ(S, Sj) ≥ ρ and
ρ(S, Sk) ≥ ρ for some ρ ∈ [0,1]. Then,

ρ(Sj, Sk) ≥ cos(2arccos(ρ)). (6.4)

The lemma directly implies a property of LoGCC’s local step. For a given
correlation threshold ρt, we can choose the threshold ρ greater than
cos(arccos(ρt)/2) and guarantee that for all pairs (Sj, Sk) in each local
cluster ρ(Sj, Sk) ≥ ρt. This means that there are no uncorrelated pairs in
any local cluster.

The second lemma is related to our global step.

Lemma 2 Consider a quadruple S, Sj, Sk , S ∈ RN and assume ρ(S, Sj) ≥
ρg, ρ(S, Sk) ≥ ρ and ρ(Sj, S) ≥ ρ for some ρ, ρg ∈ [0.5,1]. Then,

ρ(S, Sk) ≥ cos(2arccos(ρ) + arccos(ρg)). (6.5)

In the global step, we combine clusters if the pivots of the clusters are
more strongly correlated than the threshold ρg. As shown in Fig. 6.2, if
Sk and S are two arbitrary elements from two local clusters with pivots
S and Sj and the two clusters have been merged in the global step,
then lemma 2 provides a lower bound for ρ(S, Sk). This justifies our
approach to evaluate the correlation of the pivots when looking for local
clusters to merge.

For a target correlation threshold ρt, it would be possible to choose ρ
and ρg such that the resulting clusters after the global step contain no
uncorrelated pairs (i.e., edges from E−). In our experiments, however,
this proves too strict, and we get better results with less strict values.
We choose the threshold ρ to be larger than ρg. This is motivated by
the fact that the value ρ appears in the bound from Lemma 2 with a
factor of two and is confirmed by our experiments. Our experiments
indicate that setting ρ close to one, e.g. ρ = 0.99, and the threshold
ρg for the global step equal to the target threshold, ρg = ρt, are suitable
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values. Figure 6.3 shows the lower bound for the correlation of any pair
of elements that are in one cluster for different target values ρt and the
parameter setting ρ = 0.99 and ρg = ρt. For comparison, we also show
the corresponding lower bound for Pivot, which can be derived from
Lemma 1. One can see that the suggested choice of parameter values
yields a stricter bound for LoGCC than Pivot for ρt < 0.96.

Figure 6.3.: Lower bounds for correlation of any pair of cells in one
cluster for different correlation thresholds ρt. The orange
line corresponds to the lower bound of the Pivot algorithm
derived from lemma 1. The blue line corresponds to the
lower bound derived in lemma 2 for correlations of pairs of
cells in clusters formed in LoGCC’s global step.

6.4.4. RUNTIME ANALYSIS AND EXPLORATION OF ρt
LoGCC’s runtime is the sum of the local and global steps. In the local
step in Alg. 3, each edge of the neighbor graph is visited at most
twice, so its runtime scales linearly with the number of cells M. The
global step’s runtime is determined by the chosen algorithm applied to
a hypergraph with Mh vertices and M2

h
edges, where Mh is the number

of clusters produced by the local step. Both the Pivot and CN-Pivot
methods in Algs. 4 and 5 scale quadratically with the number of vertices,
meaning LoGCC’s global step also scales quadratically with Mh, which
is a monotonically increasing function of the local correlation threshold.
Our experiments show how Mh ≪ M for real datasets, even with high
threshold values.
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A single run of LoGCC has a worst-case time complexity of
O(N(M+ M2

h
)), assuming a linear time cost for evaluating the correlation

between N-dimensional cells. Given that M + M2
h
≪ M2, LoGCC exhibits

more favorable scaling behavior than unaccelerated pivot algorithms,
as we empirically validate in the experiments. Furthermore, LoGCC’s
decoupling of the CC process into local and global steps allows re-using
the local step’s output. Running LoGCC for T different correlation
thresholds yields a time complexity of O(N(M+ TM2

h
)), with time savings

increasing as the scalar field size grows. When analyzing multiple
correlation thresholds, maintaining clustering stability is crucial for
comparison. In practice, we found that using the pivot order from
LoGCC’s local step instead of a random order for the global step
significantly enhances stability.

6.5. EXPERIMENTS AND RESULTS
In this section, we demonstrate how the LoGCC’s framework can
accelerate existing pivot-based CC methods without compromising
clustering quality. Additionally, we demonstrate how LoGCC enables the
exploration of several correlation threshold values.

6.5.1. DATA
Correlation clustering methods’ outputs depend highly on the dataset
to which they are applied. Therefore, we use three real datasets to
demonstrate LoGCC’s effectiveness: one in meteorological forecasting
and two related to medical image segmentation. To further showcase
the framework’s scaling properties and identify data characteristics that
might affect its performance, we use a synthetic dataset with adjustable
parameters.
Metereological dataset (Meteo). The Meteo dataset comes from the
Ensemble Prediction System (EPS) of the European Centre for Medium-
Range Weather Forecasts (ECMWF). The EPS produces ensembles
of predictions for several variables like pressure, temperature, and
precipitation. We consider the forecast from 00:00 UTC 15 October 2012
[9]. Each forecast ensemble has fifty members obtained by varying
initial conditions and an additional control run, which results in N = 51
members. The resulting volumetric dataset comprises 101 × 41 × 62
cells. The first two dimensions correspond to latitude and longitude.
The last one corresponds to slices with different geopotential height
levels. We extract a 2D ensemble of scalar fields by focusing on the
geopotential height level of 500hP, which results in members with
M = 101 × 41 = 4141 cells.
Medical image segmentation datasets (HaN). Ensembles of medical
image segmentations can be used to model and quantify uncertainty
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[29], to obtain consensus segmentations [30], and to enhance treatment
plan robustness by considering multiple scenarios [31]. We use an
ensemble of N = 120 predictions for i) the right parotid gland (ParotidR)
and ii) the brain stem (BrainStem) of a head and neck patient treated
at HollandPTC between 2018 and 2020. The IRB approved the research
protocol for the use of patient data in research, and all patients signed
an informed consent form. We refer the reader to [13] for more details
about the architecture and the training process of the deep neural
network (DNN) ensemble used to generate the volumetric predictions.
Each member in the output ensemble is a 3D scalar field of probabilities,
indicating the likelihood of a given voxel being part of the foreground.
For the experiments, we focus on intermediate axial slices of the two
organs, which are easier to visualize, yielding 2D scalar fields with
M = 128× 128 cells. Note that, typically, DNNs’ outputs are thresholded
to obtain the final—binary—segmentation. We apply the CC analysis
directly on the probability maps as thresholding may remove interesting
structural information.

Synthetic grid (SynthGrid). To perform a fine-grained evaluation
of LoGCC’s scaling capabilities, we use a synthetic dataset built
in the following way. We define an ensemble of N square scalar
fields of dimensions

p
M ×

p
M, which yields M cells. Note that

Ros = Cos =
p
M. We partition the spatial domain of the scalar field

such that there are K unique local clusters. We achieve this partitioning
using two mechanisms. First, we can fix the local cluster size and
concatenate several clusters across the horizontal and vertical axes.
This concatenation of clusters yields an increasingly larger scalar field.
Second, we can start from a fixed field size and subdivide it vertically
and horizontally to obtain the desired number of local clusters. In this
case, increasing the number of clusters reduces their size. The first
mechanism aims to simulate the scenario of analyzing larger scalar
fields. For example, when switching from the Meteo to the HaN
datasets. The second mechanism simulates the effect of increasing
the correlation threshold value. Larger correlation thresholds lead to
more and smaller local clusters. The final parameter we consider is the
proportion of unique clusters, which introduces global connections. A
proportion of 1 entails that every local cluster has its ID, yielding as
many clusters as disconnected components in the grid. Decreasing the
proportion reduces the available labels and assigns them randomly with
replacement, creating global connections.

Once we partition the spatial domain using one of the approaches
described before, we create the ensemble of fields in two steps. First,
we select all cells with the same cluster ID and initialize them with the
same N-dimensional random vector. Second, we modify the vector at
each cell within the group by applying random scaling and translation
transformations. Applying any CC method to this ensemble should result
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in a grid consisting of equally sized squares. Additional details and an
example of the SynthGrid dataset are provided in the supplementary
material.

6.5.2. SETUP
We compare the unaccelerated (NoAcc) and LoGCC-accelerated variants
of the Pivot and CN-Pivot CC methods. For the implementation of
the NoAcc variants, we followed the descriptions in Sec. 6.3 and
the algorithms included in the supplementary material. The LoGCC-
accelerated variants share a common local step, based on Alg. 3. We
implemented custom global steps for Pivot and CN-Pivot as detailed in
Algs. 4 and 5, respectively.

We ran the two variants of the Pivot and CN-Pivot CC methods
for different datasets and combinations of parameters. For the real
datasets, we considered ρt ∈ {0.3,0.4,0.5,0.6,0.7,0.8,0.9}. For the
synthetic dataset, we varied the field size (while keeping the local cluster
size fixed), the number of local clusters (while keeping the field size
constant), and the proportion of unique clusters. We use smaller field
sizes for the variants of the CN-Pivot method since its unaccelerated
variant can take hours to complete for moderately sized ensembles. A
unique combination of method-variant parameters constitutes a CC run.
For each run, we save the elapsed time including local and global times
for the accelerated variants and the resulting clusterings. We run ten
trials per run to generate confidence intervals of the scaling and quality
metrics. Unless stated otherwise, we set ρg = ρt and used ρ = 0.99 for
the local step of the accelerated variants. In the last experiment, we
analyze the effect of lowering ρ on LoGCC’s performance. Finally, for
all experiments, we use Pearson correlation as the correlation measure.
Other correlation metrics would be possible but are considered out of
scope.

All the experiments in this section were run on a Mac Book Pro (2022)
with an M1 Pro processor (without GPU acceleration) and 32 GB RAM.
We implemented all the methods using a common Python framework 1

using Numpy vectorized operations where possible. We use optimized
data structures to track which cells have been visited and added to the
clusters. For the local step of the LoGCC-accelerated variants, we use
an efficient queue data structure to implement the breath-first-search
traversal.

6.5.3. EXPERIMENT 1: SCALING
Tab. 6.1 shows the median time of the total elapsed times in seconds
for the Pivot and CN-Pivot CC methods for the three real datasets and

1Code can be found at https://graphics.tudelft.nl/logcc
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ρt ∈ {0.5,0.9}. The first thing to observe is how in all but one case,
LoGCC-accelerated methods beat the unaccelerated counterparts. The
contrast is particularly stark for the CN-Pivot algorithm, which runs in
quadratic time without acceleration. The time gains are not directly
evident for the accelerated Pivot method, which shows modest gains in
the Meteo dataset and even loses to the unaccelerated variant when
ρt = 0.5 in the HaN-ParotidR dataset. The reason for the former is that
the Meteo dataset has a small field size. As for the latter, when ρt = 0.5,
there are fewer and bigger clusters. Under these conditions, the runtime
of the NoAcc Pivot method improves the worst-case quadratic bound.
Despite Pivot scaling more favorably than CN-Pivot, results for the HaN
datasets when ρt = 0.9 hint at how parameters like the field size and
correlation threshold can produce a significant negative impact on the
unaccelerated variants of both methods.

Table 6.1.: Median run times in seconds for the accelerated (LoGCC) and
unaccelerated (NoAcc) variants of the CN-Pivot and Pivot CC
algorithms.

ρt CN-Pivot[1] Pivot[5]
Dataset NoAcc LoGCC NoAcc LoGCC

Meteo 0.50 155.19 43.85 0.71 0.64
0.90 154.59 43.81 5.33 3.36

HaN-ParotidR 0.50 2515.65 31.73 0.47 0.65
0.90 2491.61 30.94 5.05 1.41

HaN-Brainstem 0.50 2496.82 39.69 0.85 0.71
0.90 2480.31 39.10 8.52 2.03

To elucidate the scaling behavior of LoGCC, we ran several ablations
for the synthetic data, including the parameters: field size, correlation
threshold, and number of connected components.

Fig. 6.4 shows the results of the scaling experiment on synthetic data.
The x-axis encodes the variable we increase, and the y-axis encodes the
elapsed total time for each method in seconds. Note that the y-axis is
logarithmic. Fig. 6.4 (a) shows the results when varying the scalar field’s
size. As observed, the runtime gap between variants increases as the
field grows. As before, the effect is greater for CN-Pivot, which observes
a speedup of more than two orders of magnitude at the maximum
considered field size

p
M = 88. Although the gap is smaller for Pivot

variants, we note that at the maximum field size
p
M = 256, there is

more than an order of magnitude difference. In practical applications,
where large fields are not rare, this performance difference makes using
the unaccelerated variant hard to justify.

Fig. 6.4 (b) presents the scaling results when the number of
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local clusters increases, which happens when the user increases the
correlation threshold ρt. Note that in this case, we fix the size of
the field. Therefore, increasing the number of local clusters reduces
their size in pixels/cells. In the case of CN-Pivot, the gap between
the variants is the largest when there are fewer clusters because most
of the computation will happen in LoGCC’s local step, which scales
linearly. As the number of local clusters increases, the number of
clusters the global step receives as input also increases. In the limit,
when each cell is a cluster, the performance of both variants converges.
In practice, this is unlikely due to gradually fading local correlations in
scalar fields. The Pivot method exhibits a slightly more complex scaling
behavior due to its better scaling in practice. As it can be observed,
the variants’ performance tends to converge with a decreasing and
increasing number of clusters. The reasoning for the latter aligns with
the CN-Pivot case. As for the former, when there are few clusters, both
variants will have similar runtimes because the unaccelerated version
will only need to check non-relevant relationships between cells a few
times.

Finally, an additional parameter that we varied in Fig. 6.4 was the
proportion of unique clusters, simulating the presence of non-local
connections. We observed that global connections do not affect the
runtime of the CN-Pivot method. In contrast, both variants of the Pivot
method see a similar systematic increase in run time. This increase
occurs because Pivot methods do not revisit cells previously assigned
to another cluster. Therefore, increasing the number of non-local
connections has a similar effect to reducing the number of local clusters.

6.5.4. EXPERIMENT 2: CLUSTERING QUALITY
For each clustering of the real data, we compute its cost using Eq. 6.2,
which quantifies the number of wrongly clustered cell pairs [24]. The line
plots in Fig. 6.5 show the results for different datasets and correlation
thresholds. As can be observed, there is no significant decrease in
clustering quality for either CN-Pivot or Pivot. In both cases, the lines
of the accelerated variants remain close to the unaccelerated ones. In
some cases, we even observe that the accelerated variants attained
slightly lower (better) cost function values. The CN-Pivot method attains
significantly larger cost function values compared to Pivot. To our
knowledge, this is the first time both methods have been experimentally
compared. The results indicate that CN-Pivot’s design choice of showing
predominant correlation structures trades off clustering quality. Another
noteworthy phenomenon is the increasing size of the confidence bands
of the Pivot methods as ρt decreases. Upon closer inspection of the two
components of the cost function, we noted this has to do with a similar
increase in the variability of the cost of misassigning related cells (i.e.,
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Figure 6.4.: Results of the scaling experiments on the SynthGrid dataset.
We ran the CN-Pivot (1) and Pivot (2) algorithms with
(orange) and without (blue) the proposed acceleration
scheme for different scalar field sizes (a) and number
of local clusters (b). Different line styles indicate the
proportion of unique clusters in the grid (i.e., a cluster might
contain multiple disconnected components). The x-axis
encodes the changing variable and the y-axis encodes the
time (logarithmic). The shaded areas indicate the 95%
confidence interval obtained by performing ten trials for
each method-variant combination per run.

positive edges across clusters).
We also qualitatively analyzed the clustering results. Fig. 6.6 presents
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Figure 6.5.: Comparison of cost function values (Eq. 6.2) between
accelerated (LoGCC) and unaccelerated (NoAcc) variants
of the CN-Pivot and Pivot methods for different ρt ∈
{0.3,0.4,0.5,0.6,0.7,0.8,0.9} for the (a) Meteo, (b) HaN-
ParotidR and (c) HaN-Brainstem datasets. The shaded areas
indicate the 95% confidence interval obtained by performing
ten trials per run.

the outcomes for one run (ρt = 0.7) across each method-variant
combination for the three real datasets. Overall, the clusterings
produced by both variants are similar, with LoGCC-accelerated versions
recovering clusters of comparable size and shape. This is particularly
evident in the HaN datasets, where large structures, like the light
and dark blue areas in HaN-Brainstem for CN-Pivot and the red area
in HaN-ParotidR for Pivot, match closely. Upon closer inspection, the
accelerated variants show slightly jagged cluster borders and minimal
deviations in cluster composition. For instance, the red cluster in the
lower-left corner of the Meteo dataset for CN-Pivot shifts slightly to the
right when using the LoGCC-accelerated variant. This is due to the use
of a coarser grid rather than granular scalar field cells in the global step.
Lastly, the consistency between the results of the two CN-Pivot variants
is noteworthy, while the Pivot results are less comparable due to the
algorithm’s randomized nature and sensitivity to pivot sampling.

6.5.5. EXPERIMENT 3: CORRELATION THRESHOLD EXPLORATION
By decoupling the correlation clustering algorithm into local and global
steps, LoGCC enables more efficient exploration of a wide range of
correlation values by reusing the results of the local step. Fig 6.7
illustrates this exploratory workflow on the HaN-ParotidR dataset using
the LoGCC-accelerated CN-Pivot method. Fig. 6.7 (b) displays the
sequence of global correlations derived from the same local clustering
in (a). In this example, the process was eighty times faster with the
accelerated variant. The unaccelerated variant would take significantly
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Figure 6.6.: Qualitative comparison of the clustering results of the
accelerated (LoGCC) and unaccelerated (NoAcc) variants
of the CN-Pivot (a) and Pivot (b) methods for the Meteo
and HaN datasets using ρ = 0.99 (for the local step of
accelerated variants) and ρt = 0.7.

longer, as it would require rerunning for each correlation threshold
(seven runs in this case). Notably, at high correlation thresholds, the
clusters closely adhere to the target segmentation boundary (dashed
line). Combined with cell-wise statistics, these CC clustering results could
support selection-based interactive segmentation workflows, which aim
to obtain the target segmentation from information contained in the
ensemble. Another example of this exploratory workflow for the
HaN-Brainstem dataset is provided in the supplementary material.

Tab. 6.2 presents a more fine-grained picture of the difference in
computation time between the methods and their variants. As it can be
observed, the local step is relatively fast to compute because it scales
linearly with the number of cells. This step only needs to be computed
once and significantly reduces the number of primitives that need to
be considered subsequently by the CN-Pivot and Pivot methods, which
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scale quadratically in the number of cells. The gap in performance
for a single run gets magnified when exploring a set with several
correlation thresholds, leading to significant time gains. Similarly to the
single-run case, the speedups are less noticeable for the Pivot method
because of its favorable scaling in practice. For CN-Pivot, we observe a
similarly large gap in performance to the one observed in the single-run
case. After running for the time it takes to explore seven ρt for the
HaN-ParotidR dataset with the LoGCC-accelerated variant, a single run
of the non-accelerated variant still has more than two thousand seconds
to go. For both methods, this time gap grows with bigger datasets.

Table 6.2.: Median run times in seconds of the exploration process of
multiple ρt ∈ {0.3,0.4,0.5,0.6,0.7,0.8,0.9} for the accel-
erated (LoGCC) and unaccelerated (NoAcc) variants of the
CN-Pivot and Pivot algorithms. For the accelerated variants,
the table displays the times of the local and global steps
separately. The total time is the sum of the median local and
global times. The last column shows the speedup obtained
by dividing the total times of unaccelerated and accelerated
variants.

LoGCC NoAcc
Speedup

Local Global Total Total

CN-Pivot Meteo 0.23 304.70 304.93 1085.00 3.56
HaN-ParotidR 0.60 215.26 215.86 17279.88 80.05
HaN-Brainstem 0.61 269.32 269.93 17368.03 64.34

Pivot Meteo 0.23 7.03 7.25 11.79 1.63
HaN-ParotidR 0.59 1.43 2.02 9.34 4.62
HaN-Brainstem 0.61 2.53 3.14 16.30 5.19

6.5.6. EXPERIMENT 4: LOGCC’S SENSITIVITY TO DECREASING ρ
Similarly to the unaccelerated CN-Pivot and Pivot, a bottleneck of the
accelerated variants is the number of clusters the global step receives
as input. So far, we used a conservative high threshold of ρ = 0.99
for the local step, which ensures the transitivity between correlation
holds. High thresholds typically lead to smaller clusters, though, which
increase the accelerated methods’ runtimes. In this section, we explore
how sensitive LoGCC is to lower values of this threshold.

Fig. 6.8 shows the results of the sensitivity study for the correlation
clustering of the HaN-BrainStem dataset using the LoGCC-accelerated
CN-Pivot algorithm. In (a), it can be observed how lowering ρ from
0.99 to 0.93 results in a dramatic time gain of another order of
magnitude. The time gains between subsequent values of ρ are less
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significant, which suggests that further reducing ρ does not significantly
reduce the number of local clusters. Regarding the quality of the
clusterings, (b) shows the cost function values for different ρ. In
general, the quality seems to be comparable. Interestingly, high ρ
runs perform slightly better with lower ρt, while the trend reverses
for higher ρt. Additionally, we observe unexpected outcomes like the
winner combination ρ = 0.7, ρt = 0.7, which may indicate the presence
of a local optima in the cost function. In (c), we analyze the results
qualitatively by focusing on ρt = 0.7. As can be observed, using
ρ = 0.99 leads to clusterings with more clusters and more detailed
contours. Lowering ρ leads to fewer and coarser clusters in the local
step, which greatly increases computation speed but leads to a loss
of detail. For instance, only the largest correlation structures can be
differentiated when ρ = 0.7. Smaller structures have been “absorbed”
by larger clusters. We observed similar trends across datasets and
methods. In summary, results suggest that LoGCC clusterings are
robust to reductions in ρ. Although reducing ρ can lead to significant
speedups, it is necessary to consider the loss of quality that inevitably
comes when transitivity relationships between correlations become less
informative.

6.6. DISCUSSION AND CONCLUSION
In this work, we introduced the Local-to-Global Correlation Clustering
(LoGCC) framework, which accelerates pivot-based CC techniques by
leveraging the inherent spatial structure of scalar fields. LoGCC’s
local step scales linearly with the number of cells in the scalar field,
resulting in significant reductions in computational overhead. The global
step, while maintaining the same scaling properties as the adapted CC
algorithm, operates on a reduced set of primitives generated by the
local step, thus enabling substantial speed-ups without compromising
the quality of the resulting clusters. Our experiments demonstrate that
LoGCC can significantly accelerate existing pivot-based CC methods like
Pivot or CN-Pivot, preserving quality. Based on the derived theoretical
lower bounds for correlations between clusters and empirical results,
we recommend using high local correlation thresholds (ρ ≥ 0.96), which
yield speed-ups and minimize errors.

LoGCC’s ability to reuse local step results across multiple runs of
the global step offers significant computational savings, especially
when exploring various correlation thresholds. In the experiments,
we observed speed-ups of up to 80×, which increase with larger
scalar fields. This efficiency is particularly beneficial in scenarios
like user-driven meteorological analysis [3] or connectomics[32], where
precomputing the local step and determining global relationships on
demand can enhance workflow efficiency. Additionally, LoGCC’s two-
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step design enables hierarchical clustering [1], ensuring consistency
in cluster memberships across different global correlation thresholds,
further enhancing its utility in complex applications.

Looking ahead, there are several avenues to enhance LoGCC. While we
used the Pearson correlation coefficient in this study, LoGCC can adapt
to other correlation measures (e.g., Kendall’s Tau [33]) if they support
the transitivity required for error bounding. Our worst-case error analysis
could also be refined with tighter bounds for a more accurate theoretical
performance estimate. Future research could explore applying other
pivot-based heuristics, such as correlation cliques [3], extending LoGCC
to higher-dimensional or spatio-temporal scalar field ensembles, or
different data types like polygonal meshes. Additionally, accelerating
LoGCC’s local [34] and global [27] steps for real-time ensemble analysis
remains a promising direction.
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Figure 6.7.: Using the accelerated CN-Pivot method to explore the cor-
relation structure of the HaN-ParotidR dataset using several
correlation thresholds (ρt ∈ {0.3,0.4,0.5,0.6,0.7,0.8,0.9}).
The results of the local step (a) are re-used to compute
several global clusterings (depicted ρt ∈ [0.4,0.9]) in a
fraction of the time (b). It takes the accelerated CN-Pivot
method only 212 seconds to generate all the clusterings. In
contrast, it takes the unaccelerated variant 17274 seconds,
representing an 81× speedup. For context, we provide the
CT scan slice for which the segmentation ensemble was
computed and the target, ground truth, segmentation as a
dashed line.
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Figure 6.8.: Results of ablation study on the sensitivity of LoGCC to
variations of ρ for the HaN-Brainstem dataset using the
CN-Pivot method. (a) shows the times it took to run each
ρ/ρt combination, and (b) presents the clustering’s cost
according to Eq. 6.2. We connect points if they share ρ,
which varies uniformly between 0.7 and 0.99. The shaded
areas indicate the 95% confidence interval obtained by
performing ten trials per run. (c) presents a qualitative
comparison of clustering results for ρt = 0.7 for the different
ρ.
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7
APPLYING CONTOUR DEPTH
ANALYSIS TO REAL-WORLD

RADIOTHERAPY CHALLENGES
Chapter 7 shows the potential practical utility of the contour depth
methodology developed in Chapters 4 and 5 by applying it to
real-world segmentation ensemble analysis workflows in radiotherapy.
We consider the Contouring Collaborative for Consensus in Radiation
Oncology challenge, which assessed whether non-expert segmentation
ensembles could serve as an alternative to expert-derived segmentations
for training artificial intelligence models. We show how depth can
support and improve the analysis, comparison, and understanding
of the challenge’s expert and non-expert segmentation ensembles.
By leveraging Inclusion Depth and Multi-Modal Contour Depth, we
conduct robust and uncertainty-aware analyses, extracting insights into
segmentation reliability and identifying critical variation modes within
ensembles. The latter could be harnessed to power candidate selection
workflows for ensemble-supported interactive segmentation refinement
in quality assessment. This chapter emphasizes how contour depth
techniques can enhance clinician-driven workflows and decision-making,
highlighting their potential for broader adoption in clinical and research
contexts.
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7.1. INTRODUCTION
There is growing interest in leveraging segmentation ensembles for
radiotherapy applications. Segmentation ensembles offer unique
advantages, such as quantifying uncertainty and considering multiple
scenarios during dose optimization. However, their adoption in clinical
practice remains limited due to the challenges posed by their complexity,
including the large number of members and intricate shapes they might
exhibit.

This chapter shows how techniques introduced in this dissertation
can help tame segmentation ensembles’ complexity, increasing their
usability in clinical practice. In particular, we illustrate how contour
depth methodology permits robust, uncertainty-aware, and interactive
analysis of segmentation ensembles in radiotherapy [1, 2]. We focus on
two distinct advantages of contour depth.

First, we show how depth-based analysis can improve the robustness
of downstream tasks that use the ensemble like consensus extraction.
On the one hand, contour depths quantify each member’s centrality
within the ensemble, yielding scores that can be used to identify and
exclude outliers. On the other hand, depth scores can be used to
characterize the ensemble’s variability through depth-sorted confidence
bands, which are critical in safety-critical scenarios like radiotherapy.

Second, we explore the potential of multi-modal contour depth,
which permits extracting representative candidates from the ensemble.
Representative shape extraction provides an additional granularity level,
which deepens the understanding of the ensemble’s trends in analysis
tasks. Intriguingly, this functionality also has the potential to increase
the clinical usability of upcoming deep ensemble AIs. Trained on diverse
data, these AIs tend to produce equally diverse predictions. Empowering
clinicians to visualize representative shapes and select the desirable
ones can prevent expensive edits, sparing time and effort.

We illustrate the use of contour depth methods and their advantages
for radiotherapy using data from the Contouring Collaborative for
Consensus in Radiation Oncology (C3RO) challenge [3]. The challenge’s
objective was to evaluate whether ensembles of non-expert segmen-
tations, which are cost-effective and widely available, could replace
expert ensembles for training deep ensemble AIs. This was achieved
by comparing the consensuses of expert and non-expert ensembles
across various metrics of geometric similarity. While results varied by
region of interest, the challenge demonstrated that non-experts could
approximate experts when a sufficiently large sample size was used.

The consensus-centered approach outlined above is sensitive to
outliers and disregards important information of the ensemble like its
variability. We revisit the research question of the C3RO challenge,
re-analyzing the data with the support of the contour depth methodology.
Additionally, we further the study’s results by analyzing the ensembles’
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multi-modal structures and assessing the viability of extracted modes of
variation for supporting candidate selection workflows.

We hope this study guides practitioners’ usage of the contour
depth methodology and inspires further research for its implementation
in time-constrained contexts like radiotherapy where robustness and
uncertainty-awareness are crucial.

7.2. METHODS AND MATERIALS
7.2.1. DATA
We utilize data from the Contouring Collaborative for Consensus in
Radiation Oncology (C3RO) challenge [3]. The primary objective of this
challenge was to evaluate whether segmentation ensembles created by
non-experts could effectively replace those generated by experts for
training auto-segmentation AI models. To address this question, the
challenge gathered segmentation data for various regions of interest
(ROIs) across five anatomical sites, assessing the agreement between
expert and non-expert ensembles.

For computational efficiency, our analyses focus on the portion of the
domain contained within the bounding box encompassing the union of
expert and non-expert segmentation ensembles.

Table 7.1 provides a detailed summary of the C3RO dataset. The
dataset includes a diverse mix of target volumes and organs-at-risk,
exhibiting significant variability in size and complexity. Among the
anatomical sites, the GI (gastrointestinal) and GYN (gynecological)
regions contain the largest structures, as reflected in their greater slice
span and volume. The H&N (head and neck) region contains more ROIs
than the other regions. Finally, the number of available segmentations
varies considerably across ROIs and expertise levels. For instance,
non-expert segmentations are drastically more prevalent than expert
segmentations, and the Breast dataset includes non-expert ensembles
that are larger compared to the other anatomical regions.

7.2.2. CONSENSUS EXTRACTION AND SIMILARITY METRICS
To compare the agreement of a pair of ensembles (e.g., expert versus
non-expert ensembles), we first extract a consensus segmentation from
each ensemble and then compare the consensuses using the Dice
Similarity Coefficient, a metric of geometric similarity that considers the
amount of overlap between two segmentation masks [4, 5].

For the extraction of the consensus, we consider two schemes. First is
majority voting, a simple algorithm that assigns a voxel the value that
occurred most frequently in the ensemble members. We also consider
the Simultaneous Truth and Performance Level Estimation (STAPLE)
algorithm [6]. The STAPLE algorithm is a probabilistic consensus
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Table 7.1.: Summary of regions of interest (ROIs) in the C3RO dataset.
The table categorizes ROIs as either organs-at-risk (OARs) or
target volumes (TV) across five anatomical regions: Breast, GI
(gastrointestinal), GYN (gynecological), H&N (head and neck),
and Sarcoma. For each ROI, the number of segmentation
ensemble members (expert and non-expert), the mean
segmentation volume (in cm3) of experts and non-experts,
and the number of axial slices in the extracted bounding box
are reported.

Number of
Ensemble Members

Mean Volume
(cm3)

Anatomical
Region

ROI
Type

ROI Expert Non-Expert Expert Non-Expert
Bounding Box

Axial Slices

Breast OAR A_LAD 7 88 5 12 65
BrachialPlex_L 6 88 12 11 50
Heart 7 121 586 595 66

TV CTV_Ax 8 115 116 95 100
CTV_Chestwall 8 117 510 463 102
CTV_IMN 8 118 11 7 71
CTV_Sclav_LN 8 119 36 33 39

GI OAR Bag_Bowel 4 23 895 1225 139
TV CTV_4500 4 25 1220 938 112

CTV_5400 4 23 151 149 100
GYN OAR Bowel_Small 4 35 2886 1902 104

TV CTVn_4500 5 40 526 389 129
CTVp_4500 5 41 281 222 88
GTVn 5 42 8 12 89

H&N OAR Brainstem 13 58 26 30 30
Glnd_Submand_L 13 57 10 10 25
Glnd_Submand_R 12 52 12 11 27
Larynx 12 57 36 38 28
Musc_Constrict 11 43 26 20 51
Parotid_L 13 59 38 32 23
Parotid_R 13 58 40 36 23

TV CTV1 9 45 139 152 58
CTV2 9 49 319 245 62
GTVn 13 60 33 35 82
GTVp 14 59 29 33 32

Sarcoma OAR Genitals 4 51 79 67 36
TV CTV 5 49 253 212 228

GTV 5 60 29 26 145

extraction method that yields a probabilistic mask that optimizes
the sensitivity and specificity parameters of each ensemble member.
Compared to majority voting, STAPLE can perform better as it can
remove random noise by reducing outlier members’ contributions via
weighting. A threshold is applied to obtain the final binary mask. We
used the same 0.95 threshold value as in the C3RO study [3].
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7.2.3. DEPTH COMPUTATION AND VISUALIZATION
We use the previously introduced Inclusion Depth (ID) and multi-modal
ID notions for uni-modal and multi-modal contour depth analysis,
respectively [1, 2]. In all cases, we use the relaxed Epsilon Inclusion
Depth (eID) as it better handles real-world datasets where contours are
not nested (i.e., their boundaries have multiple intersections).

Based on the depth scores, we differentiate between inlier and outlier
segmentation sets. In the uni-modal case, we discard a percentage of
the segmentations with the lowest depths, the outliers. We tried several
percentages and found that trimming thirty percent of the outliers leads
to robust downstream estimators without shrinking the inlier set too
much. Note one can use other heuristics or automatic methods to
determine this trimming percentage. For the multi-modal analyses, we
chose not to discard outliers because trimmed variation modes have
too few members for reliable consensus extraction and uncertainty
visualization tasks.

We extract the robust consensuses by applying the algorithms
described in the previous subsection to the inlier sets. For visual
analysis, we use simplified contour boxplots that use a solid line to
indicate the ensemble’s consensus and a shaded area to indicate the
region that the top fifty percent of the segmentations, depth-wise,
occupy. We refer to this area as the fifty percent confidence band.

7.3. RESULTS
In this section, we illustrate the use of the contour depth techniques
developed in this thesis for re-analyzing the C3RO challenge dataset. We
start by demonstrating how contour depths can enhance the robustness
of segmentation ensemble analysis methods and then explore their
multi-modal capabilities, which could potentially enable candidate
selection workflows.

7.3.1. ROBUST AND UNCERTAINTY-AWARE CONSENSUS EXTRACTION
USING INCLUSION DEPTH

To recapitulate, the main question of the C3RO challenge was to assess
whether non-experts can approximate the behavior of expert ensembles.
We address re-visit this question, leveraging the depth methodology for
robust analysis. Specifically, we compare the geometric similarity of
the STAPLE consensus of the expert ensemble (the desired ground truth
segmentation) against the consensuses of the non-expert ensemble
obtained with different methods and subsets of the data. Figure 7.1
shows the DSC results for the different ROIs and anatomical regions
of the C3RO dataset. Teal and orange lines indicate expert STAPLE
comparison against non-expert consensus obtained using majority

163



7

Applying Contour Depth Analysis to Real-World Radiotherapy Challenges

voting and STAPLE. Dashed and solid lines indicate that full and
depth-trimmed ensembles were used for the consensus extraction.

The first thing to observe is how STAPLE yields higher agreeing
consensuses than majority voting. Only in some cases like the CTV_5400
(GI) and the Brainstem (H&N) do the majority voting methods yield a
similar or better agreement. The edge of STAPLE over majority voting
occurs for two reasons. First, we use the STAPLE of the expert ensemble,
the gold standard in the C3RO study, as the reference consensus for all
comparisons. Second, STAPLE and majority voting performances differ,
with the latter being more sensitive to outlying segmentations.

A central result is how, regardless of the consensus extraction
algorithm, using depth to trim outliers improves the agreement between
experts and non-experts. This demonstrates that shape outlier removal
can lead to robustness gains and new insights. In the case of
the C3RO dataset, comparisons using the depth-trimmed ensembles
evidence increased agreement between experts and non-experts, further
endorsing the usage of the latter. Nevertheless, this result also indicates
that non-expert ensembles should not be fed as is to deep ensemble AIs.
Instead, careful preprocessing should be conducted to remove outliers.

Contour depths can enhance the analysis of individual cases, including
information about the ensemble’s variability. A noticeable example is the
CTV1 (H&N). As Figure 7.1 shows, using the depth-trimmed ensemble
leads to a substantive increase in agreement with the expert consensus
for the STAPLE condition. We turn to the raw data to understand this
phenomenon. The left pane of Figure 7.2 illustrates how the STAPLE
of the full non-expert ensemble exhibits an elongated extension that is
not present in the expert consensus, lowering the agreement between
consensuses to DSC = 0.85. The STAPLE algorithm cannot remove
this extension because several ensemble members include it. Using
contour depth to trim outliers leads to a STAPLE consensus without the
extension, increasing the consensuses’ agreement to DSC = 0.94. Note
that, as the fifty-percent confidence band on the figure’s right pane
indicates, most of the variability is still concentrated in the extension’s
region, which some members still include.

The results in this subsection show how the contour depth methodology
can be used to enhance the robustness of downstream ensemble
operations like consensus extraction. Further, depth scores permit
analyzing the ensemble’s variability by extracting uncertainty bands.

7.3.2. MULTI-MODAL ANALYSIS AND INTERACTIVE CANDIDATE
SELECTION

We now turn to the usage of multi-modal contour depth for extracting
representative shapes in the ensemble. Figure 7.3 illustrates the result
of partitioning the non-expert ensemble of the Parotid_L (H&N) into two
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Figure 7.1.: DSC values comparing expert and non-expert consensus for
five regions of interest in the C3RO challenge: sarcoma,
breast, H&N, GYN, and GI cases. Expert consensus was
extracted using the STAPLE algorithm in all cases. For
the non-expert ensemble, consensus was derived using
either majority voting (teal) or STAPLE (orange). Dotted
lines represent consensus computed from the full ensemble,
while solid lines indicate depth-trimmed ensembles, where
only the top 70% of contours by contour depth were used.

modes of variation. The STAPLE consensuses extracted from these
partitions are depicted using thicker colored lines.

Comparing the partitions’ consensuses with the expert STAPLE
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Figure 7.2.: Analysis of consensus extraction results for a slice of
the CTV1 (H&N). The left pane shows the three STAPLE
consensuses: expert (yellow) and non-expert, using the full
(red) and depth-trimmed (blue) ensemble. The right pane
focuses on the expert and depth-trimmed consensuses,
indicating the variability of the depth-trimmed ensemble
using a shaded purple region to denote the fifty-percent
confidence band.

consensus (yellow), one sees that the orange contour underestimates
the extend of the gland. In contrast, the teal shape includes
the extension present in the expert STAPLE consensus, attaining
a significantly higher DSC = 0.94. This scenario is representative
of what can happen in clinical practice where clinicians are faced
with segmentation ambiguities, which lead to variations in how they
delineate. Multi-modal contour depth helps disentangling these trends,
presenting a clearer overview of the ensemble.

The figure also hints at how multi-modal contour depth could power
user-facing workflows. Specifically, allowing users to entertain and
analyze several representative contours and eventually select the
desired one could increase deep ensemble AIs’ usability in clinical
practice beyond robust consensus extraction. Further, clinicians could
analyze the variability of the representative’s partition using confidence
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bands before selecting a representative. This information can help guide
the trimming of outliers. In the Parotid_L case, a clinician would choose
the teal partition, which is closest to the expert consensus.

Figure 7.3.: Multi-modal consensus extraction and analysis workflow for
a slice of the Parotid_L (H&N). The left pane shows the
STAPLE consensuses of the expert ensemble (yellow) and
the two partitions of the non-expert ensemble (teal, orange)
extracted using multi-modal contour depth. The right pane
illustrates how a user can focus on one of the partitions,
revealing a shaded region that corresponds to the variability
of the top fifty (depth-wise) underlying ensemble members.

Figure 7.4 summarizes the results of the bi-modal contour depth
experiment for the other ROIs and anatomical structures in the C3RO
dataset. To reduce clutter, we focused on the consensus extracted using
the STAPLE algorithm. Similarly to the previous subsection, each line
denotes the DSC of a non-expert consensus versus the expert STAPLE
one. The black dashed line corresponds to the non-expert STAPLE on the
full dataset. The colored solid lines correspond to the two representative
shapes.

As observed for most ROIs, the DSCs of the expert STAPLE and
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the STAPLE of the two representative shapes extracted by multi-modal
contour depth exhibit a clear separation. This gap between DSC scores
indicates that, in general, one of the variation modes is a better fit for
the expert consensus. The wider gaps occur in H&N ROIs like the CTV2,
the Larynx, and Parotid_L, which we visualized before. Interestingly, in
many cases, the "winning" variation mode attains a DSC that improves
the one obtained with the non-expert STAPLE consensus on the full
dataset, which further demonstrates that trimming non-representative
contours can lead to robustness gains.

Finally, the larger gaps between the DSCs of the representative shapes
in Figure 7.4 are observed in target volumes. This outcome is expected,
as these structures tend to have higher inter-observer variability due
to their complexity and ambiguity. Similar to the Parotid_L example,
Figure 7.5 illustrates the multi-modal analysis for CTV2 (H&N). As shown,
the significantly lower agreement of the orange contour arises because
it completely omits the right lobe. In contrast, the green contour aligns
well with the expert consensus.

7.4. DISCUSSION
In this chapter, we comprehensively illustrated the application of
the contour depth techniques developed in previous chapters in the
radiotherapy setting. For this, we used as a case study the Contouring
Collaborative for Consensus in Radiation Oncology (C3RO) challenge,
which aimed to determine whether cheaper to obtain and more widely
available non-expert segmentation ensembles can be used instead of
expert ones for tasks like training deep ensemble AIs. Associated with
the challenge is a dataset that offered expert and non-expert ensembles
for ROIs across several anatomical regions.

We revisited the research question of the C3RO challenge using
the depth methodology to re-analyze the results and found out that
contour depth can help improve robustness. By trimming outliers
from the non-expert ensemble before extracting the consensus, the
agreement between expert and non-expert consensus increased across
ROIs. An added benefit of the depths methodology is that it permits
characterizing the variability of the trimmed ensemble using intuitive
depth-sorted confidence bands. We leverage these bands to conduct
uncertainty-aware inspection of specific cases, which helped better
understand the nature of the disagreements between experts and
non-experts.

In practice, ensembles often contain shapes with distinct character-
istics due to data-gathering particularities such as different experience
levels and varying visibility conditions. When using these ensembles
to train deep ensemble AIs, AIs’ predictions will likely also concentrate
around a handful of representative shapes or modes of variation. We
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Figure 7.4.: DSC values comparing expert and several non-expert STAPLE
consensus for five regions of interest in the C3RO challenge:
sarcoma, breast, H&N, GYN, and GI cases. Black dotted
lines represent consensus computed from the full ensemble,
and colored solid lines indicate consensus extracted from a
partition of the ensemble. Teal lines always correspond to
the consensus that attained the largest agreement with the
expert STAPLE.

showed how multi-modal contour depth can help disentangle these
shapes before analysis, reducing bias due to the uni-modality assump-
tion of traditional contour depth methods. Further, we investigated
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Figure 7.5.: Multi-modal consensus extraction and analysis workflow
for a slice of the CTV2 (H&N). The left pane shows the
STAPLE consensuses of the expert ensemble (yellow) and
the two partitions of the non-expert ensemble (teal, orange)
extracted using multi-modal contour depth. The right pane
illustrates how a user can focus on one of the partitions,
revealing a shaded region that corresponds to the variability
of the top fifty (depth-wise) underlying ensemble members.

the viability of candidate selection workflows. Multi-modal contour
depths could help extract representative shapes from deep ensemble
AIs’ predictions. Afterward, clinicians could select the most suitable
candidate among the extracted ones, potentially reducing segmentation
refinement effort and time.

This chapter serves as both a guide and a demonstration of contour
depth functionality in the context of radiotherapy. Below, we outline
the limitations of our analyses, which also suggest directions for future
research.

Regarding the experiments conducted, a key limitation is the reliance
on the untrimmed expert STAPLE consensus as the desired ground truth.
A possible improvement would involve comparing ensembles directly
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[7, 8] rather than using consensus methods as proxies. For extracting
robust consensuses, another limitation is the use of a fixed proportion for
outlier removal. A more adaptive approach, such as ensemble-specific
thresholds based on depth scores, could provide better results [9].
Similarly, for visualizing uncertainty, we focused exclusively on the
fifty-percent confidence bands. Allowing users to adjust the threshold for
confidence band extraction could make the visualization more flexible,
enabling tighter or wider bands tailored to specific applications.

Building on our findings, we identify three promising avenues for future
research. First, extending the C3RO dataset to include more patients
and regions of interest (ROIs) would strengthen the original challenge’s
conclusions and further validate the benefits of contour depth for
increasing robustness and enabling candidate selection workflows.
Second, exploring multi-modal contour depth beyond the bi-modal case
is a compelling direction. This raises two questions: can more than two
variation modes occur, and how should new workflows and visualization
tools be designed to support users when multiple representatives are
analyzed and selected? Finally, while contour depth operates at a
global, shape-level scale, situations involving conflicting opinions may
require more localized approaches [10]. Developing methods to address
this need would be a step forward.
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Deep ensemble Artificial Intelligence (AI) methods are an exciting
research avenue in medical image segmentation. While standard auto-
segmentation AIs output one segmentation, deep ensemble AIs attempt
to model clinicians’ behavior, yielding a set of plausible candidates.
Compared to ensembles manually created by clinicians, deep ensemble
AIs operate at a fraction of the time and cost. These efficiency gains
and the additional information provided by segmentation ensembles
have the potential to transform and streamline the AI-supported
segmentation workflow, unlocking new use cases and opportunities for
enhanced clinician-AI collaboration. In turn, this will reduce the resource
footprint of adaptive radiotherapy (RT) workflows, paving the way for its
clinical implementation.

Deep ensembles can already be used to improve segmentation quality
and robustness [1], and to guide the development of more performant
auto-segmentation AIs [2]. Nevertheless, realizing their full potential for
supporting the clinician-centered quality assessment process requires
developments on multiple fronts.

The first part of this dissertation contributes a better understanding
of the clinician-driven quality assessment process and the scenarios
in which deep ensembles can provide value. Chapter 2 uncovered
and characterized the central tasks in quality assessment process:
navigation, error detection and correction. Chapter 3 evaluated
delineation error detection technology (DEDS). By foregoing slices
with no segmentation failures, we found DEDS can help clinicians
more quickly assess contours’ quality. More generally, these chapters
revealed the visual ensemble analysis process as a foundational piece
of the quality assessment process, guiding and potentially supporting
clinicians’ actions.

In the second part of this dissertation, we focused obstacles for
effective and efficient visual ensemble analysis. Due to the large
number of ensemble members and their multi-dimensional nature
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(spawning multiple spatial and even temporal dimensions), existing
visual analysis methods can take too long to compute, fatigue clinicians,
and be prone to clutter, obscuring critical patterns.

The Inclusion Depth (ID) and multi-modal ID methodologies introduced
in Chapters 4 and 5 allow the detection of the main trends in the
ensemble and the extraction of statistics that, when paired with contour
boxplots, permit clinicians to get an overview of the ensemble in
seconds. We showed how the developed contour depth methodologies
can be applied to practical scenarios in RT in Chapter 7. Finally, Chapter
6 tackles the challenge of partitioning the ensemble spatial domain
which could be useful to localize or accelerate analyses. For this, we
presented the Local-to-Global Correlation Clustering (LoGCC) framework,
which permits rapidly partitioning the ensemble spatial domain into
regions where ensemble members’ behavior is consistent.

The proposed techniques pave the way to leveraging deep ensembles
to support clinicians-driven segmentation quality assessment tasks. In
the following, we sketch this vision and discuss potential implementation
challenges that represent future work opportunities.

Navigation and Error Detection DEDS point clinicians to relevant slices
of the patient’s images and segmentations. Although anomalous
slice detection already provides structure to investigate AI-generated
segmentations more efficiently, we found that slice-based navigation
can be cumbersome and fatiguing as the system guides clinicians to
spatially disconnected volume regions, breaking their mental frame.
An interesting research avenue is to use a navigational unit that is
more semantically meaningful to the quality assessment process. For
instance, three-dimensional regions containing potential errors could be
presented to the clinician. How to extract these regions and adequately
visualize them are questions that remain open.

Another interesting result is that infusing DEDS with a notion of
priority like clinical significance can boost the time gains offered. We
found that coupling error detection with a dose-based metric, which
permits clinicians to decide whether segmentation failures can affect the
patient’s treatment, leads to fewer editing and, consequently, reduced
quality assessment times. Although some work has been done in
providing dose estimates [3], dose information might not always be
available in practice. Further, depending on the application domain, the
administered dose might not be a signal of error significance/priority.
Therefore, we believe developing these priority metrics jointly with
relevant domain experts (e.g., clinicians in radiotherapy) is a promising
future direction for DEDS development.
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Error Analysis and Editing We developed and published the contour
depth Python package, which enables using ID and multi-modal ID
as a computational building blocks. Similarly, LoGCC will soon also
be available as a Python package. Due to their modular nature, the
developed ID and LoGCC packages can be used as components within a
larger system or workflow.

Within the frame of this dissertation, an exciting direction is integrating
multi-modal ID and LoGCC into a more efficient ensemble-supported
quality assessment process that delays expensive editing interactions
like manual brushing or scribbling. In the first step, the clinician picks
one of the variation modes yielded by the multi-modal ID as the global
representative. If further localized editing is needed, the clinician can
fix the portion of the segmentation they are satisfied with and focus on
a region of interest that requires editing. Within this region, they can
modify the selected global representative by, for instance, adding or
subtracting highly consistent regions extracted by LoGCC. The process
repeats until the clinician is satisfied with the segmentation or until
they find an anomaly whose solution is not contained in the ensemble,
prompting the usage of traditional segment editing tools.

The successful implementation of the ensemble-supported quality
assessment process requires careful consideration of what information
to present to clinicians and how to present it. It is unclear
whether variation modes or LoGCC outputs should be shown to
clinicians, especially given the time pressures and fatigue they often
face. For example, introducing new uncertainty channels, such as
confidence bands, might exacerbate cognitive load and hinder usability
[4]. Alternatively, uncertainty information could be displayed on
demand, triggered by clicks or other interactions [5]. To address
these challenges, a clinician-centered validation of uncertainty-aware
segmentation visualizations is essential to identify the most effective
approaches for ensemble assessment and candidate selection tasks.
Finally, another potential issue is that the local selection process could
produce consensus segmentations with jagged lines, especially when
combining distinct variation modes. A post-processing step that ensures
valid and clinically acceptable segmentation masks is thus necessary
[6].

Beyond the technical challenges that will inevitably arise when
implementing workflows like those described before, we identified two
general issues central to realizing the vision of an ensemble-supported
quality assessment process: modeling quality of deep ensembles and
attitudes of domain experts and potential users towards the deep
ensemble AI technology. Below, we discuss these issues and the future
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work avenues they span. We finalize by discussing how the findings and
methods of this dissertation apply to other scenarios and domains.

Quality of deep ensemble modeling The proposed usage of deep
ensembles to support the segmentation QA process rests on the
assumption that they can accurately model clinicians’ behavior,
producing numerous, diverse, and plausible segmentation hypotheses
necessary to reliably obtain distinct variation modes, and extract their
consensus and confidence bands. Deep ensemble methods often
struggle to model clinicians’ behavior faithfully. Deep ensembles can
contain unrealistic-looking candidates or candidates that are not diverse
enough and exhibit variability in areas where clinicians would not due to
the entanglement of different uncertainty sources [7]. Deep ensemble
modeling is a very active research area with significant investment
in model improvements [8–12] and the creation of novel and larger
multi-annotator datasets [13–15]. Therefore, we expect that significant
progress will follow in the coming years.

Attitudes toward deep ensemble AI Perhaps the greatest challenge
to using ensemble-based technology in clinical practice is clinicians’
perception. The prospect of wrong decisions due to a misleading
representation of uncertainty and the lack of complete understanding
of their effect on patient outcomes can negatively impact clinicians’
adoption of ensembles and their affordances (e.g., variation modes,
uncertainty, and partitioning into consistent regions) [16]. Nevertheless,
it is worth noting that ensemble-based features like candidate selection
do not require perfect accuracy to be useful. Similar to other
technologies that face challenges in clinical adoption, such as deep
learning, clinicians’ attitudes and trust can be positively influenced
through several approaches. For instance, involving clinicians in
the development and refinement of ensemble-based methods or
using retrospective datasets in a low-stakes research environment to
demonstrate to clinicians the positive impact of these methods before
moving into clinical practice [17].

Application to other domains To conclude, we stress the generality
of the ensemble-based methods proposed in this dissertation. We
designed and implemented them with modularity and reusability in
mind. Therefore, we expect the proposed methods to be applicable
to other scenarios and to be able to support novel workflows in
other domains. In radiotherapy, DEDS need not be limited to model
deployment. DEDS are commonly used in the model development
stage to permit developers to find areas where the model needs more
annotation or improvement [2]. ID and LoGCC permit analysis and
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communication of results of IOV studies, which are crucial to determine
margins and interventions to improve segmentation quality. Beyond the
medical domain, our methods can be used in any field where ensembles
of segmentations or even scalar fields (from which iso-contours can be
extracted) play a role. Examples of other possible application domains
are cell biology, where one is interested in analyzing cells’ morphology
[18], and meteorology where our methods permit extracting the main
trends in meteorological forecasts and determining agreement areas
between ensemble members.
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A
IMPLEMENTATION OF
DELINEATION ERROR

DETECTION SYSTEMS IN
TIME-CRITICAL RADIOTHERAPY:

DO AI-SUPPORTED
OPTIMIZATION AND HUMAN

PREFERENCES MEET?

DEDS DEVELOPMENT
In this section, we outline the development of our Delineation Error
Detection System (DEDS) used in the workflow comparison user
study (Sec. 3.5). We engaged in a co-development process with
RO1 (RO from Utrecht UMC) and RO2 (RO from Leiden University
Medical Center), involving multiple sessions where they used the
tool for error detection and participated in structured discussions
regarding tool usability and information source suitability. Our analysis
involved logging clinicians’ interactions and transcribing discussions,
with relevant excerpts provided below.

CLINICAL DELINEATION SOFTWARE
Fig. 3.3’s top panel displays a standard open-source delineation
software’s graphical user interface (GUI), consisting of two primary
sections: the slice explorer (light blue rectangle) listing anatomical
structures for delineation and the slice viewer (orange rectangle) for
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navigating 3D images via scrolling or navigation keys, supporting
zooming and panning, and enabling pixel editing using tools like
brushes or polygon pens. Our custom implementation, based on this
GUI, was developed to support the slice-based error detection task.
While we initially considered using existing delineation software, their
closed source code or complexity hindered our envisioned extensions.
Therefore, we re-implemented essential functionalities, excluding editing
features, and instead used key presses to indicate editing intentions, as
described in the subsequent section on extending the prototype.

ERROR DETECTION AND PRIORITIZATION VIA PER-SLICE SCORES
The bottom panel of Fig. 3.3 shows the GUI of the DEDS prototype.
Similar to delineation software it has a slice explorer and viewer.
Nevertheless, we extended the slice explorer with two features that
permit slice-driven error detection. First, the list offers a higher
slice-level granularity level. Traditional software only allows browsing a
list of OARS. The DEDS slice explorer permits drilling down the OAR into
the slices that it spans. Furthermore, it permits sorting each OAR’s slices
based on user-defined scores as defined in Sec. 3.3.3. The bottom left
area of the slice explorer in Fig. 3.3 shows the score definition widget.

CLINICIANS’ FEEDBACK
The DEDS prototype underwent significant changes based on feedback
from RO1 and RO2, including the addition of contextual information
and image overlay features, customization of color maps, and
simplification of score displays. Clinicians’ feedback influenced workflow
improvements, such as grouping slices by structure in the slice explorer
for a less overwhelming experience. Initial impressions of unc and
error were mixed, with clinicians finding them limited and potentially
misleading, leading to reduced trust in the system. To address this,
explanations were provided during the workflow comparison study. In
contrast, clinicians reacted positively to dose information, suggesting
predefined settings per organ, with an emphasis on maximum dose
and gradient magnitude (grad_dose) as valuable additions to the
information sources. These enhancements aimed to enhance DEDS
usability and effectiveness.
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PROPERTIES OF ID
In this appendix, we provide sketches of proofs of the theoretical
properties of ID listed in Sec. IV. We start by showing that ID is invariant
to certain transformations of the domain.

Proposition 1: ID’s results are invariant to homeomorphic transforma-
tions of the domain.
Proof sketch: Let ϕ : Ω→ Ψ be a homeomorphism. Due to the bijectivity
of ϕ, for all , j, n(c) ⊂ n(cj) holds if and only if ϕ(n(c)) ⊂ ϕ(n(cj)).
Therefore, the quantities INn and INot defined in Eqs. 6 and 7 are
equal. It follows that the ID is also the same. We consider continuous
transformations because we represent the contours as level-sets of
continuous functions.

We now proceed to establish the relationship between Half-Region
Depth (HRD) and ID.

Proposition 2: In the special case in which ID is applied to graphs of
functions, it is equivalent to HRD.
Proof sketch: Let {1, 2, ..., N} ∈ X be an ensemble of functions in a
region U =  × R with graph G() = {(t, (t)) : t ∈ }. Computing the HDR
of a function  entails counting the number of times G() ⊂ ep(j) and
G() ⊂ hypo(j) for all j ∈ X, dividing by N and selecting the minimum
of the two quantities. The same result can be obtained evaluating
hypo() ⊂ hypo(j) and hypo(j) ⊂ hypo() instead. Establishing the
correspondence between hypo and n in Eq. 2 makes evident how this
formulation matches the inside/outside relationships in Equations 6 and
7.
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Proposition 3: If an ensemble of contours is produced by a homeomor-
phism (bijective, bi-continuous transformation) applied to an ensemble
of function graphs, computing the contours’ ID is equivalent to comput-
ing the functions’ HRD.
Proof sketch: This follows by combining Propositions 1 and 2.

The following propositions establish additional properties of ID.

Proposition 4: ID is invariant with respect to the definition of the
contours’ inside regions.
Proof sketch: We start with an analysis of contours and their masks
obtained by thresholding a field F(, y) = q. Computing ID requires
calculating the contours’ inside regions as n(c) = {p ∈ Ω|F(p) < q}. If
we perform an analysis on the field F′


(, y) = −F(, y) then the inside

and outside regions of the contour flip. For c, cj ∈ C, if in the original
formulation n(c) ⊂ n(cj), with the updated formulation it holds that
n′(cj) ⊂ n′(c). It is straightforward to see how, with this change, the
definitions of INn(c) and INot(c) in Eqs. 6 and 7 flips. Given that the
ID is the minimum of the two quantities, it remains the same under the
sign change of F and q.

Finally, we also show that Epsilon Inclusion Depth (eID) is also invariant
to certain transformations.

Proposition 6: eID’s results are invariant to area-preserving transforma-
tions of the domain.
Proof sketch: Let ϕ : Ω→ Ψ be an area-preserving bijection (equiareal or
authalic map). Due to the area-preserving property, the numerator and
denominator in Eq. 9 remain constant. Therefore, the quantities INε

n
and INε

ot
defined in Eq. 10 are equal. It follows that the eID is also the

same.
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COMPARISON OF ID AND CBD
MEDIANS AND α-TRIMMED MEANS

Figure B.1.: Comparison of medians (yellow) and α-trimmed means
(blue) that CBD (solid lines) and ID (dotted lines) yield for
the brain stem (left column) and right parotid gland (right
column) of a head-and-neck cancer patient. The median
is the contour with the highest CBD or ID depth. For the
α-trimmed mean, we used α = 0.1.
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Figure B.2.: Comparison of medians (yellow) and α-trimmed means
(blue) that CBD (solid lines) and ID (dotted lines) yield for
the ensemble of 500 hPa geopotential height contour lines.
The median is the contour with the highest CBD or ID depth.
For the α-trimmed mean, we used α = 0.2.
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SCALAR FIELD ENSEMBLES

LEMMAS CONCERNING CORRELATION TRANSITIVITY
In this section, we prove two lemmas concerned with weak correlation
transitivity of Pearson correlation. For two vectors S, Sj ∈ RN Pearson’s
correlation is given by

ρ(S, Sj) =

N
∑

n=1

(S(n) − S̄)(Sj(n) − S̄j)

√

√

√

√

N
∑

n=1

(S(n) − S̄)2
N
∑

n=1

(Sj(n) − S̄j)2

, (C.1)

where S(n) denotes the entries of S and S̄ the mean of the N entries of
S. The basis of the proofs is a geometric interpretation of the Pearson
correlation, which is also discussed in [1]. We consider the centred an
normalized vectors s given by

s =
S − S̄e




S − S̄e






, (C.2)

where ∥∥ is the norm in RN and e ∈ RN the vector with all entries equal
to one. Note, that the factor for normalizing the vectors is the reciprocal
of the standard deviation of S. Then, the Pearson correlation of S and
Sj is the scalar product of the vectors s and s

ρ(S, Sj) =



s, sj
�

. (C.3)
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This implies that the Pearson correlation of S and Sj equals the cosine
of the angle ϕj between the unit vectors s and sj. Fig C.1 depicts
the relationships between unit vectors and the angles between them
discussed in the two lemmas below.

Lemma 3 Consider a triplet S, Sj, Sk ∈ RN and assume ρ(S, Sj) ≥ ρ and
ρ(S, Sk) ≥ ρ for some ρ ∈ [0,1]. Then,

ρ(Sj, Sk) ≥ cos(2arccos(ρ)). (C.4)

Proof. For S, Sj, Sk , we denote by s, sj, sk the centered an normalized
vectors as in Eq. C.2. Denoting the angle between the unit vectors s
and sj by ϕj, Eq. C.3 implies




s, sj
�

= cos(ϕj). (C.5)

The assumptions ρ(S, Sj) ≥ ρ and ρ(S, Sk) ≥ ρ imply

ϕj ≤ arccos(ρ) and ϕk ≤ arccos(ρ). (C.6)

By our assumption that ρ ∈ [0,1], ϕj and ϕk are smaller or equal to π
2 .

The triangle inequality for angles implies that the angle ϕjk has to be
smaller or equal to the sum of the angles ϕj and ϕk. Hence

ϕjk ≤ 2arccos(ρ). (C.7)

Since the cosine function is monotonically decreasing on the interval
[0, π], Eqs. C.7 implies

cos(ϕjk) ≥ cos(2arccos(ρ)). (C.8)

Finally, we combine Eqs. C.8, C.5 and C.3 to get Eq. C.4.

Lemma 4 Consider a quadruple S, Sj, Sk , S ∈ RN and assume ρ(S, Sj) ≥
ρg, ρ(S, Sk) ≥ ρ and ρ(Sj, S) ≥ ρ for some ρ, ρg ∈ [0.5,1]. Then,

ρ(S, Sk) ≥ cos(2arccos(ρ) + arccos(ρg)). (C.9)

Proof. For S, Sj, Sk , S, we consider the centered an normalized vectors
s, sj, sk , sj as in Eq. C.2 and denote by ϕj the angle between s and sj.
Using Eqs. C.3 and C.5, the assumptions ρ(S, Sj) ≥ ρg, ρ(S, Sk) ≥ ρ and
ρ(Sj, S) ≥ ρ imply

ϕj ≤ arccos(ρg) and ϕk , ϕj ≤ arccos(ρ). (C.10)

Since ρg, ρ ∈ [0.5,1], ϕj, ϕk and ϕj are smaller or equal to π
3 . Then,

the triangle inequality for angles yields

ϕk ≤ ϕk + ϕj + ϕj,
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Figure C.1.: Geometric perspective of relationships between correlations
in a) triples and b) quadruples of cells in the ensemble.
Angles inversely relate to correlations between vectors via
ρ = cos(ϕ). The scheme represents the situations that arise
when building clusters in the a) local and b) global steps
of LoGCC. For simplicity, relationships are presented using
a circle. In higher dimensions, angles get smaller, but the
relationships hold.

which combined with (C.10) implies

ϕk ≤ 2arccos(ρ) + arccos(ρg). (C.11)

Since the cosine function is monotonically decreasing on the interval
[0, π], Eq. C.11 implies

cos(ϕk) ≥ cos(2arccos(ρ) + arccos(ρg)). (C.12)

Finally, combining Eqs. C.12, C.5 and C.3 yields Eq. C.9.

PIVOT-BASED CC ALGORITHMS
Algorithms 6 and 7 describe the Pivot and CN-Pivot correlation clustering
(CC) methods applied to a scalar field S with a correlation threshold
ρt. The first step in both algorithms is to convert the scalar field into
a graph, where the cells correspond to vertices, and edges connect
all vertex pairs. The edge set is separated into positive and negative
subsets based on the correlation between the connected cells.

Pivot builds clusters by randomly selecting a pivot and including all
vertices sharing a positive edge with it. This process repeats until
all vertices have a cluster. CN-Pivot starts with a pre-processing step
where correlation neighborhoods η(V) are computed for all vertices.
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The algorithm then sorts the vertices in decreasing order of correlation
neighborhood size. A correlation neighborhood forms a new cluster in
the main loop if none of its correlation neighbors are already members
of a cluster. Note that CN-Pivot may leave some vertices unassigned.

Algorithm 6 Pivot

Require: S, ρt ▷ Scalar field ensemble and correlation threshold
Gρt = (V, E+ , E−) ▷ Define +/- edges using ρt
π← uniform random permutation of V
Ψ = ∅;  = ∅ ▷ Pivots and clusters
while π ̸= ∅ do

Vψ ← pop(π,1) ▷ Pop first vertex in π
Ψ← Ψ ∪ Vψ; ψ ← {Vψ} ▷ Initialize cluster
for Vπ ∈ π do

if (Vψ, Vπ) ∈ E+ then
ψ ← ψ ∪ Vπ
π← π − {Vπ}

end if
end for
 ←  ∪ ψ

end while
return Ψ, 

Algorithm 7 CN-Pivot

Require: S, ρt ▷ Scalar field ensemble and correlation threshold
Gρt = (V, E+ , E−) ▷ Define +/- edges using ρt
ηρt (V) = {Vj ∈ V|Ej ∈ E+} ▷ Correlation neighborhoods
π← permutation of V in decreasing order of correlation neighborhood
cardinality
Ψ = ∅;  = ∅ ▷ Pivots and clusters
while π ̸= ∅ do

Vψ ← pop(π,1) ▷ Pop first vertex in π
if ηρt (Vψ) ∩ ηρt (V′ψ) = ∅∀V

′
ψ
∈ Ψ then

Ψ← Ψ ∪ Vψ; ψ ← ηρt (Vψ) ▷ Build cluster
end if

end while
return Ψ, 

DETAILS SYNTHGRID DATASET
The SynthGrid dataset permits evaluating the scaling behavior of CC
methods by modulating different parameters like the field size, the

190



C

Appendix C

number of clusters, and the proportion of unique clusters, which leads to
clusters with disconnected components. Figure C.2 presents examples
of the ensemble members (a) and of the CC obtained when changing
the field size (b) and the number of clusters (c).

ADDITIONAL EXAMPLE CORRELATION THRESHOLD
EXPLORATION
Fig. C.3 presents another example of the exploratory workflow for
correlation thresholds applied to the HaN-Brainstem dataset. In
this example, the borders of clusters near the target segmentation
boundary do not align perfectly with it. This misalignment could
indicate uncertainty about the boundary’s exact location, which is
understandable given the insufficient contrast information in the CT
scan. As a result, the deep neural network may be inferring the
brainstem’s shape based on segmentations previously during training
rather than on the image data.
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Figure C.2.: Overview of the SynthGrid datasets used to evaluate
LoGCC’s scaling behavior. (a) depicts an ensemble with 4×4
local clusters, each consisting of 32× 32 cells, resulting in a
total ensemble size of M = 128 × 128 cells and N members.
(b) illustrates how increasing the scalar field size and the
number of local clusters can be achieved by concatenating
additional clusters. (c) demonstrates that subdividing a
scalar field also increases the number of local clusters while
decreasing their size. In both (b) and (c), reducing the
proportion of unique clusters introduces global connections
between local clusters.
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Figure C.3.: Using the accelerated CN-Pivot method to ex-
plore the correlation structure of the HaN-Brainstem
dataset using several correlation thresholds (ρt ∈
{0.3,0.4,0.5,0.6,0.7,0.8,0.9}). The results of the local
step (a) are re-used to compute several global clusterings in
a fraction of the time (b). It takes the accelerated CN-Pivot
method only 267 seconds to generate all the clusterings. In
contrast, it takes the unaccelerated variant 17369 seconds,
representing a 65x speedup. For context, we provide the
CT scan slice for which the segmentation ensemble was
computed and the target, ground truth, segmentation as a
dashed line.
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