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Summary

Hot-wire anemometry (HWA) remains an essential diagnostic tool for high–frequency
velocity measurements in aerodynamic research, yet its practical accuracy strongly
depends on robust temperature correction and reliable multi–component probe calib-
ration. Despite the maturity of the technique, the literature provides no consensus on
how best to correct for fluid–temperature variations or how to calibrate X-wire probes
with consistent accuracy across wide velocity and angular ranges. The situation is
further complicated at the TU Delft Low-Speed Wind Tunnel Laboratory (LSL), where
the absence of an in-situ multi-wire calibration system has made efficient and repeat-
able probe preparation difficult. This thesis addresses these issues by developing
a new automated calibration framework for multi-wire CTA probes and performing a
comprehensive evaluation of existing temperature-correction and X-wire calibration
schemes.

The first part of the work concerns the separation of velocity and temperature effects in
CTA measurements. Six temperature-correction models—ranging from simple Bear-
man [1]-type scaling ignoring the change in fluid properties with temperature, to more
complex formulations incorporating fluid-property variations and the Collis & Williams
factor [2] are applied to four independent datasets from literature, covering a wide
range of velocities and temperature conditions. Each model is assessed by collapsing
data acquired at varying temperatures onto a single fourth-degree polynomial calibra-
tion curve to quantify the residual error via normalized root mean square percentage er-
ror. Across all datasets, simple temperature corrections perform surprisingly well. Re-
lying on resistance-based wire-temperature estimation suffers from uncertainty, with
the best success when calculating the fluid properties at the film temperature and ap-
plying the Collis & Williams correction. Allowing the wire temperature to act as an
optimization parameter can improve the fit of the curves, confirming earlier findings
that resistance-derived temperatures can introduce systematic error.

The second part of the thesis focuses on the calibration of X-wires. A new miniature,
high-precision, in-situ yaw calibrator is designed and implemented. The device integ-
rates a compact high-torque servo motor and a magnetic rotary encoder with high
accuracy, assembled using high-precision alignment procedures. With the calibration
and controlled through a LabView interface, and the position feedback and servo con-
trol integrated via an Arduino implementation, the system enables automated yaw
sweeps. Its compact form factor allows installation directly inside restricted wind-
tunnel test sections.

Using this system, a dense X-wire calibration dataset was collected, spanning velocit-
ies from 5 to 30m s−1 in 1m s−1 increments and yaw angles from−40◦ to 40◦ in 1◦ steps.
The dataset enabled comparison of calibration schemes, including interpolation-based
indirect methods (Lueptow [3] and Tropea [4] variants), and direct polynomial surface
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fits. Method performance is evaluated using modified RMSPE metrics of the recon-
structed velocity components u and v. The results demonstrate that interpolation-
based offer the best accuracy but show greater sensitivity to calibration-grid sparsity,
requiring a grid of at least 8 velocity and 25 angle steps. The Lueptow variant was
found to perform unreliably near calibration domain boundary. Fourth-degree direct
polynomial surface fits applied to the velocity components yielded reasonable accur-
acy and robustness across the domain, much better polynomial fits of velocity mag-
nitude and angle, while allowing a three-times smaller calibration grid of 5x15 points.

Overall, this thesis delivers three principal contributions: (1) a quantitative cross-dataset
assessment of widely used temperature-correction schemes, (2) the design and com-
missioning of a compact and versatile in-situ X-wire calibrator, and (3) a comprehens-
ive evaluation of X-wire calibration methods and the required density of calibration
grids. The outcomes provide a practical foundation for improving the reliability and ac-
cessibility of multi-component CTAmeasurements in future aerodynamic experiments.
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1
Introduction

Hot-Wire Anemometry (HWA) remains a widely usedmeasurement technique for high-
frequency velocity measurements in aerodynamics. Although the technique is nearly
a century old, it continues to play an important role in the study of wall-bounded and
free shear flows, as is the case at the Low-Speed Wind Tunnel Laboratory (LSL) of
TU Delft.

However, the reliability of hot-wire measurements depends on careful probe calib-
ration prior to experiments. Although the physical principles of HWA are well docu-
mented, the literature reveals a lack of consensus on two key calibration aspects:

1. A universal method to correct hot-wire measurements for fluid temperature in
flows with large temperature variations.

Multiple approaches have been proposed for temperature correction. Some neg-
lect the variation of fluid properties, while others propose semi-empirical correc-
tions based on fluid properties calculated at different reference temperatures.
The recommendations sometimes disagree, and there is a lack of comprehens-
ive comparisons across datasets.

2. Different accuracies among methods used to obtain magnitude and direction of
flow from the voltage measured from multi-wire probes.

Numerous calibration schemes have been proposed, including the so-called vari-
ous effective-velocity methods, look-up-table approaches, and direct fittingmeth-
ods. However, a robust comparison of the performance of thesemethods across
different velocities and flow directions is still missing in literature.

In experiments at the LSL, the lack of established best-practices combined with prac-
tical difficulty of calibration of X-wire probes in diverse experimental setups often leads
to convoluted setup and calibration approaches, which make HWA measurements
less accessible to entry-level experimentalists.

This thesis aims to address these gaps by developing a new, automated calibration
framework and hardware for multi-wire constant-temperature anemometry in applic-
ations under variable thermal conditions, designed for in-situ operation in the wind
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tunnel sections.

The work combines a comprehensive literature review of HWA calibration and correc-
tion methods, mechanical design of a new multi-wire probe calibrator, compilation of a
comprehensive X-wire experimental calibration dataset, and experimental evaluation
of different calibration schemes. The contributions include:

• A quantitative comparison of temperature correction methods across four inde-
pendent datasets from literature.

• A new custom-built, high-precision yaw actuation system designed for in-situ
X-wire calibration during experiments.

• An extensive X-wire dataset under a wide range of velocities and flow angles.
• A quantitative comparison of X-wire calibration schemes and the effect of calib-
ration grid resolution.

The structure of the report is as follows: Chapter 2 reviews the theoretical background
of HWA and common calibration techniques. Chapter 3 outlines the research gap
and defines the research objectives and research questions. Chapter 4 presents the
methodology. Chapter 5 provides the results for the temperature-correction and X-wire
calibration studies. Finally, Chapter 6 offers the conclusions and recommendations for
future work.



2
Background on Hot-Wire Anemometry

This chapter provides the theoretical background necessary to understand the calib-
ration challenges addressed in this thesis. It first outlines the principles of Hot-Wire
Anemometry in Section 2.1, the heat-transfer mechanisms that relate the measured
voltage to the flow velocity with emphasis on Constant-Temperature Anemometry.

Next, the approaches to corrections for fluid temperature in hot-wire measurements is
discussed in Section 2.2. Since the cooling of the wire depends on both velocity and
temperature, changes in fluid temperature introduce ambiguity in the voltage–velocity
relation. Several correction approaches exist in literature, but they often disagree,
motivating the comparative assessment performed later in this work.

Finally, Section 2.3 introduces multi-wire probes and the methods used to calibrate X-
wires for two-component velocity measurements. Both indirect interpolation schemes
and direct polynomial fits are reviewed, as these form the basis for the calibration
evaluation in subsequent chapters.

2.1. Principles of Hot-Wire Anemometry
Hot-Wire Anemometry relies on measuring the heat transfer from a thin, electrically
heated wire placed in the fluid flow to be measured. The velocity of the fluid is determ-
ined by measuring the heat lost by the wire through forced convection, which depends
on the velocity of the fluid.

Typically, the wire is made of materials with stable properties such as tungsten or
platinum to avoid aging. The diameters of the wires can vary over a range of a few
micrometers to tens of micrometers, with smaller wires offering better spatial resolu-
tion and frequency response [5] at the cost of being more fragile and more difficult to
manufacture and repair.

The operating modes used in Hot-Wire Anemometry are explained in Section 2.1.1.
The governing heat balance relations are outlined in Section 2.1.2.

3



2.1. Principles of Hot-Wire Anemometry 4

2.1.1. Operational modes
Three operational modes of Hot-Wire Anemometry can be distinguished depending on
the measuring circuit of the hot-wire - Constant Current Anemometry (CCA), Constant
Temperature Anemometry (CTA), and Constant Voltage Anemometry (CVA).

Constant Current Anemometry operates on the simplest principle out of the three -
as the electric current flowing through the wire is kept constant, the changes in the
resistance of the wire, caused by the change in wire temperature due to changing
convective heat transfer, are measured. Because of the finite time needed by the wire
temperature to change with flow velocity (thermal inertia), the frequency response of
the wire in CCmode is relatively poor [5]. Nowadays, CCA finds use almost exclusively
for Cold-Wire Anemometry (CWA), where a wire operated at a low overheat ratio is
used to increase sensitivity to fluid temperature, decreasing the sensitivity to velocity.
This is due to the fact that CTA exhibits highly non-linear behaviors at low overheat
ratios [5, 4].

Constant Temperature Anemometry places the hot-wire in a feedback loop that auto-
matically compensates the current flowing through the wire to keep the temperature
(resistance) of the wire constant. An example circuit is shown in Fig. 2.1. Because
the thermal inertia of the wire is effectively eliminated and replaced with the delay of
the electronic amplifier, the frequency response is orders of magnitude better than in
CC mode. To date, CTA remains the main HWA technique.

Figure 2.1: A CTA circuit containing a Wheatstone bridge, a feedback amplifier, and an
electronic-testing subcircuit [5].

Constant Voltage Anemometry is a relatively new HWA technique, being proposed
around 30 years ago [6], compared to more than almost a century for both CCA and
CTA. In this case, the voltage across the hot-wire sensor is kept constant. This tech-
nique offers a significant improvement over CCA and CTA, due to the elimination of
the effect of the capacitance of the cables on the dynamic response, and interference
[6]. Nevertheless, CVA has yet to reach widespread adoption and is therefore not
treated further.

Due to the continuing wide adoption of CTA for HWA, it is the main focus of this study.
Therefore, all following derivations assume that the response of the feedback ampli-
fier is sufficiently fast to guarantee constant wire resistance, and consequently con-
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stant wire temperature. This can be assured by modern amplifiers in all but very-high-
turbulence conditions [5].

2.1.2. Heat balance of a heated wire
The wire loses heat to the environment by means of forced convection (due to the
velocity of the fluid), free convection (flow due to density gradients), radiation, and
conduction to the prongs, which due to the significantly larger thermal mass and lower
resistance act like heat sinks. The schematic representation of the heat losses of the
wire is shown in Fig. 2.2a.

(a) (b)

Figure 2.2: Photograph of a hot-wire with a schematic representation of (a) the heat losses of the
wire (size of arrows indicates relative importance), and (b) the steady-state heat balance between

Joule heating and heat loss due to forced convection. Based on Örlü and Vinuesa [7].

Assuming uniform composition and temperature of the wire Tw and uniform fluid tem-
perature of the fluid around the wire Ta, the heat-balance equation of the wire can be
expressed as

π

4
d2wlwρwcw

dTw

dt
= Q̇v − Q̇h − Q̇r − Q̇cp, (2.1)

where Q̇v denotes heat generated inside the wire, and Q̇h, Q̇r, and Q̇cp denote the
heat transfer due to convection, radiation, and conduction to prongs respectively. For
typical hot-wire configurations, convection greatly outweighs all other modes of heat
loss and they are all ignored. Fingerson and Freymuth [8] showed that convection
can be reasonably accurately expressed for most hot-wires through Newton’s law of
cooling as Q̇h = hπdwlw(Tw − Ta). Finally, for Constant-Temperature Anemometry,
dT/dt = 0, allowing Eq. (2.1) to be expressed as

Q̇v = hπdwlw(Tw − Ta). (2.2)

The heat transfer coefficient h is typically expressed through the Nusselt numberNu =
hdw
λ
. Q̇v represents the heat generated inside the wire through Joule heating - for
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uniform wire resistance (keeping the uniform material composition assumption), it can
be expressed as Q̇v = I2Rw = EI = E2

Rw
. Thus, the heat balance is expressed as

E2

Rw

= Nuλπlwdw(Tw − Ta), (2.3)

or after rearranging as

Nu =
E2

Rwλπlwdw(Tw − Ta)
. (2.4)

TheNusselt number for thin hot-wires is a complex functionNu = f(Re,Gr,Pr,Kn, Tf/Ta)
[2]. In practice, the dependence on the Knudsen number is typically neglected, as mo-
lecular effects do not play a significant role in typical hot-wire application. Furthermore,
the Prandtl number of air can be considered to be approximately constant with respect
to temperature. Free convection is also typically either ignored or treated separately
from forced convection, removing the dependence on the Grashof number. Thus, the
Nusselt number is most dependent on the Reynolds number Re = Udw

ν
and the most

well-established relation describing this dependence is the classical form based on
the work of King [9]:

Nu = A+BRen, (2.5)

sometimes also written as
Nu = A+BUn

eff . (2.6)

In both equations, A and B can still be considered functions of Tw and Ta. Both
Eqs. (2.5) and (2.6) and other similar forms are commonly referred to as ”King’s law”
[2, 1].

However, modern generalized approaches kept the Nusselt number as an undefined
function of Reynolds number, often a third- or fourth-degree polynomial, a spline, or
another power law determined during calibration:

Nu = f(Re), (2.7)

or written in terms of voltage and velocity using Eq. (2.4) and the definition of the
Reynolds number as

E2

λ(Tw − Ta)
= f

(
U

ν

)
. (2.8)

Collis and Williams [2] proposed a modification to King’s law in the form of

Nu

(
Tf

Ta

)−0.17

= A+BRen, (2.9)

where Ta is the freestream temperature of the fluid and Tf is the film temperature.
This correction has been substantiated by experiments by Chevray and Tutu [10] and
Abdel-Rahman et al. [11]
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The lack of a closed relation between the flow velocity and measured voltage means
that in practice the probes always need to be calibrated before measurements.

2.2. Effect of fluid temperature in Hot-Wire Anemometry
The ultimate goal of Hot-Wire Anemometry is to extract the velocity of the fluid from
the measured voltage of the anemometer. However, Section 2.1.2 showed that the
heat transfer of the wire is dependent both on the flow speed and the flow temperature.
This makes it impossible to discern an increase of fluid velocity from a drop of fluid
temperature just from the hot-wire voltage. HWA is often used in applications with
changing fluid temperature – sometimes undesirably as in open-loop or non-climate-
controlled wind tunnels, and sometimes due to the nature of the experiment itself [12].
Therefore, the effects due to changes of fluid temperature do need to be accounted
for in most real test conditions.

The most accurate method is always a direct calibration of the relation between anem-
ometer voltage, flow velocity, and temperature, in other words E = f(U, Ta). However,
simultaneous calibration for velocity and temperature requires the use of a dedicated
calibration facility, adding additional complexity and cost, as well as more time con-
sumed by each calibration process.

Instead, the most common approach is to attempt to separate the effect of fluid tem-
perature and velocity by assuming that their influence on heat transfer is independent
of each other. In order to accomplish this, it is convenient to introduce the equivalent
voltage E∗ and the equivalent velocity U∗. Defining E∗ as the voltage that would be
read by the anemometer subjected to a fluid of the same Reynold’s number, but at a
reference fluid temperature T ∗

a , Eq. (2.8) can be rewritten to

E√
λ(Tw − Ta)

= f

(
U

ν

)
=

E∗√
λ∗(Tw − T ∗

a )
, (2.10a)

where λ∗ is the heat conductivity of the fluid at the reference temperature. After solving
for E∗,

E∗ = E

√
λ∗(Tw − T ∗

a )

λ(Tw − Ta)
. (2.10b)

Correspondingly, U∗ is the velocity of a fluid at the reference temperature T ∗
a that would

have the same Reynold’s number as the actual fluid, so

U

ν
=

U∗

ν∗ (2.11a)

where ν∗ is the kinematic viscosity at the reference temperature. Solving for U∗,

U∗ = U
ν∗

ν
. (2.11b)

The reference fluid temperature can be chosen freely, but it is often taken as the
mean freestream temperature during calibration. The temperature-independent hot-
wire velocity calibration is then performed for the equivalent velocity U∗ and voltage
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E∗ as
U∗ = f(E∗). (2.12)

The simplest approach to correct the measured hot-wire voltage for temperature drift
of the fluid is to assume that the change of fluid properties λ and ν is negligible. In
other words,

E∗ = E

√
Tw − T ∗

a

Tw − Ta

, (2.13)

and U∗ = U . Consequently, U = f(E∗). This simple correction was recommended by
Bearman [1] when the changes in flow temperature are small relative to the difference
between wire and flow temperature, and further reinforced for relatively large flow
temperature variations through experimental validation by Pessoni and Chao [13] and
Ball et al. [14]. Abdel-Rahman et al. [11] has also shown this formula to work well,
but only for flow velocities above 4m s−1.

A more accurate method takes into account the change in the heat conductivity and
the kinematic viscosity, and both the velocity and voltage are corrected during calib-
ration using the full Eqs. (2.10b) and (2.11b). The fluid properties λ and ν are typically
calculated at the film temperature Tf [2], defined as

Tf =
Tw + Ta

2
. (2.14)

In this case, λ∗ and ν∗ are calculated at the reference film temperature T ∗
f = 1

2
(Tw+T ∗

a ).
On the other hand, a study by Lundström et al. [15] suggested that the freestream
fluid temperature Ta is a better reference for a temperature-independent caliberation of
hot-wires with constant wire temperature, in which case λ∗ and ν∗ are also calculated
at T ∗

a .

To recover the fluid temperature from measurements, the voltage is corrected using
Eq. (2.12), and the equivalent velocity is recovered from the calibration function. The
real velocity is then calculated by inverting Eq. (2.11b).

Finally, if the additional factor proposed by Collis and Williams from Eq. (2.9) is in-
cluded, the equivalent voltage can be defined through an analysis similar to Eqs. (2.10a)
and (2.10b) as

E∗ = E

√√√√λ∗(Tw − T ∗
a )

λ(Tw − Ta)

(
TfT ∗

a

TaT ∗
f

)−0.17

. (2.15a)

However, since (T ∗
f /T

∗
a )

−0.17 is a non-dimensional constant close to unity, it can instead
be defined for convenience as

E∗ = E

√
λ∗(Tw − T ∗

a )

λ(Tw − Ta)

(
Tf

Ta

)−0.17

. (2.15b)

If the effect of temperature on λ is not taken into account, Eq. (2.15b) can be reduced
to

E∗ = E

√
Tw − T ∗

a

Tw − Ta

(
Tf

Ta

)−0.17

. (2.16)
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In the end, there is a disagreement on the recommended temperature correction
scheme for HWA. While some authors have recommended the Collis & Williams cor-
rection factor and calculating λ and ν at the film temperature [2], others omitted the
additional correction factor while calculating λ and ρ either at the film temperature
[16], or at the freestream temperature [15]. Furthermore, many studies reported suffi-
cient accuracy while neglecting both the change in fluid properties and the additional
correction factor under large temperature changes [11, 13, 14, 17]. Additionally, no
comprehensive comparative study between all of these approaches appears to exist.

2.2.1. A note on the hot-wire temperature ambiguity
It is historically common to calculate the temperature of the hot-wire based on the
measured resistance. The resistance-temperature of both tungsten and platinum can
reliably be described with the linear relation

Rw(T )

Rw(T ∗)
= 1 + αT ∗(T − T ∗). (2.17)

By applying Eq. (2.17) to Eq. (2.13), the simple correction can be written as

E∗ = E

√
Rw|Tw −Rw|T ∗

a
)

Rw|Tw −R|Ta

. (2.18)

This equation is enticing, as one does not need to know Tw. The hot resistance would
then directly be known to the operator from the setting of the anemometer. The cold
resistance of the probe could bemeasured at different ambient temperatures and used
to fill in the other factors.

However, Van Dijk [18] deemed this method too unreliable, as the material properties
can vary from wire to wire, with no possible standard temperature coefficient of resist-
ance. Furthermore, another hidden inaccuracy in the resistance method was noted,
as there will be a difference in the contact and internal instrument resistances between
the operational CTA and the measurement at cold temperatures, ∆1. To account for
that, Eq. (2.18) was rearranged in the form

E∗ = E

√
Rtotal(Tw)−Rtotal,cal(T ∗

a ) + ∆1

Rtotal(Tw)−Rtotal,cal(Ta) + ∆1

, (2.19)

where Rtotal are the total real cold resistances of the probe and all additional wire and
contact resistances, and Rtotal,cal are measured during temperature calibration.

Van Dijk has experimentally shown that if Eq. (2.18) is used, the lack of accounting
for the resistance accuracy leads to the calibration data not collapsing on a single
curve as expected. He proposed treating ∆1 as a free parameter, and optimizing it
until the χ2 of a fourth-degree polynomial fit of the corrected data is minimum. The
RMS-deviation of the polynomial fit of the data corrected with the optimized ∆1 was
reduced by an order of magnitude compared to Eq. (2.18).

Similarly, Van Dijk was the first to suggest abandoning the idea of calculating the
hot-wire temperature from measured resistance or the overheat ratio, and instead



2.3. X-wire Calibration 10

treating Tw in Eq. (2.13) as a free parameter to optimize. As long as a collection of
measurements at a sufficient range of fluid temperatures is available, the correction
can be applied to the data with a guessed value of Tw, and a fourth-degree polynomial
U = f(E∗) fitted to the entire set of data. Then Tw can be optimized until the χ2 statistic
is minimum. Van Dijk has found that this method allows for complete elimination of the
uncertainty in hot-wire temperature that comes from estimating it through resistance.
In his experiments, the post-calibration RMS-deviation is just 5.6 cm s−1, although the
temperature span in his experiment was only around 6K.

Such approach can also be used for more complex relations including the effect of film
temperature on the fluid properties λ and ν, as recently independently proposed by
Takahashi et al. [19]. In this case, the optimized Tw is incorporated in the calculation
of the film temperature, which is subsequently used to calculate the fluid properties.

2.3. X-wire Calibration
Multi-wire probes make use of multiple differently inclined wires to measure more than
one velocity component. A schematic representation of an X-wire probe is shown in
Fig. 2.3. The underlying principle of X-wire measurements is that a unique pair of flow
velocity U and inclination angle ϕ should be linked to a unique pair of measured wire
voltagesE1 andE2. Manymethods involving the deduction of flow speed and direction
based in physical reasoning effective cooling velocity have been proposed and remain
in use [20, 21], most notably the effective velocity methods discussed in Section 2.3.1,
although they are often regarded as only somewhat accurate for at most ±15◦ flow
inclination. Over time, methods involving calibration look-up tables as described in
Section 2.3.2 have been suggested instead. Another popular alternative aiming to
improve the efficiency of data interpretation is the direct fitting method, elaborated on
in Section 2.3.3.

φ

φ1

φ2

Wire 1

Wire 2
x

y

U

u

v

_

_

Figure 2.3: Schematic of an X-wire probe showing the velocity component definition
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2.3.1. Effective velocity methods
Because of the underlying principle of multi-wire probes, it is no longer possible to
assume that the flow is oriented perpendicular to the wires. Therefore, it is common
to express the cooling relations as derived in Section 2.1.2, in terms of the effective
cooling velocity Ue, which is a fictitious velocity magnitude that corresponds to the
magnitude of a velocity vector aligned normal to the wire that would cause the same
cooling of the wire as the real velocity vector U . The coordinate system of a single-wire
probe can be defined as shown in Fig. 2.4.

Figure 2.4: Velocity components in the sensor reference frame

The simplest approximation of off-angle cooling of a hot-wire is through the use of the
cosine-cooling law:

U∗
e = U∗ cosϕ. (2.20)

This is based on the assumption that only the wire-normal velocity component contrib-
utes to the convective heat transfer of the hot-wire. Real hot-wires do not show good
agreement with this law. As an attempt to account for deviations from the cosine-
cooling law, the law was expressed by Bradshaw [22] in terms of the effective yaw
angle ϕe as

U∗
e = U∗ cosϕe. (2.21)

The effective yaw angle is no longer the real angle between the velocity vector and
the wire, and is instead found by fitting to calibration data.

As an attempt to better capture the effect of wire-parallel velocity components, Hinze
[23] proposed including the effect of the wire-tangential velocity with the yaw para-
meter k:

U∗
e
2 = U∗2(cos2 ϕ+ k2 sin2 ϕ). (2.22)

Others further expanded that approach by noting that the presence of the hot-wire
prongs alter the flow field locally such that the response of the wire to the normal
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velocity u and the bi-normal velocity w is in fact different, and better captured by

U∗
e
2 = u∗2 + (kv∗)2 + (hw∗)2, (2.23)

where k and h are the sensor’s sensitivity coefficients in yaw and pitch. Equation (2.23)
is often referred to as Jørgensen’s law [5, 24, 18]. For typical hot-wire configurations,
k ≈ 0.2 and h ≈ 1.05 [5], meaning that the sensitivity of the probe to the normal and
bi-normal velocity components is very similar, and much higher than to the parallel
component.

The effective velocity methods applied to X-wire calibration make use of individual
fitted functions for U∗

e,1(E
∗
1) and U∗

e,1(E
∗
2), which can be based on King’s-law-like rela-

tions or for example fourth-degree polynomial fits. According to Jiménez et al. [20],
the effective cooling velocity of each wire can be described in the coordinate system
from Fig. 2.3 using the cosine law as modified by Bradshaw with the effective yaw
angle of each wire:

U∗
e,1 = u∗ cos ϕ̄1,e + v∗ sin ϕ̄1,e (2.24a)

and

U∗
e,2 = u∗ cos ϕ̄2,e − v∗ sin ϕ̄2,e. (2.24b)

The effective yaw angles ϕ̄1,e and ϕ̄2,e are similar to the real wire inclination angles ϕ̄1

and ϕ̄2, but are fitted to the data and are slightly different.

Equations (2.24a) and (2.24b) can be rearranged to

Ue,1∗

cos ϕ̄1,e

= u∗ + v∗ tan ϕ̄1,e = f(E∗
1) (2.25a)

and

U∗
e,2

cos ϕ̄2,e

= u∗ − v∗ tan ϕ̄2,e = g(E∗
2), (2.25b)

where functions f(E∗
1) and g(E∗

2) are fourth-degree polynomial fits, calculated from
calibration data with flow aligned with probe axis (v = 0).

Angles ϕ̄1,e and ϕ̄2,e are found by inclining the probe to the flow during calibration by
angle ϕ, so that u∗ = U∗ cosϕ and v∗ = U∗ sinϕ. Then, with the assumption that
yawing the probe by angle ϕ changes the effective cooling angle by the same amount,
Eqs. (2.25a) and (2.25b) can be rewritten to

cosϕ+ sinϕ tan ϕ̄1,e =
f(E∗

1)

U∗ (2.26a)

and

cosϕ− sinϕ tan ϕ̄2,e =
g(E∗

2)

U∗ . (2.26b)
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The probe is yawed over a range of angles and ϕ̄1,e and ϕ̄2,e are regressed. From
measurements, the velocity components are calculated using

u∗ =
f(E∗

1) tan ϕ̄2,e + g(E∗
2) tan ϕ̄1,e

tan ϕ̄1,e + tan ϕ̄2,e

(2.27a)

and

v∗ =
f(E∗

1)− g(E∗
2)

tan ϕ̄1,e + tan ϕ̄2,e

. (2.27b)

Alternatively, other effective cooling velocity expressions can be used, for example
from Eq. (2.22) as

U∗
e,1

2 = U∗2(cos2 (ϕ̄1 − ϕ) + k2
1 sin

2 (ϕ̄1 − ϕ)) (2.28a)

and

U∗
e,2

2 = U∗2(cos2 (ϕ̄2 + ϕ) + k2
2 sin

2 (ϕ̄2 + ϕ)). (2.28b)

However, no direct solutions for U∗ and ϕ exist, and the equations require solving
iteratively.

2.3.2. Indirect methods
One of the first methods to avoid the inaccuracies of effective angle approach in multi-
wire applications was developed byWillmarth and Bogar [25], who performed a full cal-
ibration of the probe on a grid of velocities and yaw angles, and recorded the response
of the two wires at each combination. The data was interpreted during experiments
through interpolation between the stored calibration points. A significant limitation of
this approach is that the accuracy is limited by the density of the stored calibration
grid. Furthermore, outliers in the calibration data could increase errors in their neigh-
borhoods when using local interpolation schemes [18]. Initially, interpolation methods
were introduced as a means to ”fill-in” relatively large gaps between calibration data
in a more accurate manner than local interpolation directly from the calibration set, for
example the following method by Lueptow et al.[3]. Another alternative was proposed
by Browne et al. [26] and subsequently modified by Tropea et al. [4].

Lueptow method
In the approach described by Lueptow et al.[3], the initial relatively coarse calibra-
tion dataset is transferred to a finer rectangular E∗

1 − E∗
2 grid by intermediate global

polynomials fitted to the data. This also reduces the effect of individual bad samples
during calibration. A typical X-wire calibration set has a range of velocities taken at the
same probe yaw angles, such as the one shown in Fig. 2.5a. From this, polynomials
E∗

2(E
∗
1)|ϕi

and U∗(E∗
1)|ϕi

are fitted at each angle ϕ as shown for E∗
2(E

∗
1)|ϕi

in Fig. 2.5b.
Then, the values of E∗

2 and U∗ are evaluated at evenly spaced intervals of E∗
1 for each

angle using the fits, and new polynomials ϕ(E∗
2)|E∗

1
and U∗(E∗

2)|E∗
1
are fitted for each
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value of E∗
1 , as shown symbolically in Fig. 2.5c. Finally, ϕ and U∗ is evaluated from

these functions at uniform intervals of E∗
2 , as shown in Fig. 2.5d, leading to a uniform

denser grid in E∗
1 and E∗

2 . U∗ and ϕ are typically converted to u∗ and v∗[3, 24] and
stored. In this way, denser look-up tables could be generated.
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(a) Starting dataset

1.2 1.4 1.6 1.8 2.0
E *

1 [V]

1.4

1.5

1.6

1.7

1.8

1.9

2.0

2.1

E
* 2

[V
]

27
21
16
11
5

0
5
10
16
21
26

(b) Polynomial fits for constant ϕ
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(c) Polynomial fits for constant E∗
1 at equal spacing
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(d) Calibration values evaluated on an even E∗
1 − E∗

2 grid

Figure 2.5: Lueptow X-wire look-up table generation procedure

Figure 2.6 shows the 3D representation of the stored lookup table. For a measured
pair of E∗

1 , E∗
2 , bilinear interpolation is used to find the corresponding u∗ and v∗. The

accuracy of the look-up table method depends on the spacing of the grid points.

For analyzing the accuracy of the Lueptow interpolation scheme itself, the method
could be used as an indirect interpolation method, where only the original polynomial
fits E∗

2(E
∗
1)|ϕ and U∗(E∗

1)|ϕ are stored, and subsequent steps are repeated for each
data inversion from measurement at exact values of E∗

1 and E∗
2 .
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Figure 2.6: X-wire look-up table visualized

Browne method
The method proposed by Browne et al.[26] involves fitting fourth-degree polynomials
U∗ (E∗

1) |ϕi
and U∗ (E∗

2) |ϕi
for every pitch angle ϕi. A representative calibration set with

the fitted polynomials is shown in Fig. 2.7
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Figure 2.7: X-wire calibration set in Browne format

To retrieve the flow velocity and angle from a pair of measured voltages, the first step
is to calculate the velocity corresponding to the voltage for each of the wires and each
angle polynomial, as represented by the cyan points in Fig. 2.8.

Next, polynomial fitsU∗(ϕ)|E1 andU∗(ϕ)|E2 aremade for eachwire at the given voltages,
as shown in Fig. 2.9. The final value of the velocity and angle of the flow is read from
the intersection of these two curves.

The disadvantage of the Browne approach was its difficulty in accurately inverting the
data near the boundary of the calibration set.
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Figure 2.8: The first step of velocity and angle retrieval using the Browne method
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Figure 2.9: The second step of velocity and angle retrieval using the Browne method
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Modified Browne method
Tropea et al. [4] made two adjustments to the Browne method. First, power laws
inspired by King’s law in the form

E∗
1(U

∗)|ϕi
= A1,i +B1,i(U

∗)n1,i (2.29a)

and
E∗

2(U
∗)|ϕi

= A2,i +B2,i(U
∗)n2,i (2.29b)

are regressed instead of polynomials for each angle ϕi . These can be easily inverted,
and the intersection points for a given pair ofE∗

1 andE∗
2 can be calculated as previously

described.

Secondly, instead of fitting fourth degree polynomials for all intersections, the rough
intersection point is found and a subset of points is used for fitting a lower degree
polynomial. The suggested approach was to fit second-degree polynomials on three,
or third-degree polynomials on the five points nearest to the intersection.

Unlike polynomials, the power law fits continue monotonously increasing outside the
calibration domain in a stable manner for well-defined calibration data. Because of
this, a further modification can be considered – instead of only finding intersections
inside the calibration range, slight excursions from the domain can be considered for
edge cases where there would otherwise not be enough intersections for subsequent
fits.

The individual fits can be seen in Fig. 2.10. For a pair of voltages E∗
1 and E∗

2 indicated
with black vertical lines in the figure, intersection points with all regressed curves are
found, as plotted in the left side of Fig. 2.11. Then, after finding the angle closest to
the intersection, the nearest points to that are selected, and polynomial fits are used
to find the result as shown in the right side of the figure. The approximate intersection
point can be found by subtracting the velocities calculated from each voltage at each
angle and finding the change in sign. Intersections outside the calibration domain are
only used if there is otherwise insufficient number of points for a subsequent fit.
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Figure 2.10: X-wire calibration set in Tropea format
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Figure 2.11: Retrieval of U and ϕ using the Tropea method

2.3.3. Direct methods
Since a unique relationship exists between a pair of voltages, and the flow magnitude
and direction within the domain of interest of an x-wire, it was suggested to directly
evaluate the flow variables from measured voltages.

Velocity magnitude and angle polynomials
One of the first to propose direct polynomial fitting of calibration data were Oster and
Wyganski already in 1982[27]. The suggested approach consisted of using least-
squares regression to directly fit two polynomial surfaces to the calibration data –
U∗ = f(E∗

1 , E
∗
2) and ϕ = f(E∗

1 , E
∗
2). In the original work, third-degree expressions

in the forms

U∗ =
3∑

i=0

3−i∑
j=0

(
aijE

∗
1
iE∗

2
j
)

(2.30a)

and

ϕ =
3∑

i=0

3−i∑
j=0

(
bijE

∗
1
iE∗

2
j
)

(2.30b)

were used.

Generally, fourth-degree polynomial expressions have generally been found to cap-
ture hot-wire calibration data better than third-degree, and so the fitted functions can
be fourth-degree expressions instead:

U∗ =
4∑

i=0

4−i∑
j=0

(
aijE

∗
1
iE∗

2
j
)

(2.31a)
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and

ϕ =
4∑

i=0

4−i∑
j=0

(
bijE

∗
1
iE∗

2
j
)
. (2.31b)

Velocity component polynomials
An alternative direct calibration approach involves the representation of calibration
data in the two velocity components instead of U and ϕ:

u∗ = U∗ cosϕ (2.32a)

and

v∗ = U∗ sinϕ (2.32b)

Then, functions u∗ = f(E∗
1 , E

∗
2) and v∗ = f(E∗

1 , E
∗
2) are fitted to the calibration data.

This variation can offer an advantage over the previously described U -ϕmethod, since
the hot-wire response to velocity might be better represented by a polynomial expres-
sion than to angle. This form was used by Chang & Blackwelder [28], and was more
recently shown by Nguyen [29] to offer good measurement when using fourth-degree
polynomial fits. However, no direct comparison to U -ϕ methods has been made.



3
Research framework

This chapter presents the reasoning behind the research by identifying the research
gap in Section 3.1, defining the research objective in Section 3.2, formulating the
research questions in Section 3.3, and finally outlining the approach used to answer
them in Section 3.4.

3.1. Research gap
As underlined in Chapter 1, Hot-Wire Anemometry continues to find wide use in re-
search today. This is also the case at the LSL, where they are an essential part of
aerodynamics research. Despite the maturity of HWA, the brief overview of hot-wire
measurement background in Chapter 2 has identified two main issues limiting its prac-
tical use:

• Temperature correction - literature disagrees on how to best decouple the ef-
fects of flow velocity and temperature on hot-wire readings. Researchers must
choose between several correction schemes without a comprehensive cross-
dataset comparison of their performance.

• Multi-wire calibration - there is a wide variety of models relating the voltage of
multi-wire probes and the magnitude and direction of velocity. Yet, there is no
comprehensive comparison of their accuracy or the required calibration grid res-
olution.

Additionally, at the LSL, there is a third major obstacle to multi-component velocity
measurements using HWA: a lack of an existing universal calibration system. The
existing setup requires removing the probe from the test setup, risking probe damage,
misalignment, and loss of calibration accuracy, while at the same time consuming
valuable wind-tunnel time.

Together, these gaps serve as a barrier to the use of HWA to obtain reliable HWA data
in environments with multi-component velocity or with high temperature fluctuations.

20
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3.2. Research objective
The goal of this research is to develop an automated in-situ calibration framework for X-
wire Constant Temperature Anemometers, ensuring accurate and efficient calibration
within restricted test environments such as small-scale wind tunnel test sections, and
use it to evaluate the performance of calibration schemes.

This framework must:

• Operate directly in restricted wind-tunnel sections with minimal disturbance.
• Enable repeatable and efficient calibration for future LSL experiments.

3.3. Research questions
For the evaluation of calibration schemes, the main research question is

How can a two-wire constant-temperature anemometer be calibrated in-situ un-
der variable flow temperature conditions while maintaining high measurement
accuracy and reliability?

To aid in answering it, the following sub-questions can be posed:

1. Temperature correction

• Can the effects of temperature and fluid velocity be effectively separated,
or are more complex combined calibration methods required?

• Does the change in fluid properties with temperature need to be taken into
account, and if so which reference temperature (freestream or film) yields
most consistent correction?

• Is the Collis & Williams correction term required?
• Can the wire temperature be calculated from the overheat ratio, or does it
need to be optimized?

2. X-wire calibration

• How do the different look-up and direct calibration methods compare in
measurement error across a dense calibration grid?

• What calibration grid resolution (velocity and angular spacing) is required
for accurate calibration?

3.4. Research approach
To answer these questions, the analysis is divided into two chapters:

1. Temperature correction study, where 6 correction models with both optimized
and estimated wire temperature are evaluated on datasets obtained from liter-
ature and a newly collected dataset spanning a wide temperature and velocity
range.

2. X-wire calibration study:

• Develop a new miniature and automated yaw calibration system
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• Collect a high-density calibration grid
• Evaluate the accuracy of calibration methods
• Perform a grid resolution convergence study



4
Design of calibrators and
experimental evaluation

The conducted research can be split in two separate main parts. First, the investiga-
tion of the different temperature correctionmethods as outlined in Section 4.1. Second,
the comparison of X-wire calibration schemes as described in Section 4.2.

4.1. Temperature correction
Different temperature correctionmodels (Bearman, Collis &Williams, direct evaluation
of fluid properties) is evaluated using a combination of datasets from literature listed
in Table 4.1.

Table 4.1: Overview of datasets used for evaluation temperature correction methods.

Dataset source Temperature range Velocity range
Pessoni & Chao [13] 6m s−1 to 30m s−1 21 ◦C to 63 ◦C
Koppius & Trines [30] 0.5m s−1 to 5m s−1 10 ◦C to 80 ◦C
Fiedler [31] 2m s−1 to 20m s−1 21 ◦C to 50 ◦C
Artt & Brown [32] 2.7m s−1 to 14.8m s−1 18 ◦C to 40 ◦C

In order to quantify correction effectiveness, the corrected data is fitted with fourth-
degree direct polynomial fits U∗ = f(E∗), and used for the calculation of velocity
from a measured voltage. The temperature correction step is inverted, and the real
velocities Um compared with Uc calculated from the fits. The goodness of fit can be
described by the ”normalized standard deviation” as described by Bruun et al. [5] and
Wubben [24]:

εU =

√√√√ 1

N

N∑
i=1

(
U

(i)
c − U

(i)
m

U
(i)
c

)2

, (4.1)

which is in fact the root mean square percentage error (RMSPE). In this equation, N
is the total number of calibration points, and i denotes the specific calibration point.
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For the purpose of collecting additional temperature correction data, a TSI model
112700 hot-wire calibrator unit was modified to include flow-heating capabilities with
an AHP-3742 in-line air heater from Omega Engineering. The heater connected to
a 230V AC supply provides 200W of heating power. The heater is controlled with a
Selec TC544C-CE temperature controller with feedback from a T-type thermocouple
placed in the settling chamber of the calibrator. The calibrator setup is connected to a
filtered and regulated 0.4MPa compressed air supply. To indirectly control the outlet
velocity, two parallel manual needle valves are used, with one providing coarse and
the other fine regulation. The flow velocity can be calculated by measuring the differ-
ence in pressure between the settling chamber of the calibrator and the ambient. The
TSI calibrator is shown in Fig. 4.1.

Total pressure tap

Hot-wire mount

Thermocouple

Fine control valve

Contraction

Heater

Coarse control valve

Figure 4.1: Hot-wire temperature calibrator

In the end, it was not possible to collect additional experimental data in time, and only
the reference datasets obtained from literature are used for evaluation of temperature
correction methods.

4.2. X-wire calibration
In this section, the design of the new X-wire calibration setup is described in Sec-
tion 4.2.1 first, and the experimental methodology to collect the dataset for calibration
scheme evaluation is described in Section 4.2.2.

4.2.1. Calibrator design
Previously, the calibration of multi-wire probes at the LSL was performed using the
system shown in Fig. 4.2. The use of this calibrator forced the removal of the hot-wire
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probe from the test setup that it was going to be used in, and re-installation after the cal-
ibration had been performed. This was a time-consuming process that further risked
the accuracy of the hot-wire measurements in the experiment or physical damage to
the fragile wires.

Figure 4.2: Old X-wire probe calibrator

Due to the importance of carefully controlled calibration on the validity of hot-wire
measurements and the need for frequent recalibration, a new setup which would al-
low effortless calibration directly in the experiment setup was needed. This calibrator
would also need to be easily adaptable to a variety of potential experiments performed
at the LSL in different wind tunnel facilities. The research in turbulent transition of
cooled boundary layers at the TU Delft [12] served as an example of a challenging
application, as the hot-wire probes were inserted into a narrow test section of less
than 5 cm in width on a long arm. Because of the restricted size of the test section,
removal of the probe from the test section was previously necessary for calibration.

Tomake the calibrator universal, it was not possible to use an externally mounted pivot-
ing system as in the old design. Instead the motion system needed to be integrated
closer to the hot-wire probes. The motor powering the yaw mechanism of the probe
had to be miniature, while maintaining sufficient holding torque to resist the aerody-
namic forces and keep the probe firmly at the desired angle. Similar requirements for
RC model airplanes’ control surfaces have led to fairly powerful and inexpensive com-
mercially available servo motors. For the calibrator, the Chaservo LV06 model was
used. It was found to have low backlash, and had a quoted holding torque of 1.9 kg cm
thanks to the combination of a high-quality DC motor and gearbox. This servo, shown
in Fig. 4.3, was among the smallest available, and had a much higher torque output
than other comparable models.

The precision demanded from RC components was not adequate for a precision cal-
ibration, and the positional accuracy was one of the specifications provided by the
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Figure 4.3: The dimensioned drawing of the Chaservo LV06 from the manufacturer

manufacturer. It was, however, estimated to be in the order of a few degrees by
testing, which is insufficient for hot-wire calibration. Instead of the low precision po-
tentiometer feedback from the servo, a more accurate source of angle measurement
was needed. Magnetic rotary encoders are devices which can measure the angle of a
special diametrically-magnetized magnet using the hall effect. Given relatively accur-
ate alignment requirements between the magnet and the chip, the MagnTek MT6835
could offer accuracy of ±0.5◦ out of the box. The chip also supports programming of
an user non-linearity compensation, which can bring the accuracy below±0.02◦. How-
ever, no high-precision encoder was available at the time of this study to perform this,
and it remained at the factory setting. Additional non-linearity compensation remains
as a recommendation for future applications of the calibrator. The precision of this
encoder is < 0.0002◦, which will allow the calibrator to match the target angles very
well during calibration.

To maximize the accuracy of the encoder, the magnet needed to be aligned both with
the axis of rotation and with the center of the chip. To ensure satisfactory alignment
of the magnet with the servo, the magnet was positioned during the adhesion process
using a milling machine with precise digital readout components with a positional ac-
curacy of < 0.01mm. The center of rotation of the servo was found using a < 0.01mm
precision dial indicator rigidly mounted to the arm of the servo. A precision ground
reference cylinder was mounted in the spindle of the milling machine. The arm of the
servo was continuously rotated, and the bed of the milling machine was moved until
the servo arm with the dial indicator ran true with the spindle of the mill (the needle
did not move throughout the rotation). Figure 4.4 shows a picture taken during this
process.

At that point, the position of the center of rotation of the servo was saved in the digital
readout system of the milling machine, the dial indicator removed from the servo, and
the reference cylinder removed from the spindle of the mill. One of the larger surfaces
of the magnet was previously lightly sanded to remove some of the nickel plating while
taking care to keep it flat and perpendicular to the axis of the magnet. The sanded
magnet was gently placed in a 6mm collet in the spindle of the milling machine, and
touched to a precision ground part of the mill perpendicular to the spindle axis. Then,
with the magnet aligned flat, the collet was lightly tightened, and moved back to the
position of the servo’s axis of rotation. Both the surface of the magnet and the servo
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Figure 4.4: Locating the center of rotation of the servo

armwere cleaned with acetone. Then, a small drop of J-BWeld steel-reinforced epoxy
adhesive was applied to the servo arm, and the magnet gently lowered onto the arm
of the servo by moving the milling machine. Figure 4.5 shows a picture taken during
curing of the epoxy adhesive, with the magnet partially visible in the collet above the
servo.

After the epoxy was allowed a 24-hour curing period, the vice holding the servo was
loosened. Afterwards, the bed of the milling machine was lowered away from the
spindle, while making sure to avoid hitting the servo. With the servo clear from any
obstacles the collet was loosened, and the servo with magnet removed. The servo
shown in Fig. 4.6 was thus fitted with a diametrically-magnetized magnet, with <
0.02mm off-axis deviation.

For the alignment of the rotatingmagnet with the stationary encoder chip, an alignment
piece made of acrylic is used. The detail view rendering of interface of the part is
shown in Fig. 4.7. Looking on the image, the board with the encoder chip is mounted
from the top side, and the chip fits snugly in the rectangular cutout in the alignment
piece. The magnet sits in the circular cutout partially visible in the back of the part.
The round cutout is machined to a close running tolerance with the diameter of the
magnet, and the two cutouts are machined with high alignment to each other. The
magnet side of the alignment piece is visible in Fig. 4.8, with the encoder chip visible
in the cutout.

The calibrator assembly is shown in Fig. 4.9. The swinging part is highlighted in green.
The angle of the final part of the hot-wire arm can be adjusted depending on the used
probe, as the axis of rotation should be perpendicular to the plane formed by the wires.



4.2. X-wire calibration 28

Figure 4.5: Adhesion of the magnet to the servo
arm

Figure 4.6: Servo with the magnet aligned and
adhered

Figure 4.7: Magnetic encoder alignment piece
closeup Figure 4.8: Magnetic encoder installed in the

alignment piece

In the figure, the calibrator is shown in the configuration for a boundary layer V-shaped
probe, whereas for an X-wire probe the armwould be kept straight. Themanufacturing
drawings of the calibrator components can be found in Chapter A.

The block diagram of the calibrator system is shown in Fig. 4.10. The calibration pro-
cess is coordinated from a host computer running LabView, using the interface shown
in Fig. 4.11. An Arduino Pro Micro type board acts as as a position controller between
the magnetic encoder and the servo motor. The target angle is received from the host,
and the position setting is sent to the servo motor via PWM. The target position of the
servo is controlled through the reading from the magnetic encoder, which is also for-
warded back to the host. The host also collects the data from the wind tunnel DAQ
system and from the CTA bridges, and can control a traverse system. A sequence
of points can be uploaded to the LabView script, which can proceed through the en-
tire calibration domain automatically, sending the target commands to the separate
controllers and waiting for the position to stabilize before logging the response and
proceeding to the next point.
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Hot-wires

Servo

Magnetic encoder board
Magnet alignment plate

Figure 4.9: Schematic view of the calibrator
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Figure 4.11: Calibrator LabView interface
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4.2.2. Experimental evaluation
In order to facilitate robust verification of different interpolation schemes, the effect of
calibration angle span, and convergence with respect to the calibration grid fineness,
the X-wire response was measured on a fine U −ϕ grid. The wind tunnel velocity was
varied in the range of 5m s−1 to 30m s−1 at steps of 1m s−1, and the probe was yawed
from −40◦ to 40◦ at steps of 1◦. To decouple the variation of flow velocity and temper-
ature, which would gradually increase during the measurement period, the velocity of
the wind tunnel was changed in a random order. A set of angle measurements from
−20◦ to 20◦ with step of 2◦ at 26m s−1 was repeated at multiple points during the long
experiment duration to rule out any drift of probe properties.

Raw voltages were temperature-corrected, then transformed into velocity and angle
fields using calibration relations. The primary performance metric for each calibration
method was the modified RMSPE of the u∗ and v∗ velocity components, defined as

εu =

√√√√√ 1

N

Ni∑
i=1

N
(i)
j∑

j=1

(
u
∗(i,j)
c − u

∗(i,j)
m

U
∗(i,j)
m

)2

(4.2a)

and

εv =

√√√√√ 1

N

Ni∑
i=1

N
(i)
j∑

j=1

(
v
∗(i,j)
c − v

∗(i,j)
m

U
∗(i,j)
m

)2

, (4.2b)

where similar to Eq. (4.1) the subscript c indicates the value calculated from the voltage
by the calibration method andm the measured value. N is the total number of calibra-
tion points, Ni is the number of angle steps, and N

(i)
j is the number of velocity steps at

the angle step ϕi. This metric is similar to the one used for evaluation of temperature
correction for a single-wire probe from Eq. (4.1), and was proposed by Wubben [24],
since the normalization of errors by v is impossible due to passing through 0.

The calibration set was collected using the 55P51 X-wire probe manufactured by
DANTEC Dynamics. This probe had gold-plated tungsten wires with length of approx.
1mm and diameter of 5µm. The probe was connected to a DANTEC Streamline Pro
CTA module, with target Tw = 242.223 ◦C. The angle of the probes during calibration
was measured with the built-in magnetic encoder, with a worst-case error of ±0.5◦.
The precision of the encoder was roughly 1.7e−4◦ and the measurement repeatability
seemed to be similar. The calibrator was mounted on a sting inserted from the down-
stream side into the test section of the M-tunnel facility of the LSL, which is an open
wind-tunnel with a square 0.4m test section and a maximum speed of 35m s−1.

The temperature of the flow was measured in the settling chamber of the wind-tunnel
by a P-L-1/3-3-50-M6-PS-6 Pt100 probe fromOmegawith an accuracy above±0.11 ◦C
in the relevant temperature range, read by the MAX31865 analog-to-digital converter.
The absolute pressure was measured using a Bosch Sensortec BMP280 digital baro-
meter with an accuracy of ±0.50 hPa. The facility was equipped with an array of the
2.5MD, 002ND, and 005ND Honeywell TruStability RSC differential pressure sensors
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connected to the total pressure in the settling chamber, and the static pressure after
the contraction. The sensor with the lowest range was automatically chosen based
on the wind tunnel conditions, providing an accuracy and total error bound of ±0.5Pa
and ±2.5Pa up to q = 250Pa, ±1Pa and ±5Pa up to q = 497.7Pa, and ±2.5Pa and
±12.4Pa up to q = 1244.2Pa. Since the total error bound is listed for the full temperat-
ure range of the sensor, and the experiment was conducted around room temperature,
the thermal effects should have been minimal and the error should have been closer
to the quoted accuracy.

In addition, a single 005ND differential pressure sensor with an accuracy of ±2.5Pa
and total error bound of±12.4Pawas connected to a pitot tube positioned near the hot-
wires. A close-up picture of the calibrator and the pitot tube can be seen in Fig. 4.12.

Figure 4.12: Calibrator and pitot tube in the M-tunnel of the LSL

The sting with the calibrator was mounted on a traverse system to allow full three-axis
positional control, which was used to keep the center of the X-wire probe stationary.
A picture of the complete setup can be seen in Fig. 4.13.
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Figure 4.13: Traverse setup in the M-tunnel of the LSL



5
Results of calibration evaluation

This chapter presents the results of the evaluation of the hot-wire calibration methods.
The results are split for the first study on fluid temperature correction in Section 5.1
and the second part on X-wire calibration in Section 5.2.

5.1. Temperature correction
Based on Section 2.2, six different temperature correction schemes were compared.
These were split based on the reference temperature which was used for voltage
and velocity correction, denoted as Tw (wire temperature), Ta (freestream temperat-
ure), and Tf (film temperature). Tw means that the change of fluid properties was
neglected, and Ta or Tf mean that the fluid kinematic viscosity ν and the thermal con-
ductivity λ were calculated at the freestream or film temperature of the fluid respect-
ively. Furthermore, the application of the Collis & Williams correction term (Tf/Ta)

−0.17

was indicated with the abbreviation C&W. Thus, for example, for a correction labelled
’Tx,C&W’, where Tx is Ta or Tf , the corrected hot-wire voltage was

E∗ = E

√
λ∗
x(Tw − T ∗

a )

λx(Tw − Ta)

(
Tf

Ta

)−0.17

, (5.1)

and the velocity was
U∗ = U

ν∗
x

νx
, (5.2)

where λx and νx were calculated at the temperature Tx of each measurement, and λ∗
x

and ν∗
x were calculated at the reference temperature T ∗

x , taken as the mean from all
the measurements. On the other hand, if Tx = Tw, the correction for the voltage was

E∗ = E

√
Tw − T ∗

a

Tw − Ta

(5.3)

and the velocity was unaltered, i.e. U∗ = U .

The heat conductivity was calculated using the relation by Kannuluik & Carman [33]:

λ[Wm−1 K−1] = 418.4(0.0000575(1 + 0.00317(T [◦C])− 0.0000021(T [◦C])2)) (5.4)

35
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The kinematic viscosity was calculated as ν = µ/ρ, where the dynamic viscosity µ
was calculated using the Sutherland law

µ[Pa s] = 0.00001716

(
T [K]

273

)3/2
273 + 110.4

T [K] + 110.4
(5.5)

and the density ρ from the Ideal Gas Law ρ = p
RT

.

For the purpose of the analysis, fourth-degree polynomials in the form U∗ =
∑4

i=0 ciE
∗i

were fitted to the corrected data using the least-squares method. The correction
schemes were evaluated both using the reported overheat ratio (if available) and with
Tw optimized as a free parameter optimized in the least-squares method. As Tw was
changed, this was also reflected in the calculation of the film temperature during tem-
perature correction.

As an example, the raw measurements by Pessoni & Chao [13] and fits for all vari-
ations of correction scheme are shown in Fig. 5.1. The hot-wire temperature used is
indicated in the legends, where Tw = 461.15K is based on the value reported in the
source paper, and the other values were found by optimization.
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Figure 5.1: Temperature correction comparison for the data from Pessoni & Chao [13]

5.1.1. Comparison of temperature correction methods
First, for best-case scenario for each correction method, the correction schemes are
compared in Fig. 5.2 with only optimized Tw. The data is grouped on the x axis by
dataset, and colored by the correction scheme. Judging by the relatively similar values
of the RMSPE for a given dataset, on first glance the methods can perform similarly
if Tw is optimized. Also the Collis & Brown correction term does not seem to have
an effect on the attainable accuracy of velocity. The exception is the high errors of
the Ta methods in the Koppius & Trines measurements. From these four datasets, Ta

methods seem to either be either slightly better (slightly lower error levels in the Artt
& Brown, Fiedler, and to a lesser extent Pessoni & Chao), or significantly worse as in
the Koppius & Trines dataset. Because of this inconsistency, they do not seem to be
a good candidate for temperature correction.

Finding the optimal value of Tw requires a calibration set spanning a sufficiently wide
freestream temperature range, so it might not always be possible. Figure 5.3 shows
the RMSPE in velocity for corrections based on the reported Tw estimated from the
overheat of the wire. The Fiedler dataset is not included, as the overheat of the wire
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Figure 5.2: RMSPE of velocity depending on correction method, optimized Tw

was not reported. In this plot, there is a significant difference between the methods.
From the height of the bars, it is immediately obvious that the Ta methods perform in
this case consistently worse than the other two. Furthermore, the C&W correction re-
duces the errors in Tf and Ta methods, but surprisingly increases them for the constant
fluid properties method Tw. The most important observation is that the RMSPE for the
methods evaluating the fluid properties at Tf and incorporating the C&W correction
term are consistently the lowest. Looking back at Fig. 5.2 and comparing the RMSPE
of the ’Tf , C&W’ method with Fig. 5.3, it appears almost unchanged. This leads to the
conclusion that the optimal value of Tw for this method is actually close to the value
estimated from the overheat of the wire, meaning that temperature calibration might
not be necessary if this method is used.
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Figures 5.4 to 5.6 show how the velocity error grows depending on the departure
from optimal Tw for the three datasets which specified the hot-wire temperature in
the original paper, indicated in the plots with the black vertical line. Looking at these
graphs agrees with the previous conclusion. For every plot, similar trends can be
spotted - the estimated hot-wire temperature falls completely outside the optimum for
Ta methods, and almost exactly at the optimum for ’Tf , C&W’. Thus, it seems that
Ta is indeed not a good physical representation of the hot-wire response. It can only
be considered if Tw is treated as an optimization parameter. On the other hand, the
C&W correction with fluid properties evaluated at the film temperature is optimal for
correcting the hot-wire measurements using the hot-wire temperature estimated from
the overheat ratio.

The graphs can also be used to judge the sensitivity of each method to the correct
estimation of Tw. For example, Ta methods exhibit a relatively narrow range of Tw

where the maximum velocity errors are kept low, seen visually by the width of the
”valley” formed by the curves; and show a rapid growth rate of the errors outside the
optimum range. Meanwhile, Tw and to a lesser extent Tf methods exhibit a wider
range of Tw where the error remains low. In practice, this means that it is safer to use
Tf and Tw methods even if Tw is optimized. If an incorrect Tw is found from a biased
calibration set, Ta methods increase the likelihood of higher errors. Therefore, Tf or
Tw methods are a safer choice even if Tw is optimized.
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Figure 5.4: Sensitivity of RMSPE of velocity and maximum relative velocity error to Tw depending on
correction for Pessoni & Chao data
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Figure 5.5: Sensitivity of RMSPE of velocity and maximum relative velocity error to Tw depending on
correction for Koppius & Trines data
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correction for Artt & Brown data



5.2. X-wire calibration 41

5.1.2. Concluding remarks
In conclusion, if a calibration set spanning a wide temperature range is available, Tw

optimization can be successfully employed to ensure the minimization of velocity er-
rors. In this case, even the simplest correction assuming invariant fluid properties
performs close to the best. The Collis & Brown correction does not change the RMS
error noticeably. Since the Ta correction methods offer no meaningful advantage in
simplicity (still requiring the evaluation of fluid properties) and provide no accuracy be-
nefit, showing at best marginal improvement over Tf methods and at worst complete
inadequacy (as in the Koppius & Trines dataset), and because they are notably more
sensitive to accurate estimation of Tw, these methods should be avoided.

If Tw is only estimated from the overheat ratio, calculating the fluid properties at the
film temperature and incorporating the Collis & Brown correction term leads to by far
the lowest errors.

Therefore, regardless of whether Tw is optimized or not, the calculation of the fluid
properties at Tf with the use of the C&W correction offers the best accuracy. The basic
correction with constant fluid properties can also lead to reasonable results if the C&W
correction is omitted. Calculating the fluid properties at the freestream temperature of
the fluid should not be done.

It is also worth noting that none of the correction methods were able to fit the data from
Fiedler adequately. A potential explanation for this disagreement is that the Red =
Udw/ν values were too low. This was the result of a combined low diameter and
velocity than other datasets. Therefore, more complex calibration methods are likely
required for HWA at low Red numbers.

5.2. X-wire calibration
With the experiment setup described in Section 4.2, a very fine calibration dataset
was collected. The final dataset contained 2102 points, spanning the velocity range
5m s−1 to 30m s−1 and yaw angle range −40 ◦ to 40 ◦, with the exception of ϕ < 36◦ at
U = 22m s−1, which were not recorded due to an error. The complete grid of points
can be seen in Fig. 5.7.
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Nine X-wire calibration schemes from Section 2.3 were compared. The first group
were the direct polynomial fits of U∗ and ϕ (Dir. U,phi) and u∗ and v∗ (Dir. u,v), both with
polynomials of third and fourth degree. The second group was the look-up methods
of Lueptow with third-, fourth-, and fifth-degree polynomials used for intermediate fits,
and modified Browne with second- and third-degree fits. Finally, an effective cooling
velocity method was included for reference. The errors of U∗ and ϕ of each method
can be qualitatively seen in Fig. 5.8. An interesting observation is that the errors tend
to be higher at high deflection angles and low velocities. This is especially true for the
effective velocity and the direct polynomial fit in U∗ and ϕ, which can be seen as the
departure of the colored symbols indicating ”measured” values from the true values
marked with ”x”.
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Figure 5.8: Reference and predicted U∗ and ϕ

To compare the calibration schemes, the RMSPE of the predicted velocity compon-
ents u∗ and v∗ as defined in Eqs. (4.2a) and (4.2b) is shown in Fig. 5.9. From the
especially high bars in both velocity components is immediately clear that the effect-
ive velocity method is not able to accurately calculate velocities with this wide yaw
angle range. Similarly, the direct polynomial fitting methods in U∗ and ϕ are not able
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to correctly match the data - even if the polynomial of fourth degree is used, the errors
in v∗ are much higher than for the other models. The fourth-degree polynomial fitting
of u∗ and v∗ seems to fit the X-wire calibration data well, as seen by error levels not
much higher than the look-up methods. The modified method of Browne performs
consistently best, with RMSPE of around 0.15% regardless of the degree of the poly-
nomial used. The performance of the Lueptow methods is worse, seemingly even
fifth-degree polynomials lead to higher errors.
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Figure 5.9: RMSPE of u∗ (Eq. (4.2a)) and v∗ (Eq. (4.2b)) velocity components depending on
calibration scheme

For a more detailed analysis, only four of the best performing methods as judged
by the global RMSPE were chosen, namely direct fourth-degree polynomial fitting of
u∗ and v∗, the look-up method by Lueptow in degree 5, and both modified Browne
methods.

Figure 5.10 shows the RMSPE in u∗ and v∗ as a function of yaw angle. In this case,
the RMSPE is not computed for the global range of U and ϕ like in Eq. (4.2), but over
a range of velocities for the specific angle ϕi. Letting i represent an angle step and j
a velocity step in calibration,

ε(i)u =
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j

N
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and
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, (5.6b)

where N
(i)
j is the number of different velocity calibration points at an angle step ϕi.

Looking at the graph of the error of v∗, the Lueptow method underperforms in pre-
dicting v∗ at high flow deflection compared to the rest of the look-up methods. The



5.2. X-wire calibration 44

periodic trends in the plot of the u error of the direct polynomial u-v fit mean that this
method might still be underfitting the data.
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Figure 5.10: ε(i)u (Eq. (5.6a)) and ε
(i)
v (Eq. (5.6b)) as a function of ϕ

Figure 5.11 shows the dependence of errors on velocity magnitude. Here, the RMS
of the error is calculated over the range of yaw angles for a given velocity step in
calibration, according to

ε(j)u =
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, (5.7b)

whereN
(j)
i is the number of angle steps at a specific velocity step Uj. As an interesting

observation, all methods exhibit highest errors at low velocities. The fit of the direct
polynomial method is especially poor compared to the look-up methods, with the RMS
percentage error more than twice as high.

Overall, the look-up methods seem to be the best suited for X-wire calibration. The
errors of these method were consistently among the lowest out of all methods across
the entire range. Themodified Brownemethods seem to bemore stable than Lueptow,
potentially thanks to the replacement of polynomials with more stable power laws.
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Figure 5.11: ε(j)u (Eq. (5.7a)) and ε
(j)
v (Eq. (5.7b)) as a function of U∗

5.2.1. Calibration grid convergence study
First, the change in velocity prediction errors was compared while reducing the number
of U steps in calibration and keeping the full span of yaw angles. While reducing the
number of U levels, the values of U were chosen at even spacing in U0.25 to keep them
roughly equally spaced on the E grid (since the voltage varies roughly with U0.25, see
Kings law). The example reduced dataset for eight U steps chosen in this method is
shown in Fig. 5.12a. The values of ϕ were chosen at even spacing in cosϕ to include
more points at high ϕ, which was found to offer good polynomial fitting across the
domain through trial-and-error. The example reduced calibration set for 11 ϕ levels
can be seen in Fig. 5.12b. These reduced grids were used for fitting of the polynomials,
which were subsequently evaluated on the complete calibration grid and the prediction
errors computed.

Initially, unexpected trends were observed in the errors at different number of velo-
city steps. The explanation for this was found to be the fact that a few velocity levels
seemed to be outliers, performing poorly for every model - 11m s−1, 17m s−1, 19m s−1,
21m s−1, and 26m s−1, as evident from the spikes in Fig. 5.11. The effect of the in-
clusion of these erroneous velocity steps on the error seemed to be higher than the
effect of fitting on coarser grids, and also negatively affected specific numbers of steps
which landed on those erroneous U levels. Therefore, these steps of velocity were
omitted from the analysis, which is visible from the gaps in Fig. 5.12a.

Figure 5.13 show the RMSPE of the errors in the u∗ and v∗ velocity components. For
both modified Browne methods and the higher-degree Lueptow method, the predic-
tion errors remained relatively low for down to approximately 8 steps of U before start-
ing to rise more sharply. On the other hand, the errors of the Lueptow method in
fourth-degree and the direct polynomial fit method were stable above 4 velocity steps,
indicating that they were not limited by the calibration grid.

The convergence of the RMSPE of the u∗ and v∗ velocity components in terms of the
ϕ resolution is shown in Fig. 5.14. The error levels of the modified Browne methods
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Figure 5.12: Example reduced grids
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Figure 5.13: RMSPE of u∗ (Eq. (4.2a)) and v∗ (Eq. (4.2a)) depending on number of U levels

remained stable above around 25 ϕ levels, while rising sharply below that. The direct
polynomial fit is the least sensitive to the resolution of the calibration grid in ϕ, as the
error rates only started rising sharply below 15 steps of ϕ. The Lueptow methods were
very sensitive to the reduction in number of ϕ steps.

To confirm the validity of the independent convergence studies in U and ϕ, the conver-
gence study of the ϕ grid was repeated with the number of velocity steps reduced to
8. The result was the same recommended size of the ϕ grid as with the full U study.
The corresponding plots can be found in Chapter C together with plots for additional
metrics.

Thus, looking at the convergence in U and in ϕ combined, the modified Browne meth-
ods seemed to offer the best accuracy, but the calibration grid needed to be above
8x25 points. If the lower but still reasonable accuracy of the direct polynomial fit
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Figure 5.14: RMSPE of u∗ (Eq. (4.2a)) and v∗ (Eq. (4.2a)) depending on number of ϕ levels

method is acceptable, it can be used for grids as small as 5x15 points.
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5.2.2. Concluding remarks
The effective-velocity method produced errors an order of magnitude higher than the
rest, therefore it was confirmed unsuitable for the wide angular range considered in
this study. The direct polynomial fitting in U and ϕ also showed significantly higher
errors than the other approaches even with fourth-degree polynomials.

In contrast, the modified Browne look-up methods exhibited the best accuracy out
of all the calibration approaches. Over the full grid, their errors remained low and
stable, including in regions of high flow deflection. However, these methods showed
a strong dependence on the calibration grid resolution. The convergence studies
demonstrated that maintaining good accuracy requires a grid of at least 8 velocity
levels and 25 yaw-angle levels, below which the errors increased sharply.

The Lueptow methods also provided reasonably good agreement with the calibration
data but were notably more sensitive to reductions in angular resolution than the mod-
ified Browne schemes. Their accuracy fell rapidly when the number of ϕ steps was
reduced. They were also found to be unreliable at the edges of the calibration grid.
It is possible that they could be improved by fitting functions more stable outside the
calibration grid, such as the modification of the Browne method by Tropea et al. For
example, power laws for the U∗(E∗

1)|ϕ and linear equations for the E∗
2(E

∗
1)|ϕ fits. If the

stability of this method is sufficiently improved, it would be a better alternative to the
modified Browne method due to simpler evaluation of measurements.

While the error levels of the direct polynomial fitting of u∗ and v∗ on the full dataset were
somewhat higher than the look-up methods, the errors remained low on substantially
coarser grids. The method preserved acceptable accuracy with as few as 5 velocity
steps and 15 yaw-angle steps (three times smaller than the grid required for the look-
up methods), making it attractive in situations where the accuracy requirements are
less strict and the time saving in calibration is desirable.

Overall, the results show that the choice of calibration method must consider both
desired accuracy and practical requirements. The modified Browne look-up methods
offer the highest accuracy when a relatively fine grid can be obtained, whereas direct
polynomial fitting of the velocity components can be an attractive alternative for slightly
looser accuracy requirements.



6
Conclusion

This thesis aimed to enable more robust calibration at the LSL by addressing two
issues: the lack of a compact universal calibration system, and uncertainties in best
practices for temperature correction methods and X-wire calibration.

For temperature correction, the evaluation across four independent datasets showed
that the errors of the simplest schemes, where changes in fluid properties with temper-
ature were neglected, remain surprisingly low over a wide temperature range. Never-
theless, correction based on the evaluation of fluid properties at the film temperature
combined with the Collis & Williams correction term consistently produced the lowest
errors regardless of the dataset. Corrections based on the evaluation of fluid prop-
erties at freestream temperature performed poorly and showed high sensitivity to the
used wire temperature Tw, and should not be used. If Tw is estimated from the over-
heat ratio, the film-temperature correction should be used. Overall, the temperature-
correction study showed that reasonable correction is possible without excessivemodel
complexity, provided that the wire temperature is predicted carefully. However, since
in most datasets the RMSPE was still above 2% with the best method, more complex
calibration relations might be required for a further improvement of accuracy. Finally,
the hot-wire calibrator at the LSL was fitted with flow-heating capability, and can be
used in the future to test these conclusions and evaluate different calibration schemes.

For X-wire calibration, a new miniature yaw-actuation system was designed, built,
and tested by collecting a dense calibration set at the LSL. This dataset made it pos-
sible to evaluate the accuracy of common calibration schemes and their sensitivity to
calibration-grid resolution. The modified Browne indirect approach showed the lowest
errors and the most stable distribution of errors across the calibration domain, though
at the cost of requiring a relatively fine calibration grid of 8 velocity steps by 25 angle
steps. The Lueptow interpolation method was more sensitive to angular calibration
data, with errors growing rapidly at coarser grids. The direct polynomial fit in u and
v offered a good middle-ground, offering reasonable accuracy while being more tol-
erant to sparse grids down to 5 velocity by 15 angle steps, making it attractive when
low calibration time is favored over lower errors. Taken together, the results show that
accurate multi-wire CTA calibration can be achieved robustly within restricted test sec-
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tions. The new calibrator proved sufficiently stable and repeatable for dense mapping
of the calibration domain, and the comparative assessment clarifies the trade-offs
between accuracy, robustness, and practical setup constraints. The framework de-
veloped here provides a foundation for future multi-wire HWA measurements at the
LSL under both thermally stable and thermally variable conditions.

In the end, to answer to the research questions from Section 3.3:

1. Temperature correction

• Can the effects of temperature and fluid velocity be effectively separated,
or are more complex combined calibration methods required?
For moderate temperature changes up to 40 ◦C and moderate flow velocit-
ies - yes, the RMSPE is less than 2%. For higher temperature span or lower
wire Reynold’s number, more complex calibration is required.

• Does the change of fluid properties with temperature need to be taken into
account, and if so which reference temperature (freestream or film) yields
most consistent correction?
Neglecting the change in fluid properties increases the RMSPE slightly. If
calculating the change in fluid properties, always calculate them at the film
temperature and never at the freestream temperature.

• Is the Collis & Williams correction term required?
The Collis & Williams correction term lowers the RMSPE slightly if the
change of fluid properties is calculated. If the change of fluid properties
is neglected, it increases the RMSPE.

• Can the wire temperature be calculated from the overheat ratio, or does it
need to be optimized?
Optimizing Tw will always lead to the lowest possible error. If it is not pos-
sible, the calculated wire temperature can be used if the fluid properties are
evaluated at Tf and the Collis & Williams term is included.

2. X-wire calibration

• How do the different look-up and direct calibration methods compare in
measurement error across a dense calibration grid?
The modified Browne look-up method leads to the lowest RMSPE in u∗ and
v∗ velocity components, and performs well throughout the entire calibration
domain. The Lueptow look-up method fails to accurately predict the velo-
city components at high flow deflections and low velocities. From the direct
methods, only direct polynomial fitting of u and v offers leads to errors com-
petitive with look-up methods, but higher at severe flow deflections and low
velocities.

• What calibration grid resolution (velocity and angular spacing) is required
for accurate calibration?
Look-up methods require a grid of at least 8 velocities and 25 angles. On
the other hand, direct polynomial fitting of u and v can be used on a grid
one-third in size – 5 velocities and 15 angles.
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The main research question posed in this study was:

How can a two-wire constant-temperature anemometer be calibrated in-situ un-
der variable flow temperature conditions while maintaining high measurement
accuracy and reliability?

In combination, the findings show that high-accuracy in-situ calibration is achieved by:

1. Applying a temperature-correction model that incorporates fluid-property vari-
ation and optimizes wire temperature.

2. Using an automated yaw-calibration system that provides dense, repeatable cal-
ibration datasets in-situ, without requiring probe removal.

3. Employing robust calibration-reconstruction methods: either indirect schemes
with sufficiently dense grids or direct polynomial fits for more compact grids.

Together, these elements enable a two-wire CTA probe to be calibrated in-situ for use
under varying flow temperatures while maintaining both high accuracy and operational
reliability, directly addressing the limitations previously present at the LSL.

6.1. Recommendations
The results of this work suggest several practical steps to further improve the reliability
and usability of multi–wire CTA calibration at the LSL.

Calibration methods
• Extend the temperature–correction experiments using the modified TSI calib-
rator, including a combined study of both direction and temperature variation to
confirm the application of the recommended calibration methods to temperature-
varying X-wire measurements.

• Investigate more complex combined temperature-velocity calibration schemes.
• Investigate an improvement to the Lueptow calibration algorithm by changing
the functions used to interpolate the data.

Calibration framework
• Implement the non–linearity compensation of the magnetic encoder to reduce
the angle accuracy to above 0.05◦ angular accuracy.

• Standardise the full calibration workflow—including temperature correction, grid
selection and generation, calibration and experiment and data logging, and data
inversion into a single LabView routine to reduce operator burden and improve
repeatability.

• Integrate the controller, magnetic encoder, and existing accelerometer on a
single compact circuit board mounted on the calibrator, reducing the amount
of cables.

• Find more accurate and quicker methods for alignment of the hot-wire calibrator
with the wind-tunnel, for example based on the accelerometer.
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A
Calibrator Documentation

The technical drawings for the custom parts required for the calibrator can be found
in this section.
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B
Temperature Correction Data

B.1. Pessoni & Chao data
Based on measurements from [13], with a reported Tw = 461.1K.
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Figure B.1: Temperature correction comparison for Pessoni & Chao data
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Figure B.2: Velocity error of calibration depending on correction for Pessoni&Chao data, Tw = 473K
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Figure B.3: Velocity error of calibration depending on correction for Pessoni&Chao data, Tw

optimized

Correction Tw [K] σU [m s−1] Max.∆U [m s−1] ϵU [%] Max.∆U/U [%]
Tw 461.1 0.242 0.957 1.34 4.49
Tw 461.5 0.242 0.954 1.34 4.48

Tw, C&W 461.1 0.413 1.252 2.05 5.08
Tw, C&W 468.7 0.255 0.997 1.4 4.68

Ta 461.1 1.056 2.62 6.04 12.21
Ta 439.2 0.231 0.785 1.31 3.69

Ta, C&W 461.1 0.81 1.976 4.62 10.16
Ta, C&W 444.2 0.226 0.824 1.27 3.87

Tf 461.1 0.462 1.028 2.61 6.77
Tf 452.5 0.23 0.895 1.28 4.2

Tf , C&W 461.1 0.26 0.937 1.47 4.4
Tf , C&W 458.9 0.24 0.938 1.31 4.4

Table B.1: Velocity errors depending on the temperature correction of the Pessoni&Chao data
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Figure B.4: Sensitivity of velocity error to Tw depending on correction for Pessoni& Chao data
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Figure B.5: Sensitivity of relative velocity error to Tw depending on correction for Pessoni& Chao data
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B.2. Fiedler data
Based on measurements from [31]. Original overheat ratio was not reported, only
optimized Tw in results.
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Figure B.6: Temperature correction comparison for Fiedler data



B.2. Fiedler data 65

20 25 30 35 40 45 50

10

5

0

5

10

15

20

(a) U : 1.8 -3.6 ms 1

20 25 30 35 40 45

4

2

0

2

4

6

(b) U : 7 -8.8 ms 1

Model
NuT = f(ReT)
NuT(Tf/Ta) 0.17 = f(ReT)

T =
Tw

Ta

Tf

20 25 30 35 40 45 50

2.0

1.5

1.0

0.5

0.0

0.5

1.0

(c) U : 13.1 -15 ms 1

20 25 30 35 40 45 50
3

2

1

0

1

2

3

4

(d) U : 18.5 -20.3 ms 1

Ta [ C]

U
/U

[%
]

Figure B.7: Velocity error of calibration depending on correction for Fiedler data

Correction Tw [K] σU [m s−1] Max.∆U [m s−1] ϵU [%] Max.∆U/U [%]
Tw 393.6 0.278 0.827 5.17 22.38

Tw, C&W 395.9 0.279 0.821 5.16 22.34
Ta 401.2 0.268 0.793 4.74 19.99

Ta, C&W 403.9 0.269 0.788 4.73 19.92
Tf 397.1 0.274 0.814 4.98 21.31

Tf , C&W 399.5 0.275 0.809 4.97 21.26

Table B.2: Velocity errors depending on the temperature correction of the Fiedler data
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Figure B.8: Sensitivity of velocity error to Tw depending on correction for Fiedler data
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Figure B.9: Sensitivity of relative velocity error to Tw depending on correction for Fiedler data
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B.3. Koppius & Trines data
Based on measurements from [30], with reported Tw = 473K. Also included in the
plots, in bold in Table B.3, and as vertical lines in Fig. B.13 and 5.5.
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Figure B.10: Temperature correction comparison for Koppius & Trines data
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Figure B.11: Velocity error of calibration depending on correction for Koppius & Trines data,
Tw = 473K

Correction Tw [K] σU [m s−1] Max.∆U [m s−1] ϵU [%] Max.∆U/U [%]
Tw 473 0.083 0.284 3.63 14.35
Tw 477.5 0.068 0.184 2.87 7.15

Tw, C&W 473 0.137 0.409 6.5 28.44
Tw, C&W 485.6 0.064 0.17 2.61 7.39

Ta 473 0.26 0.56 14.11 39.94
Ta 453.6 0.116 0.398 5.97 15.46

Ta, C&W 473 0.195 0.434 10.89 31.07
Ta, C&W 459.0 0.105 0.378 5.47 14.12

Tf 473 0.099 0.253 5.04 11.63
Tf 468.2 0.082 0.29 3.65 8.73

Tf , C&W 473 0.08 0.359 2.96 7.33
Tf , C&W 475.4 0.075 0.265 3.27 8.08

Table B.3: Velocity errors depending on the temperature correction of the Koppius & Trines data
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Figure B.12: Velocity error of calibration depending on correction for Koppius & Trines data, Tw

optimized
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Figure B.13: Sensitivity of velocity error to Tw depending on correction for Koppius & Trines data
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Figure B.14: Sensitivity of relative velocity error to Tw depending on correction for Koppius & Trines
data
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B.4. Artt & Brown data
Based on measurements from [32], with a reported overheat ratio of 1.8, assuming
T0 = 25 ◦C -> Tw = 1.8(25 + 273.15) = 536.7K. Also included in the plots, in bold in
Table B.4, and as vertical lines in Fig. B.18 and 5.6

6.8 7.0 7.2 7.4 7.6 7.8 8.0
E [V]

4

6

8

10

12

14

16

U
[m

s
1 ]

(a) Uncorrected, Ta: 17 -39 C

6.75 7.00 7.25 7.50 7.75 8.00
E*w [V]

2

4

6

8

10

12

14

16

U
*w

[m
s

1 ]

(b) Fluid properties calculated at Tw

Tw = 536.7 K
Tw = 539.0 K
C&W, Tw = 536.7 K
C&W, Tw = 561.7 K

6.6 6.8 7.0 7.2 7.4 7.6 7.8 8.0
E*a [V]

2

4

6

8

10

12

14

16

U
*a

[m
s

1 ]

(c) Fluid properties calculated at Ta

Tw = 536.7 K
Tw = 475.0 K
C&W, Tw = 536.7 K
C&W, Tw = 486.1 K

6.6 6.8 7.0 7.2 7.4 7.6 7.8 8.0
E*f [V]

4

6

8

10

12

14

16

U
*f

[m
s

1 ]

(d) Fluid properties calculated at Tf

Tw = 536.7 K
Tw = 514.0 K
C&W, Tw = 536.7 K
C&W, Tw = 532.6 K

20.0

22.5

25.0

27.5

30.0

32.5

35.0

37.5

T a
[

C]

Figure B.15: Temperature correction comparison for Artt & Brown data
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Figure B.16: Velocity error of calibration depending on correction for Artt & Brown data, Tw = 536.7K

Correction Tw [K] σU [m s−1] Max.∆U [m s−1] ϵU [%] Max.∆U/U [%]
Tw 536.7 0.163 0.428 2.27 5.46
Tw 539.0 0.162 0.438 2.2 5.38

Tw, C&W 536.7 0.211 0.429 3.23 7.47
Tw, C&W 561.7 0.166 0.449 2.24 5.47

Ta 536.7 0.537 1.373 6.59 13.21
Ta 475.0 0.136 0.357 1.67 4.62

Ta, C&W 536.7 0.422 1.04 5.08 8.9
Ta, C&W 486.1 0.139 0.366 1.71 4.72

Tf 536.7 0.212 0.474 2.25 4.57
Tf 514.0 0.153 0.407 2.0 5.11

Tf , C&W 536.7 0.159 0.433 1.98 5.11
Tf , C&W 532.6 0.157 0.419 2.05 5.22

Table B.4: Velocity errors depending on the temperature correction of the Artt & Brown data
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Figure B.17: Velocity error of calibration depending on correction for Artt & Brown data, Tw optimized
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Figure B.18: Sensitivity of velocity error to Tw depending on correction for Artt & Brown data
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Figure B.19: Sensitivity of relative velocity error to Tw depending on correction for Artt & Brown data



C
X-wire Calibration Statistics

C.1. Statistic with full set used for calibration
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Figure C.1: Reference and predicted U and ϕ

Calibration σu [m s−1] Max.∆u [m s−1] σv [m s−1] Max.∆v [m s−1]
Dir. U,phi, deg. 4 0.069 0.626 0.136 0.951
Dir. u,v, deg. 3 0.05 0.245 0.035 0.157
Dir. u,v, deg. 4 0.03 0.115 0.027 0.12

Lueptow, deg. 3 0.048 0.383 0.057 0.427
Lueptow, deg. 4 0.026 0.115 0.042 0.235
Lueptow, deg. 5 0.025 0.161 0.033 0.249
Tropea, deg. 2 0.02 0.075 0.026 0.147
Tropea, deg. 3 0.019 0.075 0.025 0.12

Effective velocity 0.249 1.406 0.298 1.319

Table C.1: u and v error statistics

75
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Calibration ϵu [%] Max.∆u/U [%] ϵv [%] Max.∆v/U [%]
Dir. U,phi, deg. 4 0.376 2.084 0.682 3.17
Dir. u,v, deg. 3 0.429 1.78 0.35 1.755
Dir. u,v, deg. 4 0.302 1.808 0.233 1.707

Lueptow, deg. 3 0.307 1.756 0.326 1.464
Lueptow, deg. 4 0.203 1.744 0.259 1.815
Lueptow, deg. 5 0.177 0.921 0.196 1.66
Tropea, deg. 2 0.152 1.073 0.154 0.784
Tropea, deg. 3 0.157 1.143 0.147 0.766

Effective velocity 2.884 28.055 2.533 26.311

Table C.2: u and v relative error statistics
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Figure C.2: σu and σv as a function of ϕ
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Figure C.3: Max. ∆u and ∆v as a function of ϕ
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Figure C.4: ϵu and ϵv as a function of ϕ
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Figure C.5: Max. ∆u/U and ∆v/U as a function of ϕ
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Figure C.6: σu and σv as a function of U
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Figure C.7: Max. ∆u and ∆v as a function of U
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Figure C.8: ϵu and ϵv as a function of U
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Figure C.9: Max. ∆u/U and ∆v/U as a function of U
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C.2. Convergence in number of U levels
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Figure C.10: σu and σv depending on number of U levels
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Figure C.11: Max. ∆u and ∆v depending on number of U levels
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Figure C.12: ϵu and ϵv depending on number of U levels

2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Number of U levels

0.5

1.0

1.5

2.0

2.5

3.0

3.5

M
ax

.
u/

U
[%

]

Tropea, deg. 2, full  set
Tropea, deg. 3, full  set
Lueptow, deg. 4, full  set
Lueptow, deg. 5, full  set
Dir. u,v, deg. 4, full  set

2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Number of U levels

0.5

1.0

1.5

2.0

2.5

3.0

3.5

M
ax

.
v/

U
[%

]

Tropea, deg. 2, full  set
Tropea, deg. 3, full  set
Lueptow, deg. 4, full  set
Lueptow, deg. 5, full  set
Dir. u,v, deg. 4, full  set

Figure C.13: Max. ∆u/U and ∆v/U depending on number of U levels
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Figure C.14: σu and σv depending on number of ϕ levels
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Figure C.15: Max. ∆u and ∆v depending on number of ϕ levels
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Figure C.16: ϵu and ϵv depending on number of ϕ levels
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Figure C.17: Max. ∆u/U and ∆v/U depending on number of ϕ levels
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C.4. Convergence in number of angle levels at reduced
U levels
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Figure C.18: σu and σv depending on number of ϕ levels at 8 U levels
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Figure C.19: Max. ∆u and ∆v depending on number of ϕ levels at 8 U levels
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Figure C.20: ϵu and ϵv depending on number of ϕ levels at 8 U levels
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Figure C.21: Max. ∆u/U and ∆v/U depending on number of ϕ levels at 8 U levels
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Figure C.22: Reference and predicted U and ϕ

Calibration σu [m s−1] Max.∆u [m s−1] σv [m s−1] Max.∆v [m s−1]
Dir. u,v, deg. 4 0.033 0.107 0.04 0.157

Lueptow, deg. 4 0.034 0.25 0.066 0.772
Lueptow, deg. 5 0.054 0.924 0.069 1.064
Tropea, deg. 2 0.027 0.114 0.041 0.172
Tropea, deg. 3 0.031 0.21 0.042 0.274

Table C.3: u and v error statistics

Calibration ϵu [%] Max.∆u/U [%] ϵv [%] Max.∆v/U [%]
Dir. u,v, deg. 4 0.303 1.682 0.256 1.304

Lueptow, deg. 4 0.222 1.819 0.332 2.725
Lueptow, deg. 5 0.255 3.297 0.306 3.741
Tropea, deg. 2 0.176 0.929 0.209 0.671
Tropea, deg. 3 0.189 0.781 0.208 1.054

Table C.4: u and v relative error statistics
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Figure C.23: σu and σv as a function of ϕ

40 30 20 10 0 10 20 30 40
[ ]

0.0

0.2

0.4

0.6

0.8

M
ax

.
u(i)

[m
s

1 ]

Dir. u,v, deg. 4
Lueptow, deg. 4
Lueptow, deg. 5
Tropea, deg. 2
Tropea, deg. 3

40 30 20 10 0 10 20 30 40
[ ]

0.0

0.2

0.4

0.6

0.8

1.0
M

ax
.

v(i)
[m

s
1 ]

Dir. u,v, deg. 4
Lueptow, deg. 4
Lueptow, deg. 5
Tropea, deg. 2
Tropea, deg. 3

Figure C.24: Max. ∆u and ∆v as a function of ϕ
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Figure C.25: ϵu and ϵv as a function of ϕ
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Figure C.26: Max. ∆u/U and ∆v/U as a function of ϕ
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Figure C.27: σu and σv as a function of U
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Figure C.28: Max. ∆u and ∆v as a function of U
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Figure C.29: ϵu and ϵv as a function of U
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Figure C.30: Max. ∆u/U and ∆v/U as a function of U
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