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On the interplay between downwelling, deep convection

and mesoscale eddies in the Labrador Sea

Sotiria Georgioua,∗, Carine G. van der Booga, Nils Brüggemannb, Stefanie
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Abstract

In this study, an idealized eddy-resolving model is employed to examine the
interplay between the downwelling, ocean convection and mesoscale eddies
in the Labrador Sea and the spreading of dense water masses. The model
output demonstrates a good agreement with observations with regard to
the eddy field and convection characteristics. It also displays a basin mean
net downwelling of 3.0 Sv. Our analysis confirms that the downwelling
occurs near the west Greenland coast and that the eddies spawned from
the boundary current play a major role in controlling the dynamics of the
downwelling. The magnitude of the downwelling is positively correlated to
the magnitude of the applied surface heat loss. However, we argue that this
connection is indirect: the heat fluxes affect the convection properties as well
as the eddy field, while the latter governs the Eulerian downwelling. With
a passive tracer analysis we show that dense water is transported from the
interior towards the boundary, predominantly towards the Labrador coast in
shallow layers and towards the Greenland coast in deeper layers. The latter
transport is steered by the presence of the eddy field. The outcome that
the characteristics of the downwelling in a marginal sea like the Labrador
Sea depend crucially on the properties of the eddy field emphasizes that
it is essential to resolve the eddies to properly represent the downwelling
and overturning in the North Atlantic Ocean, and its response to changing
environmental conditions.
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1. Introduction1

The Atlantic Meridional Overturning Circulation (AMOC) quantifies2

the zonally integrated meridional volume transport of water masses in the3

Atlantic Ocean. A prominent feature of the AMOC is an overturning cell4

where roughly 18 Sv (1 Sv = 106 m3 s−1, Cunningham et al. 2007; Kanzow5

et al. 2007; Johns et al. 2011) of water flows northward above 1000 m,6

accompanied by a southward return flow at depth. As the surface waters7

flow northward through the Atlantic Ocean, they become dense enough to8

sink before they return southward at depth.9

This lower limb of the AMOC contains water masses that can be traced10

back to specific deep ocean convection sites (Marshall and Schott, 1999).11

There are few regions in the world oceans where deep convection occurs,12

and numerous studies have revealed that the most important ones are in13

the marginal seas of the North Atlantic (Dickson et al., 1996; Lazier et al.,14

2002; Pickart et al., 2002; Eldevik et al., 2009; V̊age et al., 2011; de Jong15

et al., 2012; de Jong and de Steur, 2016b; de Jong et al., 2018).16

Through the process of deep convection, dense waters are produced in17

the interior of the marginal seas, where the stratification is weak and the18

surface waters are exposed to strong heat losses (Marshall and Schott, 1999).19

While convection involves strong vertical transports of heat and salt, the20

interior of these marginal seas is known for a negligible amount of net down-21

welling. In particular, by applying the thermodynamic balance and vorticity22

balance to an idealized setting, Spall and Pickart (2001) pointed out that in23

a geostrophic regime, widespread downwelling in the interior of a marginal24

sea at high latitudes is unlikely, as it would have to be balanced by an un-25

realistically strong horizontal circulation. Instead, substantial downwelling26

of waters may occur along the perimeter of the marginal seas where the27

geostrophic dynamical constraints do not hold.28

Using an idealized model, Spall (2004) demonstrated that significant29

downwelling indeed only occurs at the topographic slopes of a marginal sea30

subject to buoyancy loss. This downward motion yields an ageostrophic31

vorticity balance in which the vertical stretching term and lateral diffusion32

term near the boundary dominate (Spall, 2010). Straneo (2006b) consid-33

ered the downwelling near the boundary from a different perspective, by34

developing an analytical two-layer model. In this study, a convective basin35

∗Corresponding author: Sotiria Georgiou , S.Georgiou@tudelft.nl, Environmental
Fluid Mechanics, Stevingweg 1, 2628 CN, Delft, The Netherlands
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is represented by two regions; the interior, where dense water formation36

occurs due to surface buoyancy loss, and a buoyant boundary current that37

flows around the perimeter of the marginal sea. It is assumed that instabil-38

ities provide the lateral advection of buoyancy from the cyclonic boundary39

current towards the interior required to balance the atmospheric buoyancy40

loss over the interior. This alongstream buoyancy loss of the boundary cur-41

rent reduces the density difference between the boundary current and the42

interior along the perimeter of the marginal sea. As a consequence, the43

thermal wind shear of the boundary current decreases in downstream direc-44

tion, and continuity then demands the water to downwell at the coast (see45

also Katsman et al. (2018) and references therein).46

Spall and Pickart (2001) argue that the magnitude of the buoyancy loss47

of the boundary current determines the amount of downwelling that occurs48

near the boundary. While the surface buoyancy loss contributes to this49

buoyancy loss, it is assumed to be mainly driven by eddies generated by50

instabilities of the boundary current (Spall, 2004; Straneo, 2006b).51

Eddies shed from the boundary current also play an important role for52

the cycle of ocean convection and restratification. Deep convection occurs53

during wintertime in the southwest Labrador Sea (Clarke and Gascard,54

1983; Lavender et al., 2000; Pickart et al., 2002; V̊age et al., 2008). The55

dense water that is formed during the convection events, Labrador Sea Wa-56

ter (LSW), strongly contributes to the structure of the North Atlantic Deep57

Water, which in turn is a crucial component of the AMOC (Lazier et al.,58

2002; Yashayaev et al., 2007; Pickart and Spall, 2007; Lozier, 2012). Several59

studies show that the thermohaline characteristics of LSW are influenced60

not only by external parameters like the surface heat fluxes, but also by61

the baroclinic structure of the boundary current that enters the Labrador62

Sea (Spall, 2004; Straneo, 2006a), known as the West Greenland Current63

(WGC), and its interannual variability (Rykova et al., 2015).64

In the Labrador Sea heat is carried from the WGC into the interior by65

Irminger Rings (IRs): large mesoscale eddies that are formed off the west66

coast of Greenland in a region characterized by a steep topographic slope67

(Lilly et al., 2003; Katsman et al., 2004; Bracco et al., 2008; Gelderloos68

et al., 2011). It has been recognised that the IRs strongly contribute to69

compensating the annual mean heat loss to the atmosphere that occurs in70

the Labrador Sea (Katsman et al., 2004; Hátún et al., 2007; Kawasaki and71

Hasumi, 2014).72

From the above, it is clear that eddies are of immense significance for73
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the downwelling as well as for the convection and the heat budget in the74

Labrador Sea. The dynamics of the downwelling and how it is related to75

the observed export of dense water masses is a topic of ongoing research,76

as the quantitative effects of the interplay between downwelling, eddies and77

convection are far from clear. For example, in a basin subject to buoyancy78

loss, one expects that an increase of the heat loss will result in denser79

and most likely deeper mixed layers. At first glance, this will increase80

the horizontal density gradients within the basin, strengthen the baroclinic81

instability of the boundary current and hence intensify the eddy field and82

the strength of the downwelling. This suggests a positive feedback of the83

increased eddy fluxes on the downwelling. However, the enhanced efficiency84

of eddies to restratify the interior after convection may provide a negative85

feedback on the convection and it is not clear a priori what the net effect86

will be.87

Moreover, observations show that convected waters that originate from88

the Labrador Sea contribute to the lower limb of the AMOC (Rhein et al.,89

2002; Bower et al., 2009). This suggests that there has to be a connection90

between the convective regions (where these dense waters are formed) and91

the surrounding circulation near the boundary (where waters can sink) that92

has not been fully explored. Eddies provide a possible natural connection93

between these two regions.94

The aim of this study is to assess the quantitative impacts of the eddy95

field on the downwelling in the Labrador Sea and its interaction with deep96

convection. We seek to gain more insight in the dynamics that control97

the downwelling in a convective marginal sea and its response to changing98

forcing conditions. Towards this goal, we use a highly idealized configuration99

of a high-resolution regional model in order to isolate specific processes100

and connect the outcomes with theory. In particular, we diagnose how101

the eddy field influences the downwelling by exchanging heat between a102

warm boundary current and a cold interior basin subject to convection.103

We compare our results to previous theories of downwelling dynamics. In104

addition, we use a passive tracer study to shed light into the pathways105

of the dense water masses and especially focus on the role of the eddies106

in determining these pathways. Finally, by using two sensitivity studies107

reflecting a milder and colder winter climate state, we test the sensitivity108

of the downwelling and the export of dense waters with regard to varying109

surface forcing.110

The paper is organized as follows: the model setup and the simulations111
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performed are described in section 2. The representation of deep convection112

and the characteristics of the downwelling are described in section 3. The113

response of the deep convection and the time mean downwelling to changes114

in the surface forcing is presented in section 4, followed by a discussion in115

section 5. The conclusions of this work are presented in section 6.116

2. Model setup117

2.1. Model domain and parameters118

The numerical simulations performed in this study are carried out using119

the MIT general circulation model (Marshall et al., 1997) in an idealized con-120

figuration for the Labrador Sea. MITgcm solves the hydrostatic primitive121

equations of motion on a fixed Cartesian, staggered C-grid in the horizontal.122

The configuration of the model is an improved version of the one used in123

the idealized studies of Katsman et al. (2004) and Gelderloos et al. (2011),124

which now incorporates seasonal variations of both the surface forcing and125

the boundary current and enhanced vertical resolution.126

The model domain is 1575 km in the meridional direction and 1215 km127

in the zonal direction. It has a horizontal resolution of 3.75 km in x and y128

direction (Fig. 1a), which is below the internal Rossby radius of deformation129

for the first baroclinic mode in the Labrador Sea (∼7.5 km, Gascard and130

Clarke 1983). The model has 40 levels in the vertical with a resolution of 20131

m in the upper layers up to 200 m near the bottom. The maximum depth132

is 3000 m and a continental slope is present along the northern and western133

boundaries (Fig. 1a). Following Katsman et al. (2004) and Gelderloos et al.134

(2011), we apply a narrowing of the topography to mimic the observed135

steepening of the slope along the west coast of Greenland, which is crucial136

for the shedding of the IRs from the boundary current (Fig. 1a, Bracco137

et al. 2008). The continental shelves are not included. There are two138

open boundaries (each roughly 100 km wide), one in the east and one in139

the southwest, where the prescribed boundary current enters and exits the140

domain. All the other boundaries are closed (Fig. 1a).141

Subgrid-scale mixing is parameterized using Laplacian viscosity and dif-142

fusivity in the vertical direction and biharmonic viscosity and diffusivity143

in the horizontal direction. The horizontal and vertical eddy viscosity144

are Ah = 0.25× 109 m4 s−1 and Av = 1.0× 10−5 m2 s−1 respectively, while145

the horizontal diffusion coefficient is Kh = 0.125× 109 m4 s−1. The ver-146

tical diffusion coefficient is described by a horizontally constant profile147

which decays exponentially with depth as Kv(z) = Kb + K0 × e(−z/zb), where148
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(a) (c)(b)

IR

Fig. 1: (a) Snapshot of the sea surface temperature (SST) for the reference simulation (re-
ferred to in the text as REF). Black contours outline the bathymetry, the contour interval
is 500 m starting from the isobath of 500 m. The grey arrows represent the inflow/outflow,
where the boundaries are open (xinflow = 1215 km, yinflow = 978.75− 1083.75 km and
xoutflow = 611.25− 708.75 km, youtflow = 3.75 km) (b) Section across the inflow region
(at x = 1215 km) showing the annual mean temperature (Tin, in ◦C) and meridional
velocity (Uin, in m s−1, black contours). (c) Zonal section of an example Irminger Ring
in the REF simulation by means of temperature (shading, in ◦C) and meridional velocity
(black contours, in m s−1). This Irminger Ring is visible in the SST snapshot in the
basin interior (x=443-525 km and y=1012.5 km) in (a).

Kb = 10−5 m2 s−1, K0 = 10−3 m2 s−1 and zb = 100 m. Temperature is149

advected with a quasi-second order Adams-Bashforth scheme. In case of150

statically unstable conditions, convection is parameterized through enhanced151

vertical diffusivity (Kv = 10 m2 s−1). A linear bottom drag with coefficient152

2× 10−4 m s−1 is applied.153

Following Katsman et al. (2004), the model is initialized with a spatially154

uniform stratification, ρref(z), representative of the stratification in the west-155

ern Labrador Sea in late summer along the WOCE AR7W section. Only156

temperature variations are considered in the model, so this stratification is157

represented by a vertical gradient in temperature, Tref(z), calculated from158

ρref(z) using a linear equation of state: ρref(z) = ρ0[1− α (T− Tref(z))],159

where ρ0 = 1028 kg m−3 and α the thermal expansion coefficient (α = 1.7× 10−4 ◦C−1).160

The effects of salinity are not incorporated in the model. In reality,161

salinity does affect the properties of deep convection in the Labrador Sea,162

as the IRs shed from the boundary current carry cold, fresh shelf waters at163

their core (e.g., Lilly and Rhines, 2002; de Jong et al., 2016a). As shown in164

for example Straneo (2006a) and Gelderloos et al. (2012), the contribution165
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of this lateral fresh water flux to the buoyancy of the Labrador Sea interior166

impacts the convection depth, and large salinity anomalies may in fact be167

partly responsible for observed episodes when deep convection shut down168

(Belkin et al., 1998; Dickson et al., 1988). However, since we focus here on169

the underlying dynamics that control the downwelling and its response to170

changing forcing conditions, the effects of salinity are omitted in the model171

for simplicity.172

2.2. Model forcing173

At the eastern open boundary, an inflow representing the WGC is speci-174

fied by a meridional temperature field Tin(y, z) and a westward flow Uin(y, z)175

in geostrophic balance with this prescribed temperature (Katsman et al.,176

2004). Although the WGC consists of cold, fresh Arctic-origin waters and177

warm, salty waters from the Irminger Current (Fratantoni and Pickart,178

2007) we only incoporate in the model density variations associated with179

the latter part. The cool, fresh surface waters are omitted, since they180

are found on the continental shelf, which is not included in our idealized181

bathymetry (Fig. 1a). The time-mean structure of this warm boundary182

current is shown in Fig. 1b. The boundary current follows the topography183

and flows cyclonically around the basin. The seasonal variability of the184

WGC seen in observations (Kulan and Myers, 2009; Rykova et al., 2015)185

is represented in the model by adding a sinusoidal seasonally varying term186

to the inflow conditions based on these observations (∆Umax = 0.4 cm s−1
187

that peaks in September and attains its minimum in March). At the south-188

ern open boundary an Orlanski radiation condition (Orlanski, 1976) for189

momentum and tracers is applied.190

At the surface, only a temporally and spatially varying surface heat flux191

is applied, which is an idealized version of the climatology of WHOI OAFlux192

project (Yu et al., 2008). The strongest heat loss occurs on the northwestern193

side of the basin (Fig. 2), and its amplitude decays linearly away from this194

heat loss maximum (white marker in Fig. 2b). The net annual heat loss195

over the entire model domain of the reference simulation (hereinafter REF)196

is -18 W m−2. The time dependence of the amplitude of the surface heat197

fluxes (Fig. 2c) is also based on the observations, ranging from -320 W m−2
198

(January) to 140 W m−2 (July) at the location of the heat loss maximum.199

One of the main objectives of this study is to investigate how changes200

in the surface heat fluxes influence the evolution of convection, eddy ac-201

tivity and the magnitude of the downwelling. For this reason, we perform202
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Fig. 2: (a) 1983-2009 mean of heat flux from the climatology of WHOI OAFlux project
(Yu et al., 2008). (b) Annual mean surface heat flux applied to the model. Q< 0 means
cooling of the sea surface, Q in W m−2. (c) Seasonal cycle of the amplitude of the heat
flux at the location where the amplitude is maximum (white marker in b, solid lines) and
the mean over the basin (dashed lines) for the three different simulations (black: REF,
red: WARM and blue: COLD).

sensitivity studies, in which we change the atmospheric cooling in winter-203

time by 50% with respect to the reference simulation (Fig. 2c). The net204

annual heat loss over the entire model domain for these simulations with a205

colder and warmer wintertime regime (hereinafter COLD and WARM) is206

-25 and -12 W m−2 respectively or a 33% increase (28% decrease) in heat207

loss with respect to REF. In agreement with Gelderloos et al. (2012) and208

Moore et al. (2012), the mean winter heat loss (December-February, at the209

location of the heat loss maximum) is between -170 to -250 W m−2 in these210

simulations.211
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2.3. Model simulations212

All the simulations are performed for a period of 20 years in which each213

model year is defined as 12 months with 30 days each for simplicity. The214

2-day snapshots and the monthly means of all diagnostics are stored. For215

our analysis, we use the snapshots from the last five years of the simulations216

phase (i.e. model years 16 to 20).217

Earlier studies have identified three types of eddies that may play a218

role for the dynamics of the Labrador Sea (Chanut et al., 2008; Gelderloos219

et al., 2011; Thomsen et al., 2014): the large Irminger Rings (IR) shed220

near the west coast of Greenland, convective eddies (CE) and boundary221

current eddies (BCE) that arise on fronts surrounding the convection region222

in winter and on the front between the boundary current and the interior,223

respectively. The latter two typically have a scale on the order of the Rossby224

deformation radius, and are much smaller than the IRs. At a resolution of225

3.75 km we barely resolve these mesoscale CE and BCE. However, the IR226

are well represented in our model simulations.227

A snapshot of the sea surface temperature for REF (Fig. 1a) illustrates228

that in the idealized model, warm core IRs are formed at the west coast of229

Greenland, where the slope is steep. A cross section of a representative IR is230

shown in Fig. 1c. The maximum velocity in the IR ranges between 0.5 and231

0.8 m s−1 and the radius is approximately 30 km. This is in line with the232

observational studies of Lilly et al. (2003) and de Jong et al. (2014) who find233

maximum velocities between 0.3 to 0.8 m s−1 and diameters of 30-60 km.234

The temperature anomaly at the core of the modelled IR (representative235

of its buoyancy anomaly; recall that salinity effects are omitted) reaches at236

1500 m. Moreover, the average temperature between 200 and 1000 m is237

4.25 oC, which is in good agreement with the observed vertical structure of238

IRs as characterized by de Jong et al. (2014).239

Fig. 3a shows the timeseries of the basin-mean temperature for the sim-240

ulations. The impact of the seasonal cycle of the applied surface heat flux241

is evident. For all the simulations, after ∼ 10-15 years of integration the242

basin-mean temperature reaches a quasi-equilibrium. In this model, such243

an equilibrium can only be reached if the lateral advection of heat efficiently244

balances the heat that is lost to the atmosphere. A heat budget analysis245

indicates that this idealized model can reproduce the balance between the246

lateral heat advection and the surface heat flux (Fig. 3b and 3c), as proposed247

by Straneo (2006b) and Spall (2012). Although the mean heat advection248

and the eddy heat advection mostly cancel each other (Fig. 3d and Fig. 3e),249
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the eddy heat advection dominates in the interior while the heat advection250

by the mean flow dominates within the boundary current. The eddy heat251

advection clearly shows the expected transport from the boundary to the252

interior (Fig. 3d). The negative contribution of the mean heat advection253

in the northern part of the domain may seem puzzling at first. However,254

similar negative contributions are seen in the model studies by Saenko et al.255

(2014) and de Jong et al. (2016a). We assume that this is a consequence256

of the fact that most eddies are anticyclones, and that they tend to follow257

a preferred path from east to west. As a result, the mean heat advection258

term contains a mean contribution of this “train of buoyant eddies”. Once259

the eddies have detached from the boundary current, they move westward260

and cool along their path, which corresponds to a negative contribution to261

the mean heat advection. As a consequence, the eddies are responsible for262

an interior warming and the mean flow is responsible for a warming along263

the boundary. Both are necessary to balance the heat loss that occurs over264

the interior as well as over the boundary current. In addition, a cross sec-265

tion of the eddy heat advection over the interior confirms that the eddies266

transport a significant amount of heat into the interior at depths down to267

500m (Fig. 3f).268
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Fig. 3: (a) Timeseries of the basin-mean temperature of all simulations. (b-e) Depth-
integrated terms of heat budget (in W m−2) for the REF simulation (average over years
16-20): (b) surface heat flux (Q), (c) total heat advection (sum of mean and eddy com-
ponent), (d) mean heat advection, ∇ · (UT), and (e) eddy heat advection, ∇ · (U′T′).
Overbars denote the five year means, primes the anomalies with this respect to this mean
and U = (u, v,w) is the velocity vector. In (d) and (e) the black contours outline the
bathymetry, the contour interval is 500 m starting from the 500 m isobath. (f) Eddy
heat advection (in W m−2) over the section indicated by the black dashed line in (e).

From the above and earlier studies with a similar version of the model269

(Gelderloos et al., 2011) it is evident that with this set of parameters the270

model is able to resolve the main characteristics of the eddy field, and271
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to capture the properties of the mesoscale eddies (in particular the IRs).272

Although with the horizontal resolution of 3.75 km the sub-mesoscale eddies273

are not fully resolved in our model, we consider it appropriate for this274

study since we focus on the dynamics of the downwelling in the presence of275

mesoscale eddies.276

3. Deep convection and downwelling in the basin277

First, we examine the location and the size of the deep convection area278

and its connection to the properties of the eddy field for the reference sim-279

ulation. We also investigate the characteristics of the downwelling, which is280

expected to peak in regions of high eddy activity, as discussed in section 1.281

3.1. Properties of the mixed layer depth and eddy field282

We calculate the mixed layer depth (MLD), following Katsman et al.283

(2004), as the depth at which the temperature is 0.025 ◦C lower than the284

surface temperature (equivalent to a change in density of 5× 10−3 kg m−3).285

The black contours in Fig. 4a show the winter (February-March, FM) mean286

patterns of the mixed layer depth (MLD) averaged over the last 5 years287

of the reference simulation (REF). The deepest convection is found in288

the southwestern part of the Labrador Sea, reaching depths of 1700 m.289

Note that the deepest mixed layers are not located where the maximum290

heat loss is applied (blue contours in Fig. 4a). A mean hydrographic sec-291

tion across the domain in late spring (May, Fig. 4b) shows that in this292

idealized model the convected water is found between the isopycnals of293

σ = ρ− 1000 = 28.32− 28.40 kg m−3. In addition, the surface layer is get-294

ting warmer at this time suggesting the beginning of the restratification295

phase as seen in observations (Lilly et al., 1999; Pickart and Spall, 2007).296

Overall, in REF the location and the depth of the convection area agree well297

with observations (Lavender et al., 2000; Pickart et al., 2002; V̊age et al.,298

2009; Yashayaev and Loder, 2009) and complex high-resolution model simu-299

lations (Böning et al., 2016), certainly considering the idealizations applied300

in the model.301

In REF, IRs propagate from their formation site near the coast towards302

the interior, as is shown in Fig. 5a by means of the relative vorticity at the303

surface. Their signal is weaker but still evident in deeper layers (Fig. 5b-d).304

This is in agreement with the example cross-section of an IR (Fig. 1c),305

which displays a vertical extent of 1000-1500 m. The IRs carry buoy-306

ant water from the boundary current into the interior Labrador Sea and307
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(a) (b)

-0.1  0.1

Fig. 4: (a) Mean eddy kinetic energy (EKE in cm2 s−2, shading) superimposed on the
contours of the winter mixed layer depth (MLD in m, contour interval is 500 m) for REF.
Blue contours denote the annual mean surface heat fluxes in W m−2 that have been
applied to the simulation (contour interval is 10 W m−2). (b) Late spring (May) mean
temperature (shading, in ◦C) and density σ = ρ− 1000 (in kg m−3; contour interval is
0.05 kg m−3) over a section indicated by the red line in the inset figure, for REF. The
section is plotted against distance from the west coast (km). Positive (negative) velocity
contours are shown in black solid (dashed) lines (contour interval is 0.1 cm s−1). The
vertical red line indicates the limits of the boundary current based on the barotropic
streamfunction. Values are averaged over years 16-20.

they effectively limit the extent of convection. To illustrate the extent of308

the impact of the IRs, we use the surface eddy kinetic energy, defined as309

EKE = 1
2

(u′ 2 + v′ 2), where the overbar indicates the time averaged val-310

ues of the five years considered and the primes are the deviations from311

the 5-year mean fields (shading in Fig. 4a). The EKE has a maximum312

of 625 cm2 s−2 near the West Greenland continental slope and fades away313

offshore in a tongue-like shape. Its magnitude and pattern are in quantita-314

tive agreement with studies that derive EKE from altimetry (Prater, 2002;315

Lilly et al., 2003; Brandt et al., 2004; Zhang and Yan, 2018). Enhanced316

EKE is also observed along the Labrador coast with maximum values of317

200 cm2 s−2, which is also associated with local instability of the boundary318

current (Brandt et al., 2004).319
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(a) (b)

(d)(c)

Fig. 5: Snapshot of the relative vorticity (ζ = ∂v
∂x −

∂u
∂y , in 10−6 s−1) for REF at the

beginning of year 18 of the simulation at a depth of (a) 10.0 m, (b) 1037.5 m, (c) 1875.0
m and (d) 2900.0 m.

It is noteworthy that this highly idealized configuration is able to pro-320

duce a realistic surface EKE and mixed layer, with regard to depth, location321

and extent (Fig. 4a). These mixed layer properties are not prescribed, in322

contrast to the study by Gelderloos et al. (2011), in which a convective323

patch was artificially created in the domain in a similar configuration of the324

model. Together with Fig. 3, this indicates that the current model setup325

captures the physical processes that are essential to the cycle of convection326

and restratification in the Labrador Sea, and hence is suited for this type327

of process study.328
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3.2. Vertical velocities and downwelling329

To analyze the downwelling in the basin, we first calculate the time-330

mean vertical velocity integrated over the total domain and within four331

areas (Fig. 6a). Each of these areas is characterized by different dynamics:332

area 1 is the region where the IRs are formed, area 2 is the region where the333

strongest heat loss is applied, area 3 is the region in the southwest part of334

the domain where the second EKE maximum is found (Fig. 4a) and area 4335

defines the interior, where the bottom is flat. In particular, the distinction336

between the interior and the boundary current areas is based on a cutoff337

value for depth (i.e. 2900m). The western edge of area 1 is defined to be338

well downstream of the EKE maximum.339

It appears that in this idealized model an overturning is present. The net340

vertical transport over the total domain is downward (black line in Fig. 6b).341

It amounts to 3.0 Sv and peaks at a depth of 1000 m.342

The horizontal distribution of the time-mean vertical velocities at this343

depth of maximum downward transport (i.e. 1000 m) in REF (Fig. 6c)344

shows two regions of strong vertical velocities along the lateral boundaries:345

one close to the steepening of the slope at the northeastern part of the346

domain and one close to the Labrador coast. This finding that high values347

of vertical velocity occur in a narrow area close to the lateral boundaries,348

in particular in areas characterized by elevated surface EKE (Fig. 4a), is349

in line with results from several idealized model studies (Spall and Pickart,350

2001; Spall, 2004, 2010; Pedlosky and Spall, 2005) and global model studies351

(Luo et al., 2014; Brüggemann et al., 2017; Katsman et al., 2018). The352

outcome that the west coast of Greenland (area 1) and the Labrador coast353

(area 3) are identified as regions of enhanced downwelling again highlights354

the importance of the eddies for the dynamics of the Labrador Sea (see355

Fig. 4a).356

Fig. 6b, which shows the vertical transport as a function of depth inte-357

grated over the full domain and the four areas, confirms that indeed the net358

downward transport seen in the model takes place in areas 1 and 3. The359

downwelling peaks in area 1 at a depth of 1000 m (green line in Fig. 6b) and360

amounts to 3.4 Sv, while in area 3 it amounts to 1.0 Sv at a depth of 1525361

m. The areas 2 and 4 are characterized by a small net upwelling despite the362

fact that these two areas are subjected to the strongest surface heat loss.363

Focusing on the formation area of the IRs, we next analyze the vertical ve-364

locity over a cross section in area 1 (Fig. 6d). It is evident from this figure365

that the mean vertical transports in the interior are very low (at a distance366
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greater than 60 km from the coast). Similarly to Spall (2004), the down-367

welling is concentrated close to the boundary, while there is an upwelling368

region farther offshore. This cell-like structure is what is expected from369

boundary layer dynamics (Pedlosky and Spall, 2005). Overall, as shown in370

Fig. 6b, the net transport in this area is downward.371
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Fig. 6: (a) Definition of four areas (see text for detailed description). The total area of
our interest is defined by the dashed line. (b) Vertical transport in depth space over the
total domain and for the four areas (color-coded according to the map in (a)) for the
REF simulation. (c-d) Vertical velocity at (c) 1000 m depth and (d) over a section across
the boundary current near Greenland, indicated by the red line in the inset figure. The
section is plotted against distance from the coast (km). Values are averaged over years
16-20.

3.3. Spreading of dense waters372

A counterintuitive aspect that stands out from this analysis is the fact373

that the strongest downward motions occur at the lateral boundaries: a374

region associated with relatively buoyant waters rather than dense waters,375
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while at the same time it is clear from observations that dense, convected376

waters contribute to the overturning circulation (Rhein et al., 2002; Bower377

et al., 2009).378

To investigate the spreading of the dense waters, we released a passive379

tracer at the core of the convection area. The tracer is initialized with a380

value of 1 in a cylinder of a radius 190 km and from the surface to a depth of381

1575 m (inset in Fig. 7a) at the beginning of year 16. The maximum depth382

for the initialization of the tracer corresponds well to the depth of the winter383

(February-March) mixed layer of the modelled year 16. It is monitored for384

a period of five years. After one year, the tracer is found in deeper layers385

in the section across the domain (Fig. 7a). During winter, the tracer is386

brought to deeper layers by convection, but by the end of the year its387

concentration is still bounded by the isopycnals of the convected water (i.e.388

σ = 28.32− 28.40 kg m−3, Fig. 4b). The tracer is directly advected into the389

boundary current at the western side of the basin (Fig. 7b-f), similarly to390

the export route suggested by Brandt et al. (2007). However, this export391

route mainly occurs at shallower depths (z < 1575m), while in deeper layers392

the tracer also moves towards areas 1 and 2 (Fig. 7d-h, more details on the393

evolution of the concentration of the passive tracer can be found in the movie394

in the supplementary material). This tracer advection is clearly steered by395

the eddy field. Once the tracer reaches area 1, which has been characterized396

as downwelling region, it can be advected by the mean boundary current397

(supplementary material) and exported out of the Labrador Sea following398

the boundary current (Straneo et al., 2003).399

This view is supported by the time evolution of the vertical distribution400

of the tracer averaged over the four areas that is shown in Fig. 8. The401

tracer reaches area 1 after 4 months and only at depths larger than 500 m402

(Fig. 8a). It peaks after 13 months at a depth of 1675 m and then reduces403

gradually over time. Although the tracer is partly initialized in area 2404

(Fig. 8b), its concentration peaks after 14 months and at a depth of 1412.5405

m. This provides an indication that the tracer that reaches area 1 at depth406

is then advected by the mean boundary current towards area 2, and thereby407

contributes in the increase of the tracer concentration in area 2. Notably, the408

tracer peaks at shallower depths in area 2 than in area 1. This suggests that409

it follows the isopycnals, which are rising along the boundary in all areas410

(Fig. 4b and Fig. 7a). In area 3, the amount of tracer decreases from the411

start and hardly penetrates deeper than the initialization depth (Fig. 8c).412

This is in line with the view that the tracer in area 3 is predominantly413
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directly exported by the boundary current (Fig. 7c-d). Lastly, in area 4 the414

amount of tracer reduces slowly over time (Fig. 8d).415
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Fig. 7: (a) Cross section of the vertical distribution of the passive tracer at the end of
year 16 for REF, at the section indicated by the red line in the inset figure, together with
the isopycnal surfaces (in kg m−3, black contours). The passive tracer is released at the
beginning of year 16 over a cylinder that coincides with the convection area (dashed lines
and inset figure). (b-h) Snapshots of the concentration of the passive tracer 5 months
after its release at a depth of (b) 10.0 m, (c) 575.0 m, (d) 962.5 m, (e) 1337.5 m, (f)
1575.0 m and (h) 1987.5 m. Black dashed lines denote the areas defined in Fig. 6a.
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Fig. 5 shows that the signal of the eddies extends to large depths, in line416

with the observational study by Lilly and Rhines (2002). A feature that417

stands out in Fig. 7b-h is a small area (centered at x = 425 km and y = 865418

km) with a peak tracer concentration that extends down to 2000m, which is419

tracer trapped in the core of an IR. This feature should not be mistaken for420

an indication that westward travelling IRs capture the dense waters. This421

specific IR was present in the region where the tracer was initialized, and422

hence the tracer was added to its core. The tracer subsequently remains423

captured in the eddy (see movie in the supplementary material). Never-424

theless, the eddies do seem to indirectly govern the tracer advection. The425

tracer transport towards the boundary occurs because of the strong shear426

that is present in the velocity field around the eddies, and is strongest close427

to the region where the eddies are shed.428

(a) (b)

(c) (d)

Fig. 8: Time evolution of the total amount of passive tracer in depth, integrated over (a)
area 1, (b) area 2, (c) area 3 and (d) area 4 for REF. The black dashed line denotes the
initial maximum depth of the tracer. The areas are defined in Fig. 6a.

4. Sensitivity to winter time surface heat loss429

In this section, we assess the response of the eddies, convection and430

downwelling in two sensitivity simulations, in which the surface forcing is431

modified (see section 2.2 for details). Although the lateral eddy heat flux432
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still balances the surface heat loss when the surface heat flux is changed in433

simulations COLD and WARM, as indicated by the regular seasonal cycle434

in the basin mean temperature (Fig. 3), it is expected that the properties435

of both the MLD and the EKE change. First, we focus on the response of436

the convection and the eddy field in both simulations. Next, we assess the437

impact of the changes in the surface forcing on the downwelling and the438

spreading of dense waters.439

4.1. Response of convection and the eddy field440

Under the scenario of a stronger winter surface heat flux (COLD), one441

expects that the winter mixed layer deepens, that the convection region442

becomes wider, and that denser waters are produced. In addition, one443

also expects that as the temperature gradient between the interior and the444

boundary current increases due to stronger surface cooling, the eddy activity445

is enhanced (Saenko et al., 2014; de Jong et al., 2016a). Fig. 9a and Fig. 9c446

illustrate that when the surface heat loss is increased, EKE is indeed more447

intense near the Greenland coast with a maximum of 750 cm2 s−2, and448

the MLD becomes deeper, reaching depths of 2100 m. In WARM, the449

EKE is weaker (maximum value 575 cm2 s−2, Fig. 9b and Fig. 9d) and the450

reduced surface heat loss results in a much shallower mixed layer, reaching451

depths of 960 m, and a narrower convective area. The model displays an452

asymmetric response of the MLD to changes in the heat flux: the same453

percentage change in the applied surface forcing results in changes of +25%454

(Fig. 9c) and -45% (Fig. 9d) in the maximum depth of the winter mixed455

layer. This asymmetry can be partly attributed to the stratification, which456

increases at larger depths, and partly to the changes in the baroclinicity of457

the boundary current and the associated eddy activity as is discussed in the458

next paragraph.459

Fig. 10 shows the eddy advection of heat for the three simulations. The460

eddy component of the advective heat flux is negative for the boundary461

current, while it is positive for the interior, once more confirming that the462

eddies extract heat from the boundary current and transport it towards the463

convection region. Also, the mean advection of heat in COLD and WARM464

changes (not shown). As for REF (Fig. 3b-e), it almost cancels the eddy465

advection. The total heat advection balances the applied surface heat loss,466

confirming that an equilibrium is reached. Strong eddy heat fluxes originate467

from the regions with enhanced values of EKE that have been discussed in468

section 3 (i.e. along the Labrador coast and in particular at the steep469

West Greenland continental slope). In COLD, not only the eddy activity is470
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stronger than in the REF case (Fig. 9c) but also the eddy advection of heat471

from the boundary current into the interior is enhanced (Fig. 10a). Thus, as472

the surface cooling is stronger, the restratification of the water column after473

convection also intensifies, counteracting the deepening of the convection474

induced by the increased surface heat loss. However, this negative feedback475

is apparently weaker than the direct impact of the increased surface heat476

loss on the convection depth, as the MLD deepens. In WARM, the surface477

heat loss is smaller, but the eddy heat advection into the interior weakens478

as well (Fig. 10c). The eddy heat advection averaged over the interior (area479

4, Fig. 6a) amounts to 24 W m−2, 28 W m−2 and 46 W m−2 for WARM,480

REF and COLD respectively. This confirms that changes in the eddy heat481

advection into the interior are not simply propotional to the changes in the482

applied heat loss and that the surface heat fluxes and lateral eddy fluxes483

combined regulate the properties of the convection.484
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(a) (b)

(c) (d)

Fig. 9: (a)-(b) Wintertime (February-March) MLD and EKE, as in Fig. 4, but for the
simulations (a) COLD and (b) WARM. (c)-(d) Anomalies from REF simulation of MLD
(in m, contours) and EKE (in cm2 s−2, shading) for COLD and WARM, respectively.
For comparison, the 500 m contour of the MLD for REF is shown in red in (a) and (b).
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(a) (b) (c)

Fig. 10: Depth integrated eddy advection of heat (in W m−2) for (a) WARM, (b) REF
and (c) COLD. Note that panel (b) is the same as Fig. 3e and shown again here for easy
comparison.

So clearly, along the entire West Greenland continental slope both the485

EKE and the eddy component of the advective heat flux are affected by the486

changes in the wintertime heat loss (Fig. 9c-d and Fig. 10). It is likely that487

this change in the eddy field will affect the dynamics of the downwelling488

and therefore its magnitude as well.489

4.2. Response of the downwelling490

Spall and Pickart (2001) and Straneo (2006b) state that the magnitude491

of the downwelling is controlled by the densification of the boundary cur-492

rent, suggesting that the magnitude of the downwelling will increase when493

the surface heat loss is stronger. Moreover, as shown in section 4.1, also the494

lateral eddy heat fluxes from the boundary current to the interior increase495

(Fig. 10), which is expected to further increase the downwelling. To assess496

how changes in the surface heat fluxes regulate the magnitude of the down-497

welling in the Labrador Sea, we also analyze the vertical velocities of the498

simulations COLD and WARM.499

Fig. 11a shows that the time-mean vertical velocity integrated over the500

total domain is proportional to the applied surface heat loss. In response501

to an increase (decrease) of the winter heat loss by 50% compared to REF,502

the maximum basin-integrated downwelling increases (decreases) by 21%503

(-26%) or in terms of transport by +0.6 Sv (-0.8 Sv). In section 4.1, it has504

been shown that changes in surface heat losses influence the eddy field in the505

basin and this is now reflected in the magnitude of the downwelling. The506

downwelling in area 1 is the major contributor of the total downwelling in507
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the basin. In COLD (WARM), the surface EKE at the west Greenland con-508

tinental slope (area 1) becomes stronger (weaker) (Fig. 9c-d) and the heat509

loss of the boundary current increases (decreases) (Fig. 10a and Fig. 10c)510

resulting in an increase (decrease) of the vertical transport in this region of511

+6% (-18%).512

Next, we investigate whether the changes in the magnitude of the down-513

welling (Fig. 11a) are related to changes in the properties of the boundary514

current in all simulations. Fig. 11b and Fig. 11c show the difference between515

the velocity (δV = Voutflow − Vinflow) and the density (δρ = ρoutflow − ρinflow),516

respectively, at the outflow and inflow for the three simulations. In all simu-517

lations the outflow gets more barotropic. There is a slight tendency for this518

barotropization to increase as the applied surface heat loss is stronger. The519

density difference between the outflow and the inflow (Fig. 11c) shows that520

the upper layer of the boundary current becomes denser along the basin521

perimeter and that this density change increases with increasing heat loss.522

This can be attributed to both the surface forcing and lateral eddy heat523

advection of the boundary current (Fig. 10). In REF, the density of the524

waters at the outflow is slightly larger than at the inflow in the lower part525

of the boundary current (z>400 m). In COLD, this difference is larger and526

the opposite holds for WARM. This is in line with the view emerging from527

Fig. 7 that convected waters are entrained in the boundary current. The528

properties of the convected waters are in turn affected by the applied heat529

loss (i.e. denser in COLD than in WARM).530
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Fig. 11: (a) Vertical transport integrated horizontally over the whole domain for all
the simulations. (b-c) Difference of the mean (b) velocity (δV = Voutflow −Vinflow),
positive denotes an increase in the boundary current velocity and (c) density
(δρ = ρoutflow − ρinflow) of the boundary current between the eastern (close to the outflow
region) and western (close to the inflow region) side of the cross section shown in the
inset figure of Fig. 4b. All values are averages over the 5 years considered.

4.3. Response of the spreading of dense waters531

Also in WARM and COLD we performed a tracer experiment to in-532

vestigate the spreading of water masses that originate from the convection533

region. The tracer is initialized as described in section 3.3. Qualitatively,534

the behavior of the tracer in both WARM and COLD is the same as in REF,535

with a shallower pathway directly into the boundary current at the western536

side of the domain, and part of a deeper pathway towards Greenland (area537

1). In all four areas, the depth at which the maximum tracer concentration538

occurs increases as the surface heat loss gets stronger and vice versa when539

the heat loss is reduced, and this is apparently affected by the convection540

depth. In particular, the concentration peaks at a depth of 1800 m and541

1260 m for COLD and WARM in area 1, respectively (Fig. 12). Surpris-542

ingly, the amount of tracer peaks earlier (after 7 months) in both WARM543

and COLD (Fig. 12a and Fig. 12b, respectively) than in REF induced by544

more vigorous eddy field. We observe similar behavior in area 2 and area 3545

(not shown). The earlier peak in the concentration of the tracer in COLD546

may be related to the faster export of the convected waters than in REF.547

The finding that the timescale of this transport from interior towards the548

boundary does not display a simple relation to the heat loss emphasizes549

once more that complex interactions exist between convection and the eddy550

field.551
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(a) (b)

Fig. 12: Difference in the time evolution of the total amount of tracer integrated over area
1 as a function of depth for (a) WARM, (b) COLD, with respect to the REF simulation
shown in Fig. 8a. The black dashed line denotes the initial maximum depth of the tracer.

5. Discussion552

In the previous section, we showed that substantial downwelling is pre-553

dominantly appearing in areas with strong eddy activity and the magnitude554

of the downwelling in these eddy-rich areas is positively correlated with the555

magnitude of the surface heat flux. This link between the wintertime cool-556

ing and the overturning in the North Atlantic has been pointed out in many557

numerical and observational studies (e.g. Biastoch et al., 2008; Curry et al.,558

1998), but here we demonstrate that this link is indirect (Fig. 13).559

As shown in this study, both the convection and the eddy field are af-560

fected by the changes in the surface forcing. In response to a stronger561

(weaker) surface winter heat loss, convection is stronger and the tempera-562

ture gradient between the interior and the boundary current increases (de-563

creases). This directly impacts the eddy field; as the temperature gradi-564

ent increases, the baroclinicity of the boundary current increases, and the565

boundary current becomes more unstable. While the generation of the566

eddies is known to be governed by local processes, their impacts are not567

restricted to their generation region since they propagate away towards the568

interior (Fig. 4). As a result, the associated eddy heat transport from the569

boundary current towards the interior strengthens (Fig. 9, Fig. 10). This570

increases the heat loss of the boundary current, which in turn governs the571

magnitude of the downwelling (Spall and Pickart, 2001; Straneo, 2006b;572

Katsman et al., 2018), and at the same time provides a negative feedback573

on the convection depth. These idealized simulations thus highlight that574

complex interactions between the boundary current and interior are estab-575

lished via the eddy activity, and in concert determine the downwelling in576

the basin as well as the characteristics of convection.577
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Fig. 13: Schematic showing the indirect link between convection and downwelling
strength. The horizontal density gradient between the interior and the boundary cur-
rent (red arrow) set by convection (blue cylinder) affects the instability of the boundary
current. The eddy field and the buoyancy loss of the boundary current along the west
Greenland coast govern the dynamics of the downwelling in this region.

In this study we focused on the Eulerian downwelling in depth space.578

This quantity is frequently used to describe the meridional overturning cir-579

culation, e.g. in the RAPID array (McCarthy et al., 2015), and in this regard580

it is of importance to understand the underlying physics and its sensitivity581

to changing surface forcing conditions. The view on the overturning based582

on this Eulerian downwelling differs from the view based on downwelling583

in density space (e.g. Mercier et al., 2015; Xu et al., 2016, 2018), which584

is a quantity that accounts for diapycnal processes and in particular dense585

water formation. While a full analysis of the watermass transformation in586

the basin is outside the scope of this study, we can estimate the overturning587

in our model using the theoretical framework outlined in Straneo (2006b).588

In Fig. 4b one can clearly see a temperature difference between the east-589

ern and western side of the displayed cross-section, which reflects the fact590

that the boundary current loses heat along its path. That is, the isotherms591

(or isopycnals) rise along the path of the boundary current between the592

eastern and western side of the domain. The associated reduction of the593

density gradient between the boundary and the interior yields a decrease of594

the baroclinic flow and, assuming no mass transport in cross-shore direc-595

tion, a downward diapycnal transport in the boundary current (see Straneo596

(2006b) figure 1). An analysis of the changes in the boundary current be-597
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tween the inflow and the outflow region in our model simulations reveals598

that in all three simulations the outflow indeed gets more barotropic: the599

transport in the upper 1000m reduces, and the transport below that in-600

creases (Fig. 11b-c).601

According to the two-layer model proposed by Straneo (2006b), the mag-602

nitude of the overturning wo, i.e. the transport associated with diapycnal603

mass fluxes from the light to the dense layer in the boundary current, can604

be estimated from (Eq.17 in Straneo 2006b):605

wo = L

∫ P

0

h2
∂V2

∂l
dl (1)

where L is the width of the boundary current, V2 the velocity of the606

dense lower layer, P the total perimeter of the domain and l the along-607

boundary coordinate. To asses wo from our model simulations, we choose608

the σ = 28.32 kg m−3, isopycnal as the boundary between the light and609

dense layer (Fig. 4b). We define the width of the boundary current by the610

location of the 18 Sv streamline of the barotropic streamfunction (vertical611

red line in Fig. 4b), which yields L = 66 km. When we average the veloc-612

ity of the dense layer at inflow and outflow across the boundary current,613

an increase of ∆V2 = +0.04 m s−1 in the velocity of the denser part of614

the water column is found. According to Eq. 1, this yields an overturn-615

ing of wo = 2.7 Sv, which is slightly smaller than the Eulerian downwelling616

calculated directly from the vertical velocity field in our model (i.e. 3.0 Sv).617

The result that the changing properties of the boundary current yield618

an overturning does not necessarily imply that all diapycnal mixing (i.e.619

transformation of watermasses) takes also place within the boundary, as it620

has been assumed in Straneo (2006b). Our tracer analysis shows that dense621

waters in the interior of the Labrador Sea are directly entrained in the622

boundary current at shallower depths at the western side of the basin. In623

deeper layers, the tracer moves towards the downwelling region near Green-624

land (Fig. 7d-h), and is then entrained in the boundary current. Thereby,625

the assumption that the eddy activity only yields a lateral buoyancy trans-626

port and no mass transport, applied in the model by Straneo (2006b), may627

not be correct. The pathways and the timescales by which this transport628

of dense waters towards the boundary occurs are complex and will be ad-629

dressed in more detail in a follow up study focusing on the differences and630

connections between the Eulerian downwelling and downwelling in density631

space.632
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6. Summary and conclusions633

In this study we explore how changes in the surface heat fluxes affect634

the magnitude of the downwelling, the evolution of deep ocean convection635

in the Labrador Sea and their interplay through the eddy activity. The636

motivation of this study stems from the need to improve our understanding637

of the location where the downwelling takes place at high latitudes and its638

response to changes in the forcing conditions in light of a changing climate.639

Under the simplifications of an idealized model for the Labrador Sea640

region, our analysis once more emphasizes that the presence of the IRs is641

crucial to balance the heat loss over the basin (Fig. 3) and to represent the642

restratification of the interior of the Labrador Sea (Katsman et al., 2004;643

Hátún et al., 2007; Gelderloos et al., 2011; de Jong et al., 2016a; Kawasaki644

and Hasumi, 2014; Saenko et al., 2014). In addition, this study once more645

underlines that with a proper representation of the mesoscale activity in the646

Labrador Sea the model can reproduce the winter mixed layer depths and647

in particular the location of deep convection (Fig. 4a) seen in observations648

(Pickart et al., 2002; V̊age et al., 2009).649

The model results show a total Eulerian downwelling in the basin of 3.0650

Sv at a depth of 1000 m. Spall and Pickart (2001) estimated the magnitude651

of the net downward transport in the Labrador Sea, based on observations652

of the alongshore density variations, to be roughly of 1.0 Sv in the basin.653

In their recent study, Holte and Straneo (2017) used horizontal velocity sec-654

tions based on Argo floats to investigate the overturning in the Labrador655

Sea and its variability and found a mean overturning of 0.9± 0.5 Sv. The656

total net downwelling in our idealized model is in the same order of mag-657

nitude as these observation-based estimates, albeit stronger. However, in658

both studies, the downwelling is deduced from the large-scale hydrography659

rather than observed directly and also the number of available observations660

is limited.661

The downwelling is concentrated along the lateral boundaries and not662

where the heat loss is strongest or where convection is deepest. Moreover,663

our analysis shows that this near-boundary vertical transport is not uniform:664

the area where the IRs are formed contributes by far the most to the total665

downwelling (almost 4.0 Sv of downward transport). In addition, it has666

been shown that the time- and basin- mean downwelling is proportional667

to the applied surface heat loss, while the downwelling near the Greenland668

coast (area 1) displays a non-linear response to the change in heat loss.669

This study emphasizes that a proper representation of the eddy field in670
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models is one of the key elements for representing the interplay between671

the downwelling and convection in marginal seas at high latitudes, and672

their responses to changing forcing conditions. The outcome that eddies673

are a crucial element in the chain of events, determining changes in down-674

welling in the North Atlantic Ocean and hence changes in the strength of the675

AMOC, obviously raises the question if climate-change scenarios for AMOC676

changes based on coarse, non-eddy resolving climate models can properly677

represent the physical processes at hand. A first study that addresses this678

subject (Katsman et al., 2018) showed that while also in complex models679

the downwelling occurs near the boundary, the processes thought to govern680

the downwelling are not well represented in the coarse ocean model that681

was studied. An obvious next step is to carefully evaluate the response of682

the downwelling to changing forcing conditions in such coarse resolution683

climate models.684
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Transformation of Labrador Sea Water and Its Rapid Export in the Deep Labrador715

Current. Journal of Physical Oceanography 37, 946–961. doi:10.1175/JPO3044.1.716

Brandt, P., Schott, F.A., Funk, A., Martins, C.S., 2004. Seasonal to interannual variabil-717

ity of the eddy field in the Labrador Sea from satellite altimetry. Journal of Geophysical718

Research 109, C02028. doi:10.1029/2002JC001551.719
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