Music Playlist Generation for Emotion Regulation

A Functional Component in the Individualized Music Intervention for Persons with Dementia

Bernd Kreynen


# Music Playlist Generation for Emotion Regulation 

# A Functional Component in the Individualized Music Intervention for Persons with Dementia 

## by

## Bernd Kreynen

to obtain the degree of Master of Science at the Delft University of Technology,
to be defended publicly on Monday July 5, 2021 at 14:00.

| Student number: | 4331842 |  |
| :--- | :--- | :--- |
| Project duration: | March, 2020 - July 5, 2021 |  |
| Thesis committee: | Prof. dr. Mark Neerincx, | TU Delft, Interactive Intelligence, supervisor |
|  | Dr. Willem-Paul Brinkman, | TU Delft, Interactive Intelligence |
|  | Dr. Matthijs Spaan, | TU Delft, Algorithmics |

## Preface

Dementia and the care of persons with dementia (PwDs) is an increasing problem due to a combination in the rise of dementia cases but also due to a shortage in the healthcare workforce. PwDs often deal with agitation. Non-pharmacological treatments for these symptoms have been studied in Psychology. One of these is the individualized music intervention as proposed by Gerdner [36]. In this thesis we defined two main research questions relating to this IMI and successfully answered these.
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## Abstract

Dementia care is a growing problem, both due to a rising number of cases and due to a shortage in healthcare workers. Aside from cognitive symptoms persons with dementia (PwDs) often deal with psychological symptoms such as agitation. The individualized music intervention (IMI) by Linda Gerdner has been proposed to reduce these. This is the basis for our first research question "How can we incorporate the IMI into technology to care for PwDs?". We answer this by dividing the guidelines for IMI into functional components with their own responsibilities. This allows for more independent development of these components. We also research one of the components, a playlist generator. This leads us to our second research question "Assuming knowledge of a list of preferred music for a user, can we generate playlists which better regulate emotions than a random shuffle?". Our generator is based on a Markov Decision Process (MDP) and allows for a target to be set in the 2D valence-arousal space. This was tested in an online experiment with 22 participants. The control group listened to a random shuffle of their preferred music. The experimental group listened to a playlist generated by the MDP. The target was set to a valence $>0.75$ (valence ranging from 0 to 1 ). A significantly higher final valence for the experimental group was observed, showing a clear improvement over the control group when the goal is to positively influence the valence. The dataset obtained through this experiment is available for future research..
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## 1. Introduction

By 2030 the WHO predicts a global healthcare workforce shortage of 14.5 million [103]. Part of the problem is an ageing population with special needs [102], often in combination with an ageing workforce [103]. In particular there is an expectation of having more persons with dementia (PwDs). Both in Europe and worldwide the number of cases could more than double by $2050[61,68]$.

PwDs often deal with agitation and depression which cause feelings of helplessness and distress in families and caregivers of the PwDs [3]. Due to the adverse side effects of pharmacological treatments, nonpharmacological treatments for these symptoms can be preferable [3]. One of these treatments that has received attention, and has been found to be effective in reducing agitation, is music [3, 10]. It has also been found that personalization of this music for the PWD plays an important role in the effectiveness of the treatment [10]. Guidelines for implementing an individualized music intervention (IMI) for persons with dementia have been described and implemented by researchers and caregivers with success [36]. Clearly an important part of this treatment is creating individual playlists for PwDs. However there is little research which looks into how we can combine this treatment with other technological developments such as music recommender systems and affective computing.

Researching the automation of (parts of) this intervention could allow it to be incorporated into different technologies to help support PwDs and their caregivers. Examples could be socially assistive robots, support tools for music therapist or other healthcare professionals, personalized music players for PwDs, ... This makes it an interesting topic to look into further.

From a research perspective it is also interesting since, as we will show, implementing the IMI requires implementing different components which show a lot of overlap with current emerging fields such as affective computing and contextual music recommendations. To implement automated IMI we have to answer similar questions to the ones asked in those fields such as: "How do we sense the emotional state of a user?" "How do we model the emotional state and influences on it?". It also has overlap with already more established fields such as machine learning, which could offer solutions to the automation of some of the components, and traditional music recommender systems, which could be used to automate the process of retrieving music a PwD might prefer.

In this thesis we define two main research questions. The first research question is "How can we incorporate the IMI into technology to care for PwDs?". We will attempt to do this by dividing the IMI into functional components with their own responsibilities. This forms a framework of components which can then be fulfilled in various ways depending on the IMI implementation. This could be a tool to support music therapists with IMI or in the future perhaps an assistive robots that applies the IMI. We will also show that many of these functional components have overlap with currently emerging research fields such as affective computing. By dividing the intervention in these components research from these fields can later be used to implement them.

As mentioned earlier generating individual playlists is an important part of IMI therefore one of the functional components is responsible for generating playlists. In the current IMI this is often determined by the device used to play the music. If an iPod Shuffle is used to store the preferred songs of a PwD for example then the playlist is simply a random shuffle of the preferred list. If the aim is to reduce agitation then perhaps it is possible to improve upon this random shuffle when this affective aspect is kept in mind. Therefore our second research question focuses on playlist generation for emotion regulation. The question is "Assuming knowledge of a list of preferred music for a user, can we generate playlists which better regulate emotions than a random shuffle?".

To answer this question we will develop an algorithm based on Markov Decision Processes (MDP). Modelling it as such allows us to use research from the field of Reinforcement Learning to help us solve this problem. To test this algorithm we will perform an online experiment with real participants (without de-
mentia).The main goal of our experiment will be to answer our second research question. Answering this question allows us to implement this improved playlist generation algorithm in current tools to for example support music therapists during IMI, or other interventions where emotion regulation is desired.

Next to answering the second research question the experiment has two subgoals. The first subgoal of the experiment is to generate more data which can be used to study music related induced emotions. Much of the current research on emotion-based music recommendations focus on using emotion as a contextual factor and generating music which is more in accordance to the users preference with this information. Lacking the focus on induced emotions. The datasets relating to emotion and music often also focus on perceived emotions. Many of the datasets that do focus on perceived emotions use short fragments of songs [19, 50, 99]. The only one we found using full songs uses an emotion scale specific to music [5], making it more difficult to integrate with more general research from the field of affective computing. This lack of data limited us in the design of our playlist generation algorithm. In our experiment we used a fairly simple heuristic MDP model which did not require this data. More available data on this topic would be a great benefit to future research into playlist generation for emotion regulation.

The second subgoal is to check if we can find a noticeable difference in emotional reactions to songs that have memories attached to them. This second subgoal occurred more naturally due to the need to ask some questions during the experiment. Making one of these about memory was motivated by previous research showing that memories intensify induced emotions when watching music videos [29]. If we observe a difference it could show potential for incorporation into future algorithm. It also adds some additional personal information about the songs to the dataset. This aspect will be further explained in Chapter 5.

In this thesis we used Socio-Cognitive Engineering (SCE) $[1,63]$ to guide our design. By using this method we arrived at our current research goals. In the appendices some more artefacts produced by using SCE can be found for interested readers. Appendix A contains the ontology. Appendices B to D contains various artefacts produced due to using SCE from earlier iterations of the thesis. One of these artefacts is the foundation, it contains the relevant domain, human factors and technological knowledge [1]. Chapter 2, the background, incorporates the parts of the foundation that are most relevant to our two main research questions.

The structure of the rest of the report will be as follows; Chapter 3 attempts to answer the first main research question by giving an overview of the functional components of IMI. After this Chapter 3 we move on to the second main research question; Chapter 4 serves as an introduction to our experiment and explains how MDPs could be applied to the problem of playlist generation in IMI. Chapter 5 explains the goals and hypothesis of the experiment. It also explains the design and implementation of the experiment. Chapter 6 gives an overview of the results of our experiment and Chapter 7 has a discussion related to the experiment. Finally we wrap up the report with a general conclusion relating to both research questions in Chapter 8.

## 2. Background

In this background section we start by defining the terms emotion, mood and affect. We then move on to giving some background on dementia and musical interventions applied in the care of PwDs. We cover relevant music recommendations research, in particular emotion-based music recommendations. We give an overview of the available emotion based music datasets and give a very brief introduction on reinforcement learning and its application in music recommendations.

### 2.1. Emotion, Mood and Affect

As mentioned in our introduction part of our thesis focuses on a playlist generation algorithm which regulates emotions. Therefore it is important to start by defining what we mean by different terms relating to emotions. Affective computing, an emerging research field, also uses the terms emotion, mood and affect. Sometimes clearly defined but sometimes also vaguely defined or even used interchangeably. This is in part due to them not having clearly unique definitions [83]. This can be noticed in for example reviews that use both the terms mood and emotion without any further clarification as to their meaning [56, 84, 92, 106]. For clear communication it is important that we do define these. To do so we look at a thesis by Sternheim [90]. In this thesis an ontology for affective reasoning was developed for the PAL (Personal Assistant for a healthy Lifelstyle) project. A project which tries to improve self-management of diabetes in children through a social robot. The ontology was developed to be able to add affective abilities to the robot [90]. The following definitions are based on this thesis [90].

Emotion Sternheim looks at the definition given by Shiota and Kalat [82]: Emotions are a universal, functional reaction to an external stimulus event, temporally integrating physiological, cognitive, phenomenological and behavioural channels to facilitate a fitness-enhancing environment-shaping response to the current situation'. This tells us that emotions are temporary (more short lived), they are a reaction to a certain stimulus and cause changes in the person, physiologically or otherwise [90].

Mood The most important difference between mood and emotions is the longevity. Moods are more longterm and are not a direct result of a reaction to an external stimulus [90]. Due to this there is also less research available on how to for example represent or induce moods since this is more difficult in an experimental setting [90].

Affect Affect is a term used in research that can refer to either mood, emotion or both [90].
Affective (emotional) State Sternheim further defines the emotional (affective) state in their ontology. It encompasses both mood and emotions. A user has an emotional state and in turn an emotional state has both a mood and an emotion [90]. To avoid confusion later on we will refer to this as the affective state. The term emotional state will be used differently in this thesis later on.

### 2.1.1. Emotion and Mood Interaction

In the thesis Sternheim also proposes a model for the affective state, the Emotional State Model for Affective Semantics (ESMAS) [90]. It is shown in Figure 2.1. The details of this model will not be explained in this thesis. However important to note for our research is that emotions and mood have an influence on each other. Sternheim notes for example that techniques such as forcing a smile have been shown to work to improve the mood of someone [90]. In a similar fashion we expect that by inducing emotions in our users we will also influence their mood.


Figure 2.1: The visual representation of Sternheim's ESMAS. Image from [90]

### 2.1.2. Emotion representation

In this thesis to represent emotions we will mostly use the VA-scale. A two dimensional scale. In this scale valence is the first dimension and defines the pleasure/displeasure of an emotion or how positive/negative the emotion is [70]. The second dimension, arousal, is a sort of intensity and describes activation/deactivation [31]. Calm and relaxed are for example positive valence and negative arousal, while excited and happy are positive valence and positive arousal [70]. Occasionally we will also discuss a third dimension, dominance, from the PAD-scale, discussed later in this section. For completeness we give an overview of some emotional representations commonly used in emotion recognition research.

## Dimensional

Two Dimensional The VA-scale is based on the valence arousal model of Russel [70] described in the previous paragraph. It has been widely used in research. It it is for example used in datasets related to music and emotion [6, 85, 86, 111], music emotion recognition [39, 43, 66, 100, 107] and emotion recognition from different physiological signals [12, 44, 88, 95].

Three Dimensional Sometimes a three dimensional scale is used. These use the valence and arousal scale and add an additional third dimension. One example of this is the PAD scale. This scale has the dimensions of pleasure (valence), arousal and dominance [38]. The scale has been used in for example automated emotion recognition [25].

Other third dimensions have also been proposed. Deng et al. for example use a third dimension of Resonance in their emotion-based recommendations [26]. In music related research the scales have also been called valence, energy and tension [99].

GEMS The Geneva Emotional Music Scale (GEMS) has been made specific to music and contains nine scales [99, 110]. The scales are: wonder, transcendence, tenderness, nostalgia, peacefulness, energy, joyful activation, tension and sadness [110].

## Categorical

Categorical approaches have also been used widely, using many different categories. The categorical approach can be seen in for example datasets related to music and emotion [5, 15, 65, 99], emotion-aware music recommendation systems [2, 37, 45] and automated emotion recognition [4, 75].

Discussion on approaches
Vuoskoski et al. researched different representations (categorical, 3-dimensional and GEMS) in the context of induced emotions from music [99]. They found that the overall consistency of the dimensional model was the highest. Additionally they also found that the three dimensional model had some redundancy in the third scale and suggest it may be removed [99]. These findings, combined with its widespread use in other research makes the VA-scale seem like a good choice to represent emotions in this thesis.

### 2.2. Dementia

In the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) the previous diagnosis of dementia is now placed under major or mild cognitive disorders. However for continuity it retains the use of the term dementia which can for example be used in settings where patients and physicians are used to this term. In research we can also find both terms being used [7]. There are many different forms of major cognitive disorders with the most common and well studied one being Alzheimer's Disease [47, 105]. It is estimated that 60 to $90 \%$ of dementia cases are attributable to Alzheimer's disease [7]. Other forms include vascular dementia, Lewy bodies, frontotemporal dementia and cognitive disorders due to Parkinson's, HIV, traumatic brain injury or other underlying causes [7]. However distinguishing these forms in a patient can be difficult [47].

### 2.2.1. Demographic

According to the World Health Organization in 2018 approximately 50 million people worldwide were affected. Age is the strongest known risk factor and therefore the overall cases rise quickly with age, but dementia does not exclusively affect older people [7, 104]. Dementia before the age of 65 is called early onset dementia (EOD), but the prevalence of this has been poorly studied [97]. In this section we will give some background on dementia, first we will cover both the cognitive symptoms and the behavioural and psychological symptoms afterwards we will look into the effect of dementia on caregivers.

### 2.2.2. Symptoms

Cognitive
The primary deficit in dementia, as the name major cognitive disorder suggests, is in cognitive function [7]. The DSM-5 describes 6 cognitive domains in which decline can occur [7]:

- Complex attention (sustained attention, divided attention, selective attention, processing speed)
- Example symptoms include increased difficulty with multiple stimuli, difficulty with holding new information such as reporting what was just said and the inability to perform mental calculations.
- Executive function (planning, decision making, working memory, responding to feedback, inhibition, mental flexibility)
- Example symptoms include abandoning complex projects, difficulty with multitasking and difficulty with resuming tasks after an interruption.
- Learning and memory (immediate memory, recent memory, very-long-term memory)
- Example symptoms include repeating themselves in conversation, not being able to keep track of short lists such as shopping lists, requiring frequent reminders to perform tasks and difficulty recalling events.
- The DSM-5 notes that except in severe forms of major neurocognitive disorders semantic, autobiographical and implicit memory are relatively preserved in comparison with recent memory.
- Language (expressive language and receptive language)
- Example symptoms include preferring general pronouns over names, difficulty finding words, peculiar word usage and grammatical errors.
- Perceptual-motor (integrating perception with purposeful movement)
- Example symptoms include difficulties with previously familiar activities such as using tools and difficulty navigating environments.
- Social cognition (recognition of emotions, theory of mind)
- Example symptoms include behaviour and attitude changes, decreased empathy, decreased inhibitions, increased extraversion or introversion and insensitivity to social standards.

The diagnosis of major neurocognitive disorder requires significant cognitive decline in one of the previous domains from a previous level of performance, interference with independence in everyday activities from this cognitive decline and that the deficits are not better explained by another mental disorder such as major depressive disorder or schizophrenia [7].

Behavioural and psychological
Behavioural and psychological symptoms (also called neuropsychiatric symptoms [79]) are also common in people with neurocognitive disorders. Symptoms include psychotic features, hallucinations, paranoia and other delusions, sleep disturbances, wandering, dis-inhibition, apathy, depression, anxiety, aggression and elation [7, 46]. The most prevalent symptoms are apathy, depression, irritability, agitation and anxiety [17]. These symptoms do not only present in later stages but also in the early stages of cognitive decline [17, 57]. They occur more frequently in hospitals or long-term care facilities [17].

Behavioural and psychological symptoms are seen almost universally in all types of dementia but certain behaviours can be more common in certain types or in certain stages of the disease [17, 46]. Progressively worsening depression and anxiety are for example common in Alzheimer's disease [46]. Elation on the other hand occurs more commonly in frontotemporal dementia [7]. These behavioural and psychological symptoms are episodic and have a tendency to fluctuate, contributing to the difficulty of managing these symptoms [46]. Dementia can causes these symptoms directly by disrupting brain circuitry involved in behaviour and emotion [46]. Dementia can also can also cause these symptoms indirectly by increasing the vulnerability to stressors, on which other factors, such as environmental triggers, can also have an effect [46].

### 2.2.3. Effect on caregivers

A review by Cooper et al. studied the prevalence of anxiety in caregivers for PwD and found that a quarter of them suffer from anxiety and that the rates of anxiety are significantly higher than in control groups [24].

In a review Cheng found that the symptoms described in Section 2.2.2 and in particular disruptive behaviours, such as agitation, aggression and disinhibition, are most predictive for caregiver burden and depression [20]. This is both due to the impact on the emotional connection with the PwD and due to them causing difficulties in care [20].

High costs are also associated with managing these behavioural and psychological symptoms. In a study from 2002 for example Beeri et al. found that approximately $30 \%$ of the total costs of caring for persons with Alzheimer's disease is invested in the direct management of these symptoms [77]. In a 2006 study Herrmann et al. also found that these symptoms contribute significantly to the overall cost of dementia care [41].

### 2.3. Musical Interventions

Studies show that PwDs respond positively to music and that this is preserved into late stages of dementia [10, 73]. In the following subsections we will describe a few different musical interventions for PwD that have been researched.

### 2.3.1. Musical Therapy

Musical therapy is performed in many different ways, both in individual and group setting. Sessions are lead by a therapist [60]. It has been found to reduce agitation [10, 55, 60] and improve mood, alleviating symptoms such as depression and anxiety [10, 60]. However when comparing the group therapy to other group therapies not involving music, no significant difference was observed between the two, suggesting that in group activities perhaps the social component plays a bigger role [10, 62, 98].

### 2.3.2. Interactive Interventions

Some research is reporting better results on improving the mood and agitation of PwD when interactive interventions are used in combination with music [10]. These can include things such as singing, clapping or dancing [71]. Sánchez et al. also compared multi-sensory stimulation and found that it might have better effects on anxiety and cognitive impairment than individualized (receptive) music on persons with severe
dementia [72]. However a recent meta-analysis concluded that receptive music therapy could reduce agitation, behavioral problems and anxiety compared to usual care, while no significant difference was found between interactive music therapy and usual care [94].

### 2.3.3. Individualized Music Intervention

Individualized music interventions have also been studied. In these interventions a PwD listens to a personalized playlist. Gerdner et al. first studied the effects of individualized music for PwDs in 2000 and found a significant difference in the reduction of agitation between individualized and classical music [33, 35]. Following research has also found the use of individualized music to be able to reduce agitation and the emotional well-being in people with dementia [23, 32, 35, 67, 72, 93]. Since then Gerdner has made evidence based guidelines for individualized musical interventions [36]. These guidelines have been shown to be effective both when implemented by research staff and by trained staff and family members [36]. We will give an overview of these guidelines in Section 3.1. The functional components in Chapter 3 are also based on these guidelines. Currently in individualized musical interventions playlists are manually created specifically for the PwD, in co-operation with for example family to find music that was relevant to the person's life and in line with their personal preferences before the on-set of dementia [71, 72, 93]. From the guidelines by Gerdner we also have a simple method of for assessing preference though:

### 2.3.4. Assessment of Personal Music Preference Questionnaire

In the evidence based guidelines by Gerdner to help with the creation of a playlist she suggests using the Assessment of Personal Music Preference Questionnaire (APMPQ) [36]. This APMPQ has been used in research and positive effects on agitation were found when utilizing it [34, 67]. Sung et al. used a modified version of the questionnaire in Taiwan and found significant differences in anxiety when implementing the intervention [91].

The questionnaire includes questions about their history with music (did music play an important role before their illness?, Do/did you play an instrument?, ...), their preferences (selecting favourite music types) and finally asks for specific songs/albums/artists/... [36]. If the individual cannot fill this in themselves then a different version is also available for family or caretakers to fill [36].

### 2.4. Music recommendations

In this section we briefly cover some approaches that have been used in general music recommendations. With general we mean music recommendation not specifically for PwDs or specifically relating to emotions.

### 2.4.1. Collaborative Music Recommendation

In collaborative music recommendation systems songs are recommended by looking at the choices of other, similar users [11, 87]. It is one of the most successful approaches in recommendation systems [87]. Predictions for scores on unseen songs are based on a combination of songs of users whose past ratings have strong correlation [11, 87]. The assumption is that users that behave similarly have similar tastes, but this assumption has not been widely studied [87].

### 2.4.2. Content-based Music Recommendation

In content-based music recommendation predictions are made based on data from the songs themselves [11, 74, 87]. The data used can be metadata (tags from social networks, data from web documents, manual annotations, ...), Audio content (acoustic and musical features) [74]. Songs that are similar to songs the user has listened to or rated positively are recommended. Some limitations are that generating features to base the predictions on can be difficult and that it has a tendency to overspecialize due to recommending similar types of items [11].

### 2.4.3. Context-aware Music Recommendation

These methods incorporate contextual information to make their recommendations. This can be for example the time of day, location or information from wireless network sensors at the time of recommendation [11, 16]. This makes them aware of certain contexts in which the recommendation has to be made [11]. The context can be environmental-related (location, weather, ...) or user-related (user's activity, emotional state, ...) [16]. A specific subset of Context-aware systems are emotion-aware or emotion-based systems. We will cover emotion-based music recommendation in Section 2.5.

### 2.4.4. Hybrid Models

It is also possible to create hybrid models by combining models in various ways. Proper hybrid models can outperform single approaches due to incorporating advantages of different methods, while having less of the disadvantages [74, 87]. Some studies have explored the combination of collaborative and content-based methods, and context-aware and collaborative methods, however relatively few have combine context-aware with content-based [74].

### 2.5. Emotion and Music Recommendation

Affective computing is becoming a more popular research field. Related to context-aware music recommender systems, some music recommender research has also focused on the aspect of emotions. This affective factor can come into play in different ways. Many use emotions as an extra context to improve recommendations, but not necessarily to induce, regulate and/or improve emotions [9, 27, 81]. Therefore this research is less interesting to our goal of regulating or inducing emotions. Deng et al. try to get information about the emotional state of a listener through social media, they mention the difficulty with the acquisition of emotions as a reason for researching this option [27].

Han et al. [40] use a SVM to learn emotion state transitions, but they use a categorical approach to representing emotions. They also propose a context-based music recommendation system based on the data on emotion transitions from this SVM. While certainly interesting this data does not seem to be available for further research. They also tested the system on 30 participants; they only report that the participants found the results satisfactory and do not report results on the influence on the emotional state of the participant. So while they do estimate emotion transitions with their SVM and use this in their recommender system, in their evaluation they also focus on recommending music that is satisfactory to the listener in a given context instead of focusing on regulating emotions.

### 2.5.1. Physiological signals

Some work has also been done in incorporating physiological signals into music recommendations. Ayata et al. for example use physiological sensors (plethysmography and galvanic skin response) in wearables to estimate the listeners emotions [9]. Shin et al., Guo et al. and Morita et al. all propose systems incorporating EEG signals for mood-based music recommendation systems.

Some research in this area also attempts to influence certain factors related to affect. Liu et al. designed and tested a music recommendation system that attempts to make music recommendations to reduce stress on long haul flights based on heart rate monitoring. They found that incorporating the heart rate monitoring in the music recommendation can reduce stress. [52,53]. Shin et al. also propose a similar music recommendation system [80]. Nirjon et al. developed a system using earphones that monitor the heart-rate and combine it with a music recommendation system that attempts to keep the listeners heart rate at a target level [64]. Liu et al. describe a system for improving driver alertness through music recommendation that incorporates EEG signals [54].

### 2.6. Datasets on music and emotion

This section gives an overview of the available datasets on music and emotions. Table 2.1 gives an overview of all the datasets. Important distinctions between the datasets are in the sensors and feedback they use. The items of the dataset (e.g. a whole song, excerpts from songs, music videos, ...). Whether they are static or continuous, meaning whether the dataset has one label for an entire item in the dataset or whether a song has labels throughout the duration of the item. Whether they try to annotate the emotions induced in the participant or the emotions expressed in the item. The type of labels that are given (e.g. valence-arousal scale, categorical, ...). And finally they vary a lot in the number of participants and number of items evaluated. For our research datasets about perceived emotions are not that interesting. Therefore in this section we will only give a short overview of the datasets containing induced emotions:

### 2.6.1. AMG1608

This dataset contains induced emotions and was created with the aim of enabling the testing of personalized music emotion recognition (MER) systems [19]. They used the valence-arousal (VA) scale. With 665 subjects it is quite a large dataset and 46 participants rated more than 150 songs. Participants provided their emotional state explicitly. They also used this dataset to train both a general and personalized MER and note that the
personalized MER performs better [19]. It only covers short excerpts of 30 seconds however. Furthermore it also does not contain information about the sequence in which which participants listened to the excerpts.

### 2.6.2. DEAP

A Database for Emotion Analysis using Physiological Signals (DEAP) is a dataset containing multimodal data on induced emotions [50]. DEAP contains data from 32 participants who all rated 40 one minute excerpts from music videos. Participants were asked to self-asses their arousal, valence, liking for the item and dominance once per item. Additionally the following were collected during the viewing of the item; electroencephalography (EEG), electromyography (EMG), electrooculography (EOG), heart rate, respiration, respiration pattern, skin temperature, blood volume pressure, galvanic skin response (GSR). 22 participants also had frontal face videos recorded [50]. It is also limited by the shorter time of excerpts (one minute).

### 2.6.3. SoundTracks - Induced

There are two variants of the SoundTracks dataset. One was created with the aim of comparing categorical, discrete and dimensional models for self-rating perceived emotions, the other was made to compare the same for self-ratings of induced emotions [31, 99]. The items were soundtracks from films, which varied in length but were on average about 57 seconds long. Different groups of participants were asked to use different scales to rate their emotions. In total 102 participants listened to 16 different excerpts [31], the participants were divided in groups according to the scales they used. The dataset seems less interesting due to its shorter excerpts and focus on single excerpts and not sequences.

### 2.6.4. Emotify

This dataset was created to study induced emotions using the Geneva Emotional Music Scales (GEMS) [5]. Annotations were collected in the form of a game where participants could select a genre to play music from, like a song and self-rate a song according to the GEMS scale. [5]. They intentionally take lesser known music to reduce the influence of familiarity and preferences [5]. The choice to use GEMS however is in a way limiting since it was specifically made with music in mind and it is not used in the research of affective systems outside of this niche.

### 2.6.5. PMEmo

Created for MER this dataset has participants evaluate the chorus part of a song. It contains self-ratings about perceived emotions and data on induced emotions in the form of electrodemal activity (EDA) [111]. In total there are 457 participants who rated 794 different items. Each item is rated by at least 10 participants. In between listening to different songs participants listened to a part of In My Life by Kevin Kern [111]. It seems less interesting for our research due to its big focus on perceived emotions and due to listening to In My Life in between making evaluating emotion transitions more difficult.

In general we can conclude that the datasets either focus on perceived emotions, have short excerpts or use the newer and less used GEMS scale.

| Name | Feedback | Label types (self-ratings) | Items | Participants | Perceived or Induced | Static or Continuous |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AMG 1608 [19] | Explicit self-ratings | VA-scale | 1608 excerpts of 30 seconds | 665 total | Induced | Static |
| DEAP [50] | EEG, EMG, EOG, heart rate, respiration, respiration pattern, blood volume pressure, GSR and explicit self-ratings | VA, dominance, liking, familiarity | 40 1-minute excerpts from music videos | 32 total | Induced | Sensors are continuous, self-ratings static |
| SoundTracks, induced [99] | Explicit self-ratings | categorical, discrete and dimensional | 16 excerpts from film soundtracks (+- 57 seconds) | 102 total | Induced | Static |
| Emotify [5] | Explicit self-ratings | GEMS | 400 songs | 1595 total, not all rated all songs | Induced | Static |
| PMEmo [111] | EDA and explicit selfratings | VA-scale | 794 chorus parts of a song | 457 total, $10+$ per item | Perceived selfrating, induced EDA | Continuous and static |
| DEAM [6, 86] | Explicit self-ratings | VA-scale | 1802 total, some are 45 sec excerpts some are full songs | Total number unclear | Perceived or expressed (contradiction in [6] and [86] | Continuous |
| 1000 songs [85] | Explicit self-ratings | VA-scale | 1000 full songs | 100 total, 10+ per item | Perceived | Static and continuous |
| SoundTracks, perceived [31] | Explicit self-ratings | Categorical, discrete and dimensional | 110 excerpts from film soundtracks (+- 15 seconds) | 116 total | Perceived | Static |

Table 2.1: Table containing basic information on musical emotion based datasets

### 2.7. Affect Recognition

The field of affect recognition is getting more attention [30, 76, 109]. Many different methods to automatically get information about the affective state of a user have been proposed [109]. As mentioned in Section 2.5.1 some have tried use physiological signals of various forms in the context of music recommendation. This approach has become more popular with the advent of wearables [76], however many challenges still remain with these approaches. Among them are the lack of available datasets. Current approaches also reach high accuracy in terms of arousal but still get lower accuracy on valence recognition [76].

In the field of computer vision facial emotion recognition (FER) has also been studied [48], this has also been applied in the context of music and multimedia recommendations [37,58]. Many different machine learning approaches to recognize emotions from facial expressions through a camera have been proposed [48]. In the wild performance is still a challenge for these algorithms currently [30,59]. Dupre et al. only report an accuracy ranging from $48 \%$ to $62 \%$ on currently available systems on spontaneous expressions [30]. Especially on PwD this could currently cause problems. They might not be aware of having to look straight at the camera. Additionally when discussing this option with music therapists they mentioned that something to keep in mind is that as dementia progresses the expressions of the PwD fade away and become more subtle. Therefore even if these improve on the general public it might not be a good option for PwDs.

In the future physiological sensors seem the most promising to provide an automatic method for measuring affective states in PwDs but for some PwDs these wearables could also be a source of agitation. Furthermore research on how to detect emotional states from these signals would have to be extended to PwDs after being improved on people without dementia first.

### 2.8. Reinforcement Learning

Reinforcement learning has been applied in research to a wide variety of problems [8, 14, 49], including music recommendation $[18,21,42,51]$. These approaches generally look at a sequence of songs, and have some sort of memory [42]. Hu et al.l models the state as a windowed history of played songs and actions as picking a song. To deal with the curse of dimensionality they use a clustering algorithm to compress the state space.

The clustering is based on a collaborative filter [42]. They report good performance on datasets but do not perform experiments with real participants [42]. Liebman et al. take a similar approach with regard to the state and action representation they then use Monte Carlo Tree Search to approximate solutions [51]. Chi et al. also take a very similar approach but deal with the curse of dimensionality by classifying songs into four emotion classes. They use these classes to represent the songs. An action is also choosing an emotion class instead of picking a song [21]. Wang et al. take a different approach and model the problem as a multi-armed bandit [101]. In the model of utility a listener gets from a song they add a novelty factor. [101]. This has to be incorporated in the utility since the multi-armed bandit approach does not have a state to save history in unlike the previous three approaches. They also use approximations to deal with the large action space [101]. Mostly our research will differ from this existing research by explicitly targeting the regulation of emotions and not just using reinforcement learning to recommend the "most preferred" song for a listener.

In Chapter 4 and appendix E we take a closer look at MDPs and POMDPs (used in reinforcement learning) and how they can be applied to the topic of this thesis.

### 2.9. Conclusion

From this chapter we can conclude a few things; In the treatment of PwDs musical interventions have been applied in various ways. One of these is the IMI, focusing on using individualized music to reduce agitation in the PwD. How this can be integrated into tools or perhaps even automated has seemingly not been studied. This leads us to our first research question "How can we incorporate the IMI into technology to care for PwDs?". Since the focus is on reducing agitation, combining it with current research on affective music recommendation seems like a logical step. However current research has a lack of focusing on induced emotions for emotion based music recommendation systems. This observation lead us to our second research question: "Assuming knowledge of a list of preferred music for a user, can we generate playlists which better regulate emotions than a random shuffle?". This question will be further explained in Chapter 3. In datasets we also notice either a focus on perceived emotions or the usage of short excerpts. The only exception to this is Emotify but one of the goals of their research was to also test a music specific scale (GEMS). Therefore this dataset is not as easy to combine with existing research on affective computing.

## 3. Individualized Music Intervention: A Functional View

In this chapter we give an answer to our first research question: "How can we incorporate the IMI into technology to care for PwDs?". This is done by dividing it into different functional components which have to be implemented to implement the IMI. This allows for flexibility to adapt to different contexts in which the system operates. In an app for current use in a healthcare facility some of the components might still be fulfilled by a healthcare worker. While in the far-future some of these components might be replaced by research from for example affective computing to automate the process in an assistive robot for PwDs. We start by making an overview of the prescribed guidelines of the IMI. We then generalize this to the functional components. Each component has its own responsibilities and interfaces to connect to other components. For these components we will explain how they are currently implemented in IMI. Finally we will also show how these components might be implemented and integrated in future systems.

### 3.1. The Guidelines

In Chapter 2 we already discussed the IMI as described by Gerdner [36]. This section provides an summary of the guidelines by Gerdner. The guidelines first have an assessment period followed by applying the intervention itself, we will cover them in separate sections here as well.

### 3.1.1. Assessment

The assessment prepares for the intervention. During the assessment the PwD should be monitored. This monitoring lasts a certain period of time, the guidelines give an example of one week [36], but do not prescribe an exact amount of time. The observations are based around observing agitation and determining if there are certain identifiable temporal patterns or observable causes for agitation. Any identified causes that can be removed should be removed first. Identified patterns can be used later to determine when the intervention should be applied. Gerdner notes that it is also important to be able to identify the PwDs music preference during the assessment. Otherwise the intervention will not be effective.

### 3.1.2. Intervention

We start by noting that the intervention can be carried out by a multitude of people such as different healthcare professionals and in a variety of scenarios such as, day care, long-term care, home care, ... . The intervention itself is described as having the following steps by Gerdner [36]:

- First the preferences of the PwD are determined
- If the PwD is able to, this can be done by asking the PwD for their preferences.
- If the PwD is not able to do this, a family member or friend is asked for this information.
- These preferences have to be made available somehow, e.g. by putting them on an mp3-player.
- The intervention has to be initiated at some point, the guidelines suggest it is most effective when it is started 30 minutes before the PwD usually is most agitated.
- The intervention itself:
- It should last approximately 30 minutes.
- It should be in a location where the PwD spends a lot of time.
- The volume must be set to a comfortable level.
- Speakers are preferred, but if it causes annoyances to other people (e.g. other residents at a facility) headphones can be used.
- If the PwD shows increased agitation or confusion the intervention should be stopped. And the playlist reassessed.


### 3.2. Components

Based on the guidelines described in Section 3.1.2 we made an overview of the functional components that have to be implemented to be able to fulfill the intervention as described in the guidelines. This section serves as an explanation for the component diagram, Figure 3.1. We will explain the responsibilities of each component. We will also discuss the different interfaces that exist between components. These interfaces can be machine readable interfaces (when both components are on a media player for example) or they can be human readable interfaces when one component is fulfilled by a machine and the other by a human. We will also explain how these component are implemented in the current implementation. This is shown Figure 3.2. With current implementation we mean the implementation as it is being applied already today by healthcare professionals. In the documentary "Alive Inside" [69] iPod Shuffles are used in the current implementation as media players, for the rest of the current implementation sections we will assume the use of an iPod Shuffle to fulfil some of the components. The main difference between Figure 3.2 and the general diagram Figure 3.1 is that components are assigned to either being fulfilled by the iPod Shuffle or by a trained worker/music therapist.


Figure 3.1: UML component diagram showing the components and interfaces


Figure 3.2: UML component diagram showing the division of components in the current IMI

We give an overview of each component and their interfaces.

### 3.2.1. Initiation

The responsibility of the initiation component is to initiate the intervention when it would help the PwD. It initiates the Player component. It gets information for its decisions from the Contextual Information Gathering component.

Current Implementation Currently this component is fulfilled by a trained worker, it can be the caregiver of the PwD or a healthcare professional at a facility for PwDs. They decide when the intervention should be started based on their own observation and the information from the assessment.

### 3.2.2. Stop

The responsibility of the stop component is to stop the intervention when the PwD has an adverse reaction. If necessary it should reassess the preferences of the PwD to prevent a future adverse reaction. It stops the player component, and should be able to reassess the preferences via the Preferences Assessment component. It gets information for its decisions from the Contextual Information Gathering component.

Current Implementation As with the initiation this component is fulfilled by a trained worker. If they observe adverse effects they have to stop the intervention and reassess the song selection.

### 3.2.3. Contextual Information Gathering

This component has the responsibility of gathering contextual information required by the other components. E.g. the emotional state of a PwD, or other contextual information such as the setting of the room, or other people present.

## Interfaces <br> getContext: Allows other components to get contextual information which has been gathered by this component.

Current Implementation Again this is done by the trained worker. They observe the PwD and then fulfil the responsibility of the start and stop component themselves based on the observed information.

### 3.2.4. Preferences Assessment

The responsibility of this component is to assess the preferences of the PwD, in a format suitable for the Playlist Generation component. It should also be able to adjust the preferences if required by the Stop or Player component. In some implementations it could get information from the Contextual Information Gathering component for deciding on adjustments.

## Interfaces

adjust: Allows other components to ask the Preferences Assessment component to adjust the preferences. (e.g. when adverse affects are noticed and the intervention is stopped)

Current Implementation Again fulfilled by the trained worker. During the assessment period they will talk to the PwD, family, friends, ... to determine what music the PwD prefers.

### 3.2.5. Preferences Storage

This component stores the preferences gathered by the Preferences Assessment component so that it is available to the Playlist Generation component.

## Interfaces

modify: Used by Preferences Assessment to change the preferences.
getPreferences: Allows other components to retrieve the stored preferences.

Current Implementation The preferences in the current implementation is a list of songs that came out of the assessment. This list is stored on the iPod Shuffle in the current intervention.

### 3.2.6. Song Storage

Stores the audio files of songs that can be played by the player. It can also contain additional information about the song such as the artist, title or features used by the playlist generator.

## Interfaces

getInfo: Retrieves info about stored song which can be used by the Playlist Generation component.
getAudio: Gets the audio of a certain song. Required for playback by the player.

Current Implementation The iPod Shuffle also implements the song storage component as it will have the audio files on the songs that the PwD preferred.

### 3.2.7. Player

This component, once initiated, gets a playlist from the Playlist Generation component and plays the audio files of the songs from the Song Storage. Depending on the implementation we could imagine the Player component adjusting the preferences via the Preferences Assessment component continuously. This is different than if we strictly look at the guidelines since they describe adjusting it on adverse reactions only.

Current Implementation The iPod Shuffle also servers as the player as it will playback the stored songs. It can be paired with headphones or speakers to play the audio.

### 3.2.8. Playlist Generation

This component generates the playlist that should be played once requested to by the player. This could be a continuous process; after each song the player asks for a new song so that new contextual information can be taken into account. Or it could be a one time event where a full playlist is generated once when an intervention starts. This component is not really covered in the guidelines by Gerdner [36], but inherently appears in the intervention, in the medium on which songs are saved (e.g. an mp3 player might randomize, while a cd-player might play sequentially). More complex playlist generation techniques could also be interesting to investigate.

Current Implementation When using an iPod Shuffle as the player then this component is also implemented in the iPod. Since these will randomly shuffle the stored songs.

### 3.3. Near-future: Implementation in support app

In the near future we could envision an application to support workers in applying the IMI. The main idea behind this app would be to support the workers by taking care of the preference storage, song storage and playlist generation aspects. It would mostly be a replacement for the mp3-player/iPod Shuffle in the current implementation, while allowing for more specific playlist generation aglorithms than a random shuffle.

### 3.3.1. Initiation And Stop

Similarly to the guidelines a trained worker or family/friends would initiate the intervention. The same goes for stopping the intervention.

### 3.3.2. Contextual Information Gathering

This could be provided to the application by trained workers or by family or friends. Additional methods of gaining feedback through for example the camera could be used as well. Emotion recognition algorithms could be one of them. Therefore the implementation of the responsibilities of this component could be spread across both solutions involving workers and automated technological solutions

### 3.3.3. Preferences Assessment

Preferences Assessment is the responsibility of the app. However the contextual information from the worker or other people provided to the application could be of use.

### 3.3.4. Preferences Storage

Preferences of a user a stored in a database. These preferences are tags on songs (e.g. liking a song).


Figure 3.3: UML component diagram showing the division of components in the current IMI

### 3.3.5. Song Storage

This can be done in various ways. An application could have their own library of songs in their own database. But if a wide variety of music is to be provided, more realistically an external library is used through publicly available APIs or through partnerships with other services such as Spotify.

### 3.3.6. Player

In the case of the application, the application itself (and in part the mobile phone with its speakers, or headphones) serve as the player.

### 3.3.7. Playlist Generation

Playlist generation in such an application could have simple solutions, we could keep the random shuffle from the current implementation. However an app specifically geared towards IMI would allow the implementation of a Playlist Generator which is more complex and attempts to take contextual information, such as the affective state, in mind in the playlist generation. This more complex case is interesting to study and is the focus of the second research goal of this thesis. The chapters after this one will focus on this second goal and the more complex Playlist Generation component.

### 3.4. Far-future: Automated IMI

In the far future we could perhaps imagine the whole process of the intervention being automated. Such an automated approach could then be implemented in for example an assistive robot. To reach this goal a lot of research is still necessary however. In this section we want to highlight for each component some active areas of research that are interesting and what still would require work.

### 3.4.1. Initiation and Stop

With an advanced enough Contextual Information Gathering component it could be possible to develop an algorithm which predicts when the intervention should be applied. This would require research into which contextual information is important for this decision and how it can be used to make this decision. The same goes for stopping the intervention in case of adverse effects.

### 3.4.2. Contextual Information Gathering

Research into affective computing will offer a lot of new avenues in this regard. We can apply systems discussed in Section 2.7. We can think of systems such as facial expression recognition or those that use physiological signals from wearables. Wearables seem like a promising source of additional contextual information
for PwDs. However the challenges in Section 2.7 will have to be kept in mind. For a more detailed look into affect recognition using wearable and the current challenges we also refer readers to a review by Schmidt et al. [76].

### 3.4.3. Preferences Assessment

For preferences assessment advances in more "traditional" (non-context aware) recommendation systems could be of use. These continuously get better at finding music to users according to different criteria such as preference, recommending more new music, ... These could also be used to for example try to translate a limited list of preferences to a larger list of songs a PwD might like or to use other information to infer preferences of PwD. As with the Contextual Information Gathering component care has to be taken that research from these other fields applies to our target group of PwD and if not they might have to be adjusted or redesigned for this target group.

### 3.4.4. Storage

In terms of storage (both for preferences and songs) we do not expect current advances in research to offer a lot of new avenues. Important in the future success of technologies incorporating this automatic intervention will be the access to a music library. Therefore we do see co-operation with current services that provide a large music library (such as Spotify) as vital.

### 3.4.5. Player

What the player (physically) looks like will depend on the application. We could envision it being incorporated into an assistive robot for example in which case the robot would fulfil the responsibilities of the player component.

### 3.4.6. Playlist Generation

As mentioned in the Near-future section there are a lot of possibilities for Playlist Generation. Later on in this thesis we propose one based on Markov Decision Processes. Simpler techniques such as a random shuffle could also still be viable. Future research, especially in contextual music recommendation could also offer new insights in how these playlist could be generated. Important for this component is that research is done into what works to reduce agitation for PwDs.

### 3.5. Playlist Generation

As mentioned in the introduction we will have an experiment based on our own playlist generation component. Currently the playlist generation in IMI is often randomized by the media player. However it seems like emerging fields such as affective computing and already more established fields such as music search and recommendation could improve on basic techniques such as a random shuffle. Stakeholders in the music therapy field also expressed a wish for a look into how playlists can be generated, in particular interest was expressed in playlists with certain effects on the mood (e.g. calming, activating, ....). The focus on affective states also fits well in the context of IMI where the aim is to use the music to reduce agitation.

We therefore considers playlist generation in IMI as the following problem:
Definition 3.5.1 Given a start emotional state $E S_{s}$, consisting of a valence and arousal value, and a target emotional state $E S_{t}$, consisting of a valence and arousal range, generate a playlist which moves the listener's emotional state from $E S_{s}$ to a value in $E S_{t}$, while keeping in mind the preferences of the listener.

The major difference with this approach to emotion based music recommendation approaches mentioned in Chapter 2 is the focus on inducing/regulating emotions. As summarized in Chapter 2 most current research focuses more on finding music that fits the current affective state or on regulating specific physiological signals such as the heart-rate.

If we can devise a simple algorithm which performs better then this randomization it could be used in many contexts. It could be used in a support app in the near future as described above. In the far-future a similar algorithm could also be implemented in the described assistive robot.

This combination of novel research and wide applicability of the lessons learned make it an interesting component to focus on. Components such as the song storage and preference storage are already solved problems since they can be implemented with a database or with music streaming services such as Spotify. Preference assessment is already being studied heavily in the form of general music recommendation, with
general meaning not emotion related. Players can already be implemented in a wide variety of form factors (e.g. phone, computer, mp3-player, ...). Contextual Information Gathering is already being studied in a myriad of ways for context-based systems. Finally the initiation and stop component will be heavily dependent on what kind of contextual information is available and can currently already be solved adequately by workers at a facility for example.

To conclude research into this problem seems interesting and promising. It can combine many emerging fields such as affective and contextual computing but does pose a novel research avenue. Furthermore a simple algorithm which already improves over randomization could be applied both in the very near-future, integrated in for example a support app, or in the far-future integrated in for example an assistive robot.

## 4. Markov Decision Processes

In this chapter we start by explaining Markov Decision Processes (MDPs). Beginning with a definition of MDPs and some methods that can be used to solve MDPs. Finally, we move on to different ways in which this can be applied to the problem of playlist generation in the IMI. While there are many possibilities we could consider to generate playlists, we think MDPs offer an interesting option. Modelling the problem of playlist generation in IMI allows use to use existing research into reinforcement learning to solve the problem. Furthermore (PO)MDP formulations have been used before in (contextual) music recommendation as explained in Section 2.8.

### 4.1. Markov Decision Process Definition

In this section we give a short, formal definition of MDPs. This section is heavily based on the chapter by Van Otterlo and Wiering [96], interested readers can find a more in depth explanation there. They give the following formal definition [96]:

Definition 4.1.1 A Markov decision process is a tuple $<S, A, T, R>$ in which $S$ is a finite set of states, $A$ a finite set of actions, $T$ a transition function defined as $T: S \times A \times S \rightarrow[0,1]$ and $R$ a reward function defined as $R$ : $S \times A \times S \rightarrow \mathbb{R}$

## State

A state is a unique characterization of what is important to the problem at hand [96]. Van Otterlo and Wiering give the example of a chessboard where the state would be a complete configuration of board pieces [96].

## Action

Actions can be used by an agent to control the system state [96].

## Transition Function

When an action $a$ is taken in state $s$, a state transition occurs from $s$ to a new state $s^{\prime}$, this is based on a probability distribution over the set of possible transitions [96].

## Markov Property

Important for the transition function is that it should satisfy the Markov Property [96].
Definition 4.1.2 A system is Markovian if the result of an action only depends on the current state and the chosen action, not on previous actions and states.

However a system where the last $k$ states are sufficient to determine the result of an action, can always be transformed to a problem that is Markovian [96].

## Reward Function

The reward function gives a reward for being in a state or performing an action in a state [96]. The reward function can be defined in three interchangeable ways [96]:

$$
\begin{array}{r}
R: S \rightarrow \mathbb{R} \\
R: S \times A \rightarrow \mathbb{R}  \tag{4.1}\\
R: S \times A \times S \rightarrow \mathbb{R}
\end{array}
$$

## Policies

A policy is a function which outputs an action $a$ for each state $s$. A policy can be either deterministic or stochastic [96]. They are defined as:

$$
\begin{align*}
\pi: S & \rightarrow A  \tag{4.2a}\\
\pi: S \times A & \rightarrow[0,1] \tag{4.2b}
\end{align*}
$$

> Deterministic
> Stochastic

## Optimality Criteria

To define how good a certain policy is, we have to define an optimality criteria. There are three basic models of optimality. The finite horizon; discounted, infinite horizon and average reward [96]. When a task is either continuing or when the length of the task is unknown the discounted, infinite horizon model is best suited [96]. This is the case for our task since we do not know beforehand how many songs the user will listen to. Therefore we take a closer look at the discounted infinite horizon model. Its formula is given by:

$$
\begin{equation*}
E\left[\sum_{t=0}^{\infty} \gamma^{t} r_{t}\right] \tag{4.3}
\end{equation*}
$$

Where $r_{t}$ is the reward at time-step t and $\gamma, 0 \leq \gamma<1$ is the discount factor [96].

## Value Functions

Value functions are used to link the optimality criteria to the policy. There are two types of value functions. Firstly there are V-functions, $V^{\pi}(s)$, it is the expected value of starting in state $s$ and following policy $\pi$ from that state. Secondly there are Q-functions, $Q^{\pi}(s, a)$, it is the expected value of taking action $a$ in state $s$ and following policy $\pi$ afterwards. The V-function represents how good it is for an agent to be in state s, the Q function represents how good it is for an agent to take action a in state s [96]. Using the optimality criterion given in Equation 4.3 these are given by:

$$
\begin{gather*}
V^{\pi}(s)=E_{\pi}\left\{\sum_{k=0}^{\infty} \gamma^{k} r_{t+k} \mid s_{t}=s\right\}  \tag{4.4}\\
Q^{\pi}(s, a)=E_{\pi}\left\{\sum_{k=0}^{\infty} \gamma^{k} r_{t+k} \mid s_{t}=s, a_{t}=a\right\} \tag{4.5}
\end{gather*}
$$

These can be rewritten in terms of a Bellman Equation [96]:

$$
\begin{align*}
V^{\pi}(s) & =\sum_{s^{\prime}} T\left(s, \pi(s), s^{\prime}\right)\left(R\left(s, \pi(s), s^{\prime}\right)+\gamma V^{\pi}\left(s^{\prime}\right)\right)  \tag{4.6}\\
Q^{\pi}(s, a) & =\sum_{s^{\prime}} T\left(s, a, s^{\prime}\right)\left(R\left(s, a, s^{\prime}\right)+\gamma Q^{\pi}\left(s^{\prime}, \pi\left(s^{\prime}\right)\right)\right) \tag{4.7}
\end{align*}
$$

## Greedy Policy

Having defined the above we now want to find the optimal policy, $\pi^{*}$. This is the policy for which $V^{*}=V^{\pi^{*}}$ and $\forall s \in S: V^{*}(s) \geq V^{\pi}(s)$ [96]. This is given by the following equation [96]:

$$
\begin{equation*}
V^{*}(s)=\max _{a \in A} \sum_{s^{\prime} \in S} T\left(s, a, s^{\prime}\right)\left(R\left(s, a, s^{\prime}\right)+\gamma V^{*}\left(s^{\prime}\right)\right) \tag{4.8}
\end{equation*}
$$

This can be defined analogously for the Q-function:

$$
\begin{equation*}
Q^{*}(s, a)=\sum_{s^{\prime} \in S} T\left(s, a, s^{\prime}\right)\left(R\left(s, a, s^{\prime}\right)+\gamma \max _{a^{\prime} \in A} Q^{*}\left(s^{\prime}, a^{\prime}\right)\right) \tag{4.9}
\end{equation*}
$$

These optimal V- and Q-functions can be used to define a policy that selects the optimal action given the function. This is called the greedy policy and can be defined both in terms of the V - and Q -function:

$$
\begin{equation*}
\pi^{*}(s)=\arg \max _{a} \sum_{s^{\prime} \in S} T\left(s, a, s^{\prime}\right)\left(R\left(s, a, s^{\prime}\right)+\gamma V^{*}\left(s^{\prime}\right)\right) \tag{4.10}
\end{equation*}
$$

$$
\begin{equation*}
\pi^{*}(s)=\arg \max _{a} Q^{*}(s, a) \tag{4.11}
\end{equation*}
$$

If we have a full model of the problem (reward function and state transitions) we can use dynamic programming to compute the optimal policy from the V- or Q-function, this is the model-based approach [96]. In a model-free in this case we need to make a trade-off between exploration and exploitation. This is done by utilising different policies such as $\epsilon$-greedy and softmax which will be explained in the next sections. Combinations between the model-free and model-based also exist [96].

## $\epsilon$-greedy Policy

The $\epsilon$-greedy policy is a fairly simple trade-off policy. It selects the best action according to the greedy policy with probability (1- $\epsilon$ ) and a random action with probability $\epsilon$ [96].

## Softmax Policy

The softmax policy takes an action with a probability that is weighted by its Q -value:

$$
\begin{equation*}
P(a)=\frac{e^{\frac{Q(s, a)}{T}}}{\sum_{i} e^{\frac{Q\left(s, a_{i}\right)}{T}}} \tag{4.12}
\end{equation*}
$$

T is a temperature parameter, the higher T is the more random the strategy will be [96].

### 4.2. Solving MDPs

A myriad of methods to solve MDPs have been devised. They can be categorized into two major categories, namely model-based and model-free solutions [96].

### 4.2.1. Model-based

As the name suggest these assume a model of the MDP is available. This model can then be used to calculate policies and value functions using the Bellman Equations (Equations (4.6) and (4.7)) through dynamic programming algorithms such as Policy Iteration [96].

### 4.2.2. Model-free

Again as the name suggests these methods do not assume the availability of a model of the MDP. Instead they interact with the environment and through this estimate the value functions [96]. This introduces an exploration-exploitation trade-off where a trade-off has to be made between selecting optimal actions based on current information or obtaining more information to improve the model on which decisions are made [96]. Once an agent has a sufficient model, similar techniques as in the model-based approaches can be used to determine the policy [96].

### 4.3. Applied to IMI

If we look at the setting of IMI and in particular the problem of generating playlists within IMI then modelbased approaches seem more suitable. In the model-free approaches we have to explore the environment to find the best actions, this could mean first making a lot of "wrong" choices, which could cause distress to the PwD. Therefore we will look more into model-based approaches. One question then becomes which model do we use?

### 4.3.1. Songs as Actions

One method, also used in contextual music recommendation as mentioned in Section 2.8, is that the action an agent takes is picking a song. Inherently however this means that the state-action spaces grows with the number of songs that can be picked. With this the computation time of solutions to the MDP formulation will also grow. Approximation algorithms might therefore be necessary with this formulation if a big library of songs is used.

## States

We also have to define the states. The state of the agent could be the current emotional state of the listener. However if we do this then we are left with defining $T$ which would be a probability distribution from the current emotional state to new emotional states after listening to a song. This would be a complex function
to learn for which we at the moment do not seem to have enough data for. This method also lack memory. This transition function most likely also depends on other factors such as the song that has just been listened to. The emotional reaction of a listener is most likely not the same when a song is picked twice in a row. Incorporating such additional factors only makes it more difficult to approximate it with the data we have available right now. The question then also becomes how much memory do we have to add? Do we only keep that last played song, the last ten songs, ... The more history we add the more our state space grows.

## Rewards

if we define the reward function as $r\left(s_{t}, p_{t}, s_{t+1}\right)=\mathbb{R}$ then since our goal is to reach the target emotional state it seems we include a reward regarding this. We could give a reward based on how close $s_{t+1}$ is to the target emotional state or the difference in distance to the target emotional state between $s_{t}$ and $s_{t+1}$. Additionally we could use the reward to model other aspects that we might find important in the selection of a next music piece. For example we could incorporate a similarity measure to previously picked songs so that picking similar songs incurs a higher reward.

## Conclusion

If we want to use songs as actions we have multiple options to model both the states and the rewards. However to deal with the large continuous state pace and large action space we will need to develop approximation algorithms as in the other recommendation systems that use this approach (Section 2.8), for which we currently have little data. Therefore it seems infeasible to build these currently. More data for research would have to be gathered first.

### 4.3.2. GridWorld, A heuristic approach

This model is inspired by a common abstraction used in Reinforcement Learning, that of a gridworld in which an agent can move one grid at a time. Some grids in the world contain rewards and others might incur punishments. Many variations on this problem have been thought of. GridWorld inspired algorithms have also been proposed in relation to recommendation systems [22, 108] We can apply a similar idea to the problem of playlist generation. To model the problem as a GridWorld we start by dividing the valence-arousal space in an nxn grid. The valence and arousal values are converted to this nxn grid. The agent starts in the grid corresponding to the start emotional state of the listener. The actions the agent takes are moving one place on the grid (up/down, left/right or diagonally). To experiment with this idea we made a prototype which is discussed in the next chapter. This prototype will also make the idea behind this method of modeling clearer

### 4.4. GridWorld, Prototype

### 4.4.1. Assumptions

To develop the algorithm we made some key assumptions:

- We have knowledge about the user preferences.
- For example a list of rated songs, or an algorithm which computes ratings for users on songs.
- We have knowledge about the emotion a song induces for a user.
- We also assume that the transitions are deterministic, in other words the emotion of a listener always follows the emotion of the songs played.
$\diamond$ This choice is made as a simplification since we have too little data to model how the transition function would work.
- We want subsequent recommendations to not be too far away from each other in the valence-arousal dimensions. In other words we assume that a song will only move the emotional state of a user by a certain amount.


### 4.4.2. Implementation

We use reinforcement learning to solve this problem. To do so we first model the valence-arousal scale as a grid world. The songs we have knowledge about are also mapped to this same grid based on their expected induced emotion. This allows us to model the problem as a MDP process. With the following:

- State: The state is the square on the grid our agent (recommender system) is in.
- Actions: each time the agent can move one square up, down, left right or diagonally
- Reward: For each square the agent lands in we give a reward based on the preference of a user for songs in that square. When we reach the square corresponding to the target state we also give a reward.

A first prototype was developed based on data from Spotify:

- Spotify provides a list of all your saved songs and a list of 50 top songs.
- For this experiment this was retrieved for my own account.
- A square with one or more songs in my top list received a reward, $R_{t}$.
- A square with one or more songs in my saved list received a reward , $R_{s}$.
- We also give a reward, $R_{g}$, for reaching a goal state
- Finally we define, $R_{e}$, to allow us to define a reward (or punishment) for a square that is empty. If it is not specified it is 0 .
- Per song Spotify gives a "valence" and "energy" value between 0-1.
- This was used as the expected induced emotion of a song and as explained used to associate a song with their square on the grid.

For the first prototype we divide the valence-arousal scale in a n by n grid, the initial examples show $n=10$. This gives the gridworld from Figure 4.1. Green squares are squares with top songs, orange squares with saved songs and the purple X denotes a possible target state.


Figure 4.1: Gridworld based on Spotify saved and top songs
We then apply value iteration and compute the greedy policy once the values have converged. We use a discount of 0.9 and the reward for the goal state is 10 . Figure 4.2 shows the actions the greedy policy would take based on these values for the gridworld of Figure 4.1. The action our recommender system would take in a certain state is denoted by the direction the arrow points in.

If we know the start state of a user and the target state the path from one to the other can be determined trivially from figure 4.2. To get the recommendations in our prototype for each square the agent visits (including start and end state) we randomly picked a song from the list of saved or top songs (depending on whether the square is a green or orange square) associated with that square. An example of this is shown in Figure 4.3. The blue square is the start state. The squares with red in them show the path the agent takes and the list on the right shows the associated recommendations made.

### 4.4.3. Results

In this subsection we document some of our observation when testing the prototype.


Figure 4.2: Actions of a greedy policy after policy iteration with a discount of $0.9, R_{t}=2, R_{S}=1, R_{g}=10$


Recommendations:
Shiver When They Shine; Zornik
Dicht bij mij; Bart Peeters
WAAROM; Zwangere Guy
Another Night; Mac Miller
Hope in Hell - Homemade; Black Pistol Fire
I'm Shady; Eminem

Figure 4.3: Example path of the recommender system with its recommendations

## Running Times

The running time of our algorithm will depend heavily on the grid size, since the size of our state space is $n^{2}$. To get an idea about which kind of grid sizes are feasible to solve on current hardware with simple value iteration we performed a test checking the running times with varying grid size of $5,10,20,30,40$ and 50. This test was performed on a Intel Core i7-9750H running at 2.60 GHz . The results shown are averages of 20 runs. Table 4.1 shows the average run time and the average number of iterations for each grid size. We notice that the running time indeed goes up quickly with the grid size. The number of iterations only increases slightly. Figure 4.4 shows the results in a graph and confirms this that it seems like the running time increases with $n^{2}$. If we want to generate playlists quickly with current hardware we will need to stick to smaller grid sizes. However an easy optimization would be to use policy iteration instead of value iteration. In policy iteration the search is stopped when the policy converges instead of the values. These tend to converge more quickly and therefore would provide results faster.

| n | Average run time (s) | Average iterations |
| :---: | :---: | :---: |
| 5 | 0,17 | 178 |
| 10 | 0,81 | 181 |
| 20 | 3,65 | 190 |
| 30 | 8,57 | 197 |
| 40 | 16.1 | 202 |
| 50 | 26.0 | 210 |

Table 4.1: Table comparing performance with increasing grid size. With $\gamma=0,9, R_{g}=10, R_{t}=2, R_{S}=1$. Goal states are uniformly randomly generated. Average of 20 runs.


Figure 4.4: Table plotting average run times averaged over 20 runs compared to increasing grid size. With $\gamma=0,9, R_{g}=10, R_{t}=2, R_{s}=1$. Goal states are uniformly randomly generated.

## Parameters

When building the prototype we noticed that a few things are important to keep in mind when setting parameters. First of relative sizes of the rewards are very important. Giving a too small reward to the goal state for example makes it so that the recommender system might not reach the goal state. On the other hand, giving too little reward for grid squares with preferred music makes it so the recommender system does not really take into account the preferences of a user and just goes to the goal state as quickly as possible. The discount factor also has a similar trade-off. Putting it too close to 1 means it will go straight to the goal state, putting it too close too low will make it so the agent only considers immediate rewards and then the agent never reaches the goal state.

### 4.4.4. Discussion

In terms of running times with current hardware it seems it would be possible to use it in real time for a recommender system. However the running time will heavily depend on the grid-size since this determines the size of the state space.

Furthermore we also find that the recommendations we receive depend heavily on some parameters chosen. Namely on the rewards and the discount factor. When implementing the system, we will have to look into how to determine these parameters. It is also possible that these parameters have to differ for different users. Important to note is as well that choosing the parameters wrong could make it so the recommender system never reaches the goal state.

We also note that one of the limitations is that this MDP assumes we know the current state perfectly. In practice this is doubtful, POMDPs can deal with uncertainty in observing the state and could be interesting to look into.

### 4.5. Conclusion

In this chapter we gave a short overview and definition of MDPs. While there are undoubtedly a lot more methods one can think of to model the problem of playlist generation in IMI as an MDP we presented two in this chapter, songs as actions and GridWorld. We also discussed that some methods require data which is currently not available and therefore might be more suitable for future research. With GridWorld we showed a simple prototype based on simple heuristics to generate playlists. While there are a lot of design considerations with this method, such as the grid size, how to determine preferences of a listener, and how to pick songs when in a certain grid we showed that a simple prototype of this algorithm is currently possible with data from Spotify. Such a prototype could therefore be interesting for some initial research. In the next chapters we will discuss the design and results of an experiment we conducted based around this prototype. However we also noted that the MDP formulation inherently has a limitation in that it assumes a fully observable environment, while in real life applications our method to determine the emotional state for example might have noise. One way to deal with this would be to extend our approach to a Partially Observable Markov Decision (POMDP). Partially Observable Markov Decision Processes are defined similarly to Markov Decision processes with the key difference that we do not assume to fully know the state the agent is in. Instead we have observations and associated with these observations are probabilities for a certain state. Due to this POMPDs are able to deal with decision making with uncertain sensing [89]. However additional decisions as to how to model this uncertainty have to be made. With limited data and no certainty about which emotion recognition system might be hooked up to our playlist generator component we decide to opt for sticking with a more simple MDP formulation for our experiment. For interested readers Appendix E contains a chapter from a previous version of this report with a bit more details on POMPDs and how they might be applied. For more information on POMDPs in general we refer interested readers to Chapter 12: Partially Observable Markov Decision Processes by Matthijs Spaan from the book Adaptation, Learning and Optimization: Reinforcement Learning [89].

## 5. Experiment

In the previous chapter we explained how MDPs could be applied to the problem of playlist generation in IMI. In this chapter we explain an experiment relating to this topic. We start by introducing the experiment and explaining the goals of this experiment. We then move on to the method of the experiment, this includes the participants, design, measures and procedure of the experiment. We briefly discuss how we implemented this experiment and finally we briefly discuss some issues we encountered when we launched the experiment for the first time.

### 5.1. Introduction

As explained in our introduction, Chapter 1, this thesis contains two main research questions and this experiment deals with the second of our research questions. This second research question is "Assuming knowledge of a list of preferred music for a participant, can we generate playlists which better regulate emotions than a random shuffle?". In the previous chapter we have showed how we can apply MDPs to the problem of playlist generation with a target affective state. This experiment will mainly aim to test how this differs from a random shuffle in terms of emotion regulation with real participants. Our MDP solution will be further explained in Section 5.2.2. This approach differs from most current research into emotion-based music recommendation by focusing on induced emotions. As also mentioned in Chapter 1 this experiment has two subgoals. The first is that we want to generate more data which can be used to study induced emotions and in particular playlist generation for emotion regulation. With this subgoal we hope to enable and stimulate more research into this topic. Current datasets are not really suited for the type of research we want to do. As mentioned in Section 2.6 often they suffer from focusing on perceived or expressed emotions such as PMEmo [111] or the 100 songs dataset [85]. Other datasets such as AMG1608 [19] or DEAP [50] only had participants listen to short fragments. We hope to build an initial dataset which can be used for some initial research into this topic. However we expect it to be somewhat limited in the number of participants. As also mentioned in the introduction, Chapter 1, the second subgoal is to check if we can find a noticeable difference in emotional reaction to songs that have memories attached to it. This second subgoal occurred more naturally due to the need to ask some questions during the experiment. Picking the topic of memory was motivated by by previous research showing that memories intensify induced emotions when watching music videos [29]. It therefore might offer additional avenues for future research, by for example integrating information about associated memories in the playlist generation component. In total we can say that the experiment has three goals, two of them also have an associated hypothesis:

- Test a simple MDP model and see if we can perceive a noticeable difference when we try to improve the valence of a listener compared to a randomly shuffled playlist.
- H1: By using the MDP formulation the emotional state of a participant after listening to a playlist is more positive than the state of someone listening to a randomly shuffled playlist.
- Generate more data which can be used for future research into the topic of music recommendations to regulate emotions.
- Check if songs with memories attached to them have larger/different effects on the emotional state.
- H2: Songs that have a strong memory attached to them will have a larger effect on the emotional state of a listener.

The experiment will be conducted completely online. Participants will visit a website on which they can partake in the experiment. As mentioned the rationale behind conducting a completely online experiment
are the restrictions concerning COVID-19 at the time of the experiment. In the experiment we have a control group who listens to a randomly shuffled playlist of songs that they have saved on Spotify. With saved songs in this thesis we mean songs that the participant has "liked" on Spotify (for those familiar with Spotify: given a heart). The experimental group listens to a playlist generated by a deterministic MDP using the saved songs from Spotify. More info on the details of the playlist generation for both groups is given in Section 5.2.5. For both groups the size of the playlist is four songs. Each participant will be asked some background questions before listening to the playlist. A few questions will be asked during the playback of songs. Finally some questions will be asked after they have finished listening to the playlist. The next section described the method of the experiment.

### 5.2. Method

In this section we cover the method of the experiment this included the participants, design, measures and procedure. We end on a subsection which explains how the playlists for this experiment are generated.

### 5.2.1. Participants

For the experiment we want "regular" participants, that is people without dementia. We choose to initially focus on this group because they can provide more feedback. They also can do the experiment online by themselves which was advantageous with the restrictions around COVID-19 at the time of performing the research. Even though this means the data generated is not from PwDs we think that some lessons that are learned from this could be applied to playlist generation for PwDs. Due to this the research and dataset also becomes more generally applicable to other applications where affective playlist generation could be interesting. We do have some limitations on who can participate. Participants need to be 18+ and due to technical limitations a Spotify Premium account is required. The reasons behind this are described in Section 5.3. The experiment will be in English and therefore participants have to speak English as well. When designing the experiment we hoped to get around 60 participants, giving us about 30 participants for both the control and experimental group. However after running the experiment we had 34 people sign in with their Spotify account, 22 of these fully completed the experiment. Twelve of those participants were in the control group and ten in the experimental. To recruit participants the experiment was shared through posts on the author's social media pages (LinkedIn and Facebook). The experiment was also shared with friends and family of the author. At the TU Delft it was shared amongst computer science students and faculty staff. It has been shared with the member of the "Nederlandse Verenining voor Muziektherapie" (Dutch Association for Music Therapy). Dutch educational institutions who have music therapy related studies also shared the experiment with their students. This included several Universities of Applied Sciences (HAN University, Leiden, NHL Stenden, Zuyd, Utrecht) and two Universities of Arts (ArtEZ, Codart Rotterdam). The experiment was also shared through Reddit, on a forum dedicated to music therapy.

### 5.2.2. Design

This section briefly discusses the overall design of the experiment and explains how this design is used to test the hypotheses we introduced in the introduction. As mentioned in our experiment participants are assigned to either the control or experimental group, this happens randomly. Participants in the control group listen to a random shuffle of their liked songs and participants in the experimental group to a playlist generated by a MDP formulation. In our introduction we mentioned our two hypotheses. This design section will also be divided into those two hypotheses. To get information about the emotional state of a participant we use the AffectButton [13]. We also ask the participant to rate their change in emotional state after each song and after the whole playlist.

## Hypothesis 1

- H1: By using the deterministic MDP formulation the emotional state of a participant after listening to a playlist is more positive than that of someone listening to a randomly shuffled playlist.
- We first test this by using the answers from the AffectButton.
$\diamond$ H1.1: The valence of the final emotional state of the participants in the experimental group is higher than that of the participants in the control group.
$\diamond \mu_{c}$ and $\mu_{e}$ are the means of the valence of the final emotional state of the control and experimental group respectively.

$$
\diamond \text { H1.1: } \mu_{c}<\mu_{e}
$$

$\diamond$ H1.1 $\mathbf{0}_{\mathbf{0}}: \mu_{c} \geq \mu_{e}$
$\diamond$ We will use a t-test to test the hypothesis.

- We also use the data from the self reported emotion improvement.
$\diamond \boldsymbol{H 1 . 2}$ : The self-reported improvement in emotional state will be greater in the experimental group than in the control group.
$\diamond e_{i}$ and $c_{i}$ represent the answers on the Likert scale from a subject from the experimental and control group respectively.
$\diamond$ H1.2: $P\left(e_{i}>c_{i}\right)>\frac{1}{2}$
$\diamond H 1.2_{0}: P\left(c_{i}>e_{i}\right) \leq \frac{1}{2}$
$\diamond$ We will use a t -test to test the hypothesis.
To test this hypothesis we have two dependent variables: the final valence as reported by the AffectButton of a participant and the self reported change in emotion. We have one independent variable: the group of a participant (experimental or control).


## Hypothesis 2

- H2: Songs that have a strong memory attached to them will have a larger effect on the emotional state of a listener.
- H2.1: The distance in emotional state before and after listening to a song is larger when there is a memory attached to the song.
$\diamond \mu_{m}$ is the mean distance of the emotional state in the VA domain before and after a song to which a strong memory is attached. $\mu_{n}$ is the same for a normal song, without a strong memory attached to it.
$\diamond$ H2.1: $\mu_{n}<\mu_{m}$
$\diamond \boldsymbol{H 2 . 1} \mathbf{1}_{\mathbf{0}}: \mu_{n} \geq \mu_{m}$
$\diamond$ We will use a t-test to test the hypothesis.
To test this second hypothesis we have one dependent variable: the delta in valence as reported by the AffectButton of a participant when listening to a song. We also have one independent variable: the memory tag a participant gave to the song (positive memory, neutral memory, negative memory, no memory, other memory).

These will be the most important analyses we do after carrying out our research since these very directly aim to help in attaining the goals we set for this experiment.

### 5.2.3. Measures

During the experiment quite a lot of data will be collected. In the previous section we already mentioned what some of our dependent and independent variables are. In this section we summarize all the data gathered during the experiment This is divided in two tables; Table 5.1 contains the experiment level data. This is the data we have once for each participant, think of for example their age, music listening frequency or responses to the end questions. Table 5.2 contains the song level data, for each experiment we have four of these and it contains information about the song itself such as the artist or title, but also contains the response the participant gave to questions relating to this song. The song level data and experiment level data are linked by the experiment id. This is also the format in which the data eventually will be published for future research. There will be two comma separate value files, one containing the experiment level data and the other the song level data. When reporting our results in the next chapter we will also use the names as they are given in these tables.

### 5.2.4. Procedure

This sections describes the procedure of the experiment and the rational behind it. We start by devoting a section to why we chose to use Spotify for our source of saved songs. After that we cover each major section of the experiment that a participant goes through chronologically. We include some images to show what the experiment looked like in this chapter, interested readers can find a full step by step walkthrough in Appendix G. The chronological order of the procedure is also captured in the chart in Section 5.2.4. While explaining the procedure we will refer back to this chart.

| Name | Values | Translates to | Notes |
| :---: | :---: | :---: | :---: |
| experimentId | integer | Id of the experiment | This is the id that was given to the experiment in the database, this allows us to link song-level data to experiment-level data. |
| age | integer: [0-9] | Age range: [0: 18-20, 1 : <br> 21-25, 2: 26-30,3-35, 3: <br> 36-40, 4: 41-45, 5: 46-50, <br> 6: 51-55,7: 56-60, 8: 61- <br> 65,9: 65+] | Background question about age ("What is your age") |
| listeningFrequency | integer: [0-4] | Selected option: [less than once a month, once a motnh, once a week, once a day, more than once a day] | Background question question about listening frequency ("How often do you usually listen to music?") |
| performsMusic | integer: [0-1] | Selected option: 0 is no, 1 is yes | Background question about performing music ("Do you actively perform music?") |
| performsMethod | List of strings | List of selected option + item filled in other box | Background questions about which method of performing, only if performs music question is yes ("How do you perform music") |
| performsFrequency | integer: [0-4] | Selected option: [less than once a month, once a motnh, once a week, once a day, more than once a day] | Background question question about performing frequency ("How often do you usually perform music?") |
| nSaved | integer | Number of saved songs we were able to retrieve for this participant |  |
| valence0... 4 | float: [0-1] | Valence in PAD space | Response to the AffectButton. Valence0 is before listening, valencel after the first song and so on. |
| arousal0... 4 | float: [0-1] | Arousal in PAD space | Response to the AffectButton. Arousal0 is before listening, arousall after the first song and so on. |
| dominance0... 4 | float: [0-1] | Dominance in PAD space | Response to the AffectButton. Dominance0 is before listening, dominancel after the first song and so on. |
| selfImprovementPlaylist | integer: [0-4] | 5 point likert: [large decline, smalldecline, no improvement or de-cline, small improvement, largeimprovement] | Asked after listening to the full playlist, ("How would you rate your current emotional state compared to the emotional state before you listened to the playlist?") |
| playlistRating | integer: [0-4] | 5 point likert (very poor, poor, neutral, good, very good) | Asked after listening to the full playlist, ("How would you rate the sequence of song you have just listened to?") |
| notes | string | Open question, can be any text |  |

Table 5.1: Table summarizing the experiment-level data generated during the experiment

| Name | Values | Translates to | Id of the experiment |
| :--- | :--- | :--- | :--- |
| experimentId | integer | This is the id that was given to the exper- <br> iment in the database, his allows us to <br> link song-level data to experiment-level <br> data. |  |
| spotifyId | string | Spotify id of the song | Identifies songs on Spotify |
| Artist | string | Name of the artist | Retrieved from Spotify |
| Album | string | Name of the album | Retreived from Spotify |
| Title | integer: [1-4] | Name of the song <br> playlist the song in | Retrieved from Spotify <br> Time at which the song was played in the <br> experiment (1 is the first song, 4 is the last <br> song). |
| timestep | float: $[0-1]$ | Valence in VA space | The valence Spotify has stored for this <br> song in their database |
| spotifyValence | float: $[0-1]$ | Arousal in VA space | The arousal/energy Spotify has stored for <br> this song in their database |
| spotifyArousal | float: [0-1] | Valence in PAD space | AffectButton response. Valence before <br> listening to the song. |
| valenceBefore | float: $[0-1]$ | Valence in PAD space | AffectButton response. Valence after lis- <br> tening to the song. |
| valenceAfter | float: [0-1] | Arousal in PAD space | AffectButton response. Arousal before <br> listening to the song. |
| arousalBefore | float: $[0-1]$ | Arousal in PAD space | AffectButton response. Arousal after lis- <br> tening to the song. |
| arousalAfter | float: $[0-1]$ | Dominance in PAD <br> space | AffectButton response. Dominance be- <br> fore listening to the song. |
| dominanceBefore | Dominance in PAD <br> space | AffectButton response. Dominance after <br> listening to the song. |  |
| dominanceAfter | float: $[0-1]$ |  |  |

Table 5.2: Table summarizing the song-level data generated during the experiment


Figure 5.1: Graph showing each part the participant goes through in chronological order.

## Spotify

Spotify is used to get songs that a participant has saved on Spotify. For these we assume that the participant "likes" them or has a preference for them. This can be used to generate a random list of liked songs for the control group. Spotify also provides a valence and energy value (in music related affect energy is sometimes used to denote arousal) for every song. We can use this to map the songs to the griwdworld from the deterministic MDP. Our focus will be on regulating the valence, this decision is further explained in Section 5.2.5. A Spotify premium account also allows us to play the full length songs in the website that implements the experiment.

## The Introduction

The next sections will chronologically cover the parts of the experiment participants go through.
First the participants are introduced to the experiment. They receive a short explanation about the goal of the experiment, the requirements, how the collected data will be used and what will be expected of them. They can also test their audio set-up during this introduction to ensure that before they advance everything is working properly to partake.

The introduction is the entry point of the chart in Section 5.2.4.

## Background Questions

Before listening to music the participants are asked some background questions. We mostly use these to get a better idea about who is participating. The following questions are asked:

- What is your age?
- Options: Select one: 18-20, 21-25, 26-30, 31-35, 36-40, 41-45, 46-50, 51-55, 56-60, 61-65, 65+
- Reason: This gives us some information about our demographics. We chose brackets since this makes it harder to identify a participant than when their specific age or birth date is asked.
- How often do you usually listen to music?
- Options: Select one: less than once a month, once a month, once a week, once a day, more than once a day.
- Reason: Gives us an idea of the listening habits of our participants.
- Do you actively perform music?
- Options: Select one: yes, no
- Reason: Gives further info on the musical background of our participants.
- The following additional questions appear if yes is selected:
$\diamond$ How often do you usually perform music?
- Options: Select one: less than once a month, once a month, once a week, once a day, more than once a day.
- Reason: More info on the habits of our participants.

How do you perform music?

- Options: Select multiple: Vocals, Woodwinds (flute, recorder, clarinet, ...), Brass instruments (trumpet, trombone, ...), Bowed string instruments (violin, ...), Guitar, Keyboard/Piano, Percussion instruments (xylophone, tambourine, ...). Additionally participants can fill in any instrument in an "other options"
- Reason: Get an idea of which instruments the participant plays (if they play any).

As shown in Section 5.2.4 after the introduction from the previous section the participant first logs in via Spotify before being shown these background questions.

## EmoReg

As mentioned you will listen to 4 songs in total. This page gives an overview of the 4 songs you will listen to. It is possible that for some of the songs you will have to choose one song out of 3 . In this case you will see the three options to choose from for that song When you are ready to continue, press the next button on the bottom of the page

Song 1:
Title: One Shot 2 Shot
Album: Encore (Deluxe Version)
Artist: Eminem
Duration: 4:26

Song 2:
Title: ATWA
Album: Toxicity
Artist: System Of A Down
Duration: 2:56

Song 3 :
You have to choose a song (you can listen to a preview before selecting one):

$\left.\begin{array}{lll}\text { Title: White Ferrari }\end{array}\right\}$| Album: Blonde |
| :--- |
| Artist: Frank Ocean |
| Duration: $4: 08$ |

Song 4:
Title: Skin
Album: The Divine Feminine
Artist: Mac Miller
Duration: 4:47

## Next

## Contact

For any questions/comments/concerns or if you just want to get in touch you can mail the developer of this website/experiment on b.I.I..kreynen@student.tudelft.nl

Figure 5.2: Presenting the playlist and their song choices to the participant

Listening to the Playlist
After the participants have answered the background questions they are almost ready to start listening to the playlist. First they are asked their emotional state via the AffectButton [13]. This is needed for our playlist generation and is explained in Section 5.2.5. After this participants are presented with a generated playlist of four songs. It is possible that for some of these four songs they have to make a choice between three songs before continuing. The reason for this choice is explained in Section 5.2.5 as well. An example of this screen with a choice for the third song is shown in Figure 5.2. This aspect of choosing songs is listed as "Playlist Choice" in Section 5.2.4. After submitting the choice the participant starts listening to the first song in the playlist. During the playback of a song the participant will be asked four questions. The details of these questions will be explained later in this section. After these questions the participant is asked to give their emotional state via the AffectButton again. Finally we will ask the question "How would you rate your current emotional state compared to the emotional state before you listened to this song?" with the options: large decline, small decline, no improvement or decline, small improvement, large improvement). Upon answering this last question the participant continues to the next song in the playlist. When the last song in the playlist has been played we continue to our outro; the end questions. This is the "Listening" box in Section 5.2.4, the steps that happen while a participant is listening to a song are also detailed to the right of this box.

AffectButton The AffectButton [13] was chosen as a tool to ask participants about their emotional state. We chose this tool because it has been verified in previous research and works in the PAD-scale [13], we can use the pleasure and arousal dimensions as valence and arousal in our VA-scale and the third dimension could be interesting to analyze or for future research that might want to use the three dimensional scale instead. The first time the participant sees this button they are also given instructions on how to use it. This is shown in Figure 5.3. As a second method of getting information about the effect on the emotional state we ask the participants to self rate their emotional improvement after every song as well. The following question is asked:

- How would you rate your current emotional state compared to the emotional state before you listened to the song?
- Options: 5 point likert: large decline, small decline, no improvement or decline, small improvement, large improvement
- Reason: This is added to have a second way to check the influence of the playlist on the emotion. This simple self-reported improvement can be compared to the changes in the VA-scale.

Questions during playback During the playback of a song we ask four questions. The first question appears after the participant has listened to the song for 10 seconds. Each question then appears for a maximum of 30 seconds and the interval between the start of two subsequent questions is 35 seconds (i.e. if the previous question was open for the maximum of 30 seconds a new question will appear after 5 seconds). There are multiple reasons for posing these questions:

- It keeps the attention of the participant on the site, reducing the variation in factors outside of the experiment influencing the emotions of a participant.
- The questions are timed. If a participant does not answer it in time it tells us they are not paying attention to the page of the experiment.
- Answers from participants give us more information on the song and on how the participant experiences the song.

The order of the questions is always the same. These are the questions, in the correct order:

- How would you rate the audio quality?
- Options: 5 point Likert scale (1: Very poor, 5: Very good)
- Reason: Used to to check if people have issues with audio playback during particular moments
- How familiar is this song?


## EmoReg


#### Abstract

Affect button Instructions During this experiment we will make use of the affect button. This button allows you to tell us what your current emotional state is. You use the button by moving your mouse pointer inside the button, finding the face that best matches your current emotional state, and clicking to select it. After selecting a face you will get two buttons, one to submit the currently selected face and one to select a new face in case you have made a mistake. Please start by moving your mouse pointer around inside the button to get an idea of all the possible faces. This first button requires you to click the checkbox below before you can click on the button to


 select a face.I have read the above instructions.
To begin the experiment use the affect button to enter your current emotional state:
$\square \square$

Contact

For any questions/comments/concerns or if you just want to get in touch you can mail the developer of this website/experiment on: b.l.I.kreynen@student.tudelft.nl

Figure 5.3: The affect button introduction.

- Options: 5 point Likert scale (1: Not at all familiar, 5: Very familiar)
- Reason: Gives information about the relationship between a participant and the song.
- How would you rate your preference for this song?
- Options: 5 point Likert scale (1: Dislike a lot, 5: Like a lot)
- Reason: Allows us to get an idea of whether the songs we played were indeed songs the participant likes.
- Do you recall a memory when listening to this song?
- Options: Select one: Yes, a positive memory; Yes, a neutral memory; Yes, a negative memory; No; Yes, other
- Reason: Allows us to check whether memories associated with a song have a noticeable difference in their effect on the affective state.

The questions appear in the box below the album art in Figure 5.4.
Song duration To allow enough time for all questions we filter all Spotify songs to be at least 2 minutes and 40 seconds. To prevent a participant from spending too much time on one song we also filter out songs that take longer than 8 minutes and 30 seconds. The questions mentioned in the previous sections end after approximately 2 minutes and 30 seconds. At 2 minutes and 40 seconds we present the participant with the AffectButton and immediately after with the self reported emotion improvement question. This allows the participant to continue to the next songs after around 2 minutes and 40 seconds on any song in case they think the song drags on too long.

Playlist duration The playlist consists of four songs. As mentioned in the previous section songs are at least 2 minutes and 40 seconds long, therefore the minimum duration of the songs played back to back is 10 minutes and 40 seconds. With a maximum song length of 8 minutes and 30 seconds in principle the longest playlist can be 34 minutes, a similar length to one intervention as described by Gerdner [36]. However since participants can proceed to the next song more quickly if they want we expect most participants to end up somewhere between 11 and 15 minutes of listening time.

Simple visualization During playback the participants also is shown a simple visualization of the music. This visualization shows a participant that the page is active. It also is another way of keeping the attention of a participant on the page. The visualization is updated every half beat of the song and is based on the spectrum analysis of the song. Data required for this is all provided by the Spotify API. This can be seen in Figure 5.4 together with the whole page a participant sees when listening to a song.


Figure 5.4: The music player before the participant receives a question.

End Questions
After listening to the playlist we ask the following questions:

- How would you rate your current emotional state compared to the emotional state before you listened to the playlist?
- Options: 5 point Likert: large decline, small decline, no improvement or decline, small improvement, large improvement
- Reason: Similar to the self rated improvement asked after every song. This simple self-reported improvement can be compared to the changes in the VA-scale.
- How would you rate the sequence of songs you have just listened to?
- Options: 5 point Likert: Very poor, poor, neutral, good, very good
- Reason: Feedback on the quality of the playlist.
- Is there anything else you would like to mention (about the experiment, sequence of songs or anything else)?
- Open question, can enter any text
- Reason: Get more feedback which can be used in a qualitative analysis.


## Final Page

After the participant has submitted the end questions they are shown a final page thanking them for participation and mentioning that they can contact the author of this thesis in case of any concerns/questions/comments/....
This is the exit point of the chart in Section 5.2.4
Duration of entire experiment
Not including reading the introduction, so after logging in with Spotify, most of the experiment will be spent on listening to the playlist. Which, as mentioned in the Playlist duration paragraph above, is expected to be between 11-15 minutes. Additionally participants also have to fill in the background questions and end questions. However since most information is gathered during playback we do not expect this to take a lot of time therefore we expect the duration of the entire experiment to be 15 to 20 minutes.

### 5.2.5. Playlist Generation

In this section we describe the playlist generation algorithm for both the control group and the experimental group, including the design rational behind it. We start by explaining the experimental algorithm. The method for generating the experimental playlist is also summarized in Figure 5.5. The "current state" is grid corresponding to the current state of the MDP formulation. When starting the playlist generation this is the grid that corresponds to the first values that the participant entered via the AffectButton.

## Experimental

The experimental group uses a 7x7 GridWorld MDP formulation, as explained in Chapter 4, to generate the playlist. In this first experiment we will only focus on changing the valence axis of the VA scale, hence the target states of the MDP are all grids with a valence of 0.75 or higher. The agent gets a reward of 1 for playing a saved song and a reward of 5 for reaching the target, going to state for which we know no song that the participant has saved induces a punishment of -1 . We use value iteration and a greedy policy with a discount of 0.8. If it takes more than four songs to reach the target state from the start state then we cut off the playlist after four songs. If we reach the target state in less than four songs then we continue playing songs from the target states, moving a maximum of one grid at a time and giving priority to states for which we know a saved song for the participant. Finally if the path goes over a state without a saved song we will give the participant a choice between 3 songs. This is shown in Figure 5.5 after the decision "current state has saved song?". The "no" path shows how these choices are generated which is in the following way:

- If the playlist already contains songs:
- We ask Spotify for three recommendations with the correct valence/arousal values based on a seed consisting of the songs that are already in the playlist
$\diamond$ If we get these then these are used. Otherwise we use songs from the "defaultlist"
- Else we use songs from the "defaultlist"

The "defaultlist" is constructed in the following way:

- First we added all songs from the top 2000 to the default list.
- Then we iterated over all VA grids which still had less than 3 songs and kept asking Spotify for recommendations for this grid based on a random seed of 5 songs from the top2000 until we had at least 3 songs per VA grid.

We chose the top 2000 because it is constructed to somewhat reflect the preferences of the dutch audience. With it containing 2000 songs it is also contains quite a lot of songs. Additionally the playlist can be found on Spotify. With many of our participants likely coming from the Netherlands it seemed like a good source for songs that had a bigger chance of being familiar to our participants. After testing we found that most grids in the VA-space were covered with at least 3 songs from the top2000.

Valence Target We focus on the valence dimension first. In the MDP formulation we use we can set a target in both the valence and arousal domain, but it is also possible to set a range of targets. We chose to have all grids with a valence above 0.75 as our target states. With this first experiment we want to start by focusing on this dimension to limit the scope a bit. Furthermore if we look at the model described in Section 2.1.1 then if we want to influence the more longer term mood instead of only the emotion then the valence in emotions has a direct influence on the valence of someones mood. While there is not such a strong influence between the arousal. We pick 0.75 because with 0.5 as neutral and 1 it is in the middle between the neutral value and the most positive value, making it a clearly positive valence value.

Grid size The number of grids is kept small for two reasons. To begin with we do not know how many songs a participant will have saved on average. With a lower grid size we increase the chance that a participant will have a saved song for a certain grid. With a $7 \times 7$ grid we have 49 grids. With a uniform distribution we hence have an expectancy of having filled each grid with at least one song with 49 saved songs. It seems reasonable that many people will have more than 49 songs saved on Spotify. However we have to keep in mind that the distribution of saved songs is more than likely not uniform. Therefore with such a gridsize we can assume that if a participant has 50 saved songs a large part of the VA space will most likely be covered, with a few gaps


Figure 5.5: Flowchart showing how the playlist generation works for the experimental group.
here and there. 50 songs also seems like a reasonable number of preferred songs to get from family or friends of a PwD when they for example know of a few albums that they listened to. Secondly the size of the steps we can take in the VA-space is determined by the size of the grid as well. We only have four songs in a playlist with a gridsize of 7 , without detours we can reach from the most negative valence of 0 to at least a positive valance of over 0.5 , since if we move 4 grids to the right we have traveled over half the width of the gridworld. With this we will hopefully also see that most of the participants in the experimental group have a positive valence after listening to the four songs during the experiment. Finally a smaller grid size also makes sure our value iteration solution is still fast enough.

Rewards \& discount Determining which rewards we should give to a grid with a song, a grid without a song and a target grid is a difficult choice. We started by defining what we find important in our solutions:

- We want to reach our target on average in 4 steps
- We want most of the selected songs to be saved songs
- We want a policy to reach the target state, and not get stuck. This can happen by creating an infinite loop between two grids for example.

To determine our rewards and discount factor with these in mind we made simulations based on the following assumptions:

- The saved songs of a participant are uniformly distributed in the VA space.
- For each participant this distribution is generated once and saved to be used for future tests.
- We assume a participant has 50 saved songs.
- For each participant we test a starting position of both $0.25,0.25$ and $0.25,0.75$ in the VA space.
- The reason behind it is that in the final application to PwD we would assume that when the target emotional state is a positive valence it will be used when the valence of a listener is negative.

We tested various combinations of rewards and discounts on 1000 simulated participants. With the rewards described earlier and a discount factor of 0.8 for all of the participants we eventually reached the target state, no loops were encountered. On average the target states were reached in 4 steps. And 96.8 percent of the grids contained a saved song. In conclusion with these settings we expect everyone to reach the target state in a reasonable time while mostly encountering saved songs, hence fulfilling our requirements for the algorithm for the experiment. We do not in any way think that these choices are necessarily very well optimized or the best choice but it is a choice that is good enough for the purpose of this experiment. However since saved songs are most likely not uniformly distributed we expect a worse result on the percentage of saved songs in our actual experiment. To test this assumption we reran our simulations but we changed the assumption that saved songs are uniformly distributed to that they are distributed in the VA space according to a truncated normal distribution with a mean of 0.25 and a standard deviation of 0.25 . This distribution is used for both the valence and arousal dimension. If we change to these assumptions then still all the participants reach the target state and in an average of four steps. However the number of grids with a saved song goes down to 83.8 percent. As expected we more often encounter a grid without saved songs, however the majority of used grids still had a saved song.

After reaching target In our experiment, since we always want to have a playlist of size four, we have to decide what we do if we reach a target state. We cannot necessarily keep following the MDP policy because often it moves between two states after reaching the target, and we want to prevent picking the same song multiple times in this short playlist. Therefore we devised a simple solution when we reach the target state based on the goal of having a valence higher tan 0.75 and preferring grids with a saved songs:

- We first select the adjacent target grids (grid with a valence above 0.75 ) that have a saved song which we have not yet visited
- If there is one or more then we pick one at random and move to this grid.
- If there are no adjacent target grids with a saved song we pick the adjacent target grids which have not yet been visited.
- We pick one at random and move to this target grid.
- We repeat the above until the playlist is of length four.

Picking a song associated with a square when we move to it is done in the same way as for the MDP formulation. This simple algorithm keeps with the main idea of the grid world agent moving one grid at a time. At the same time it also prefers grids with a saved song over those without one. This is shown in Figure 5.5 in the decision "Valence $>0.75$ ? ". If the answer is no we keep following the MDP formulation, if it is yes we follow the above method to move to the next state.

## Control

For the control group we simply select four random songs from the participants saved songs. To replicate the choice aspect of the experimental playlist one of those four songs will be replaced by a choice between 3 songs that we get through Spotify recommendations with the other songs in the playlist as a seed. With this control group we want to come close to replicating the traditional IMI where for example an iPod is put on shuffle to randomly select from a list of known preferred songs.

Now that we have explained the method of the experiment and the rational behind the important design decisions in detail we will move on to the implementation of the experiment.

### 5.3. Implementation

In this section we give an overview of how the experiment has been implemented. As mentioned the experiment is conducted completely online. We built a website to allow people to access the experiment. In this chapter we first describe how we implemented the backend of the website. We then movfe on to the frontend. Finally we talk about how this experiment was brought online. For some parts of the implementation we will show pictures of what the frontend looks like. A complete walkthrough of the frontend can be found in Appendix G.

### 5.3.1. The backend

The backend was implemented in Django. Django is a web framework for Python. According to its site it is high level and "encourages rapid development" [28]. This is exactly what we needed to quickly develop a website to host our experiment on. Additionally Django has widespread usage and with that also come a lot of packages that work with it. This includes the Python Social Auth package which allows us to easily implement a login through Spotify.

## Spotify

As mentioned in the experiment you login through Spotify. This in turn allows us to access the saved songs of a participant. It also allows us to play full songs on the website if they have a premium account. Additionally we can use it to track if the same participant participates more than once. The Spotify API can also be used to access info about track, including the title, artist, album, album cover image, and valence and energy values.

MDP
The prototype we described in Chapter 4 based on value iteration was written in Python. Since our backend was also written in Python it was easy to implement a slightly adjusted version of this prototype in our backend.

### 5.3.2. The frontend

The front-end is a combination of HTML served through the Django backend and Javascript. Javascript is mostly used to create the music player and serve the relevant questions during playback of songs. Some of the pages as viewed by a participant have already been shown in the Design section. Interested readers can find a full walkthrough of the frontend in Appendix G.

### 5.3.3. Accessing the experiment

A server running the Django backend was brought online. The domain name www.emoreg.nl was reserved and redirected to the server. Therefore the experiment was publicly accessible to anyone by visiting the link. The first page shown to someone when visiting the link is the introduction page. After the experiment is over www.emoreg.nl will be updated to include a short summary of the results, a link to the produced dataset and a link to this report.

### 5.4. Conducting the experiment

After implementing the experiment and bringing the website online we started sharing the experiment with potential participants. The experiment was first shared in February 2021 in a Facebook post on the Facebook and Linkedin page of the author of this thesis. Since this was the first time letting people access the experiment we wanted to limit it to a first small pool to check if everything worked well. During this initial phase we found two issues with the website. Linking from social media sites did not properly redirect to the https version of the site, this lead to it being flagged by some antivirus systems. This was quickly remedied but might have caused some participants to not continue to the site when it was first shared. Secondly due to a bug in the selection form for some participants nothing happened when clicking next in the playlist screen (Figure 5.2). From our logs we confirmed that four participants had this issue.

Having ironed out the last issues we started spreading the experiment further. It was shared with friends and family of the researcher but also amongst computer science students and faculty staff from the TU Delft. Around the same time it was also shared with the member of the "Nederlandse Verenining voor Muziektherapie" (Dutch Association for Music Therapy). We then spread it to Dutch educational institutions who have music therapy related studies. We had many positive responses from these institutions and the experiment was shared with students from different Dutch Universities of Applied Sciences (HAN University, Leiden, NHL Stenden, Zuyd, Utrecht) and two Universities of Arts (ArtEZ, Codart Rotterdam).

Finally we also shared the experiment on Reddit, on a forum dedicated to music therapy.
The experiment was open for almost four months (until the end of May 2021). In this time span in total 34 participants logged in with their Spotify account on the website.

Now that we have introduced the experiment, its hypotheses, method and implementation we can move on to the results of our experiment. These are presented in the next chapter.

## 6. Experiment: Results

In this chapter we present the results of the experiment we carried out to answer our second main research question. The experiment was implemented as described in the previous chapter. We start by taking a closer look at our participants and their background information. We then move on to the emotional states as given via the AffectButton. We also report the answers given to the end questions. Finally we report on the answers given to the questions that are asked while the songs are playing.

### 6.1. Number of participants

In this section we want to give an overview of the number of participants we have and how far they got in the experiment. We start by looking at the total sign ins and then continue through each step until the final step of the end questions. This is summarized in Figure 6.1. In this chart "begin playlist" means submitting the choices for the playlist (and thus progressing to the first song). As can be seen in the Figure in total 34 people signed in and 22 people finished the experiment. Out of the participants who finished the experiment 12 belonged to the control group and 10 to the experimental group.


Figure 6.1: Bar chart showing how far participants came in the experiment.


Figure 6.2: Bar chart showing Age of participants, divided by group.

### 6.2. Background Questions

In this sections we give an overview to the answers given to the background questions. We only show the participants that finished an experiment since we also want to show the distinction between the control and experimental groups. Furthermore it is also these participants that we are more interested in for our future analyses since we have complete data on them.

### 6.2.1. Age

We show the age bracket participants selected and whether these participants belonged to the control or experimental group in Figure 6.2. It shows that the majority of our participants are in the 21-25 age bracket. Only two participants were above 30, one in the $56-60$ bracket and the other in the $60+$ bracket. This seems to correspond to age range we would expect from students participants, amongst who we indeed heavily spread the experiment.

### 6.2.2. Listening frequency

The same has been done for the question of how often they listen to music. This is shown in Figure 6.3. In this Figure we see that a majority of people selected the more than once a day option and no one went for any of the options that are less than once a day.This seems to suggest that our participants are quite actively involved with music.


Figure 6.3: Bar chart showing listening frequency of participants, divided by group.

### 6.2.3. Performs Music

Finally we had the questions relating to performing music. Whether participants perform music is shown in Figure 6.4, we notice that the division between people who do and do not play music is almost equal. The fact that almost half of our participants perform music again seems to suggest that they are quite actively involved with music. How frequently those that do perform music perform is shown in Figure 6.5 and which instruments they perform is shown in Figure 6.6. Vocals, guitar and keyboard seem more popular than others. These three also seem about equally popular compared to each other.


Figure 6.4: Bar chart showing whether participants perform music, divided by group.


Figure 6.5: Bar chart showing performance frequency of participants, divided by group.

### 6.3. Experiment Duration

We measured the duration of the experiment from the moment the participant entered the first emotional state via the AffectButton to the submission of the end questions. The shortest experiment was 739 seconds long and the longest 1934 seconds. The mean is 1022.8 seconds with a standard deviation of 293.1. This mean is nicely within the 15 to 20 minutes we estimated the experiments to be.

### 6.4. Saved Songs

On average we were able to obtain 724.8 songs per participant, with a standard deviation of 661.5 . The participant with the least amount of saved songs had 23 saved songs and the participant with the most had 2364


Figure 6.6: Bar chart which instrument participants perform, divided by group.
saved songs.

### 6.5. Emotional States

During the experiment the emotional states of the participants were asked via the AffectButton. We can plot this in the VA space. For each time we asked the participants their emotional state this has been plotted in a scatter plot in Figure 6.7. participants in the experimental and control group are plotted in separate colours. On initial observation it seems that the begin state is much more towards a low arousal and somewhat positive valence, while at the end participants are more spread out on the arousal dimension. The experimental participants also seem to move more toward a positive valence in the last state.


(d) After 3rd song

(e) After 4th song

Figure 6.7: Emotional states of participants throughout experiment
We can look closer at the valence by only plotting this dimensions. To compare the experimental to the
control group we made a boxplot of the valence at each timestep, see Figure 6.8. In this boxplot we can see that the mean of the final valence of the experimental group seems larger than that of the control group. The deviation in valence in the control group is also larger for each timestep, except before listening to the experiment where they are almost equal. This seems to suggest that the valence before listening to the playlist of both groups were similar but that they started diverging when listening to the playlist. Similar graphs


Figure 6.8: Box plot of the valence at each timestep, divided by group. Timestep 0 is before listening to the playlist, 4 is after listening to the final song. The dotted line shows a neutral valence and the line in a box is the median. The boundaries of the box are the medians of the upper half (Q3) and the lower half (Q1) of the data. The whiskers show the minimum and maxium values without outliers. Outliers are calculated at $1.5 \mathrm{IQR}(I Q R=Q 3-Q 1)$. The dots are the actual values for each participant.
are available for the arousal and dominance, however since this is was not our focus these are included in Appendix F for interested readers.

To see the change in a participant from listening to the playlist the delta in valence is also interesting to look at. Figure 6.9 shows the delta between the last and first valence. In the plot a histogram with 20 bins is drawn, a kernel density estimation is drawn on top on top. In the valence dimension the control group has a delta with a mean around 0 . In the experimental group we see this mean shift towards the positive side slightly, but the difference is not very pronounced.


Figure 6.9: Kernel density estimation (Gaussian kernel), bandwidth=0.8 of begin and final valence, divided by group. The KDE is plotted on top of a histogram with 20 bins with the same data. The sample mean is shown in red. It shows the valence in delta over the entire experiment (before listening to the playlist until after the last song). The dots are the actual values for each participant.

Additionally we also plot the delta with the previous answer for each timestep in Figure 6.10. The deltas are shown in a boxplot. Timestep 1 means substracting the valence after listening to the first song from the valence before listening to the playlist, timestep 2 means substracting the valence after the first song from the valence after the second song and so on. Similarly to Figure 6.9 we notice that in general the delta seems slightly more positive for the control group. The deviation also seems larger in the control group for most timesteps. However just as in Figure 6.9 this difference is not very pronounced. This small difference is in
contrast with the larger difference in Figure 6.8 where the final valence of the experimental group seems to be higher. However we note that the begin valence of participants in general is also positive, and some are even very positive. Some participants even started with a maximum valence of 1 . With a smaller negative delta these participants still end up with a relatively high valence.


Figure 6.10: Boxplot of the delta in valence. The line in a box is the median.The boundaries of the box are the medians of the upper half (Q3) and the lower half (Q1) of the data. The whiskers show the minimum and maxium values without outliers. Outliers are calculated at 1.5 Inter Quartile Range (IQR) $(I Q R=Q 3-Q 1)$.

To study the differences between the control more in depth we perform a Welch's t-test in SPSS. The results of this can be seen in Figure 6.11. The results of this correspond pretty well with what we saw in Figure 6.9 and Figure 6.8. Namely that there is a significant difference between the final valence (valence4) of the control ( $\mathrm{M}=0.73, \mathrm{SD}=0.17$ ) and the experimental $(\mathrm{M}=0.88, \mathrm{SD}=0.08)$ group, $\mathrm{t}(16.4), \mathrm{p}=0.017$. But as we already noted in the graph the difference in delta is not pronounced and there is no significant difference there. We also do not yet notice a significant difference in any of the states before the final state. Interested readers can find $t$-tests performed on the other dimensions of the AffectButton answer in Appendix F. The full descriptive statistics (mean, standard deviation, standard error, confidence intervals for the mean and minimum and maximum values) from SPSS of all dimensions are also given in Appendix F. The correlations between the different emotional dimensions are also given there.

## Robust Tests of Equality of Means

|  |  | Statistic $^{\mathrm{a}}$ | df1 | df2 | Sig. |
| :--- | :--- | ---: | ---: | ---: | ---: |
| valence0 | Welch | .007 | 1 | 19.938 | .935 |
| valence1 | Welch | .840 | 1 | 19.999 | .370 |
| valence2 | Welch | 1.594 | 1 | 20.000 | .221 |
| valence3 | Welch | 2.769 | 1 | 19.245 | .112 |
| valence4 | Welch | 7.112 | 1 | 16.402 | .017 |
| valencedelta | Welch | 2.367 | 1 | 19.811 | .140 |

a. Asymptotically F distributed.

Figure 6.11: Output of Welch's t-test in SPSS 26. Performed for the valence at each timestep. valenceDelta is the delta between the final and begin valence.

### 6.6. End Questions

### 6.6.1. Self reported emotion change

In Figure 6.12 we show a bar chart of the answer to the self reported change in emotion. In line with our results of the delta in valence we do not see a pronounced difference between both. It is interesting to note that only one participant rated a decline (a small decline) and that this participant is from the control group. We performed a Welch's $t$-test on the answer to this question but found no significant difference $t(19.9), p=0.85$ between the answer of the control group ( $\mathrm{M}=2.83, \mathrm{SD}=0.84$ ) and the experimental group ( $\mathrm{M}=2.90, \mathrm{SD}=0.74$ )


Figure 6.12: Bar chart showing results of the self reported emotion change question, divided by group and normalized on group size. In brackets we show the number of participants that gave the answer.


Figure 6.13: Bar chart showing results of the playlist change, divided by group and normalized on group size. In brackets we show the number of participants that gave the answer.

### 6.6.2. Playlist Rating

A bar chart of the playlist ratings is shown in Figure 6.13. We note that only the control group had a few participants rate the playlist as poor, while more participants rated it neutral in the experimental group than the control. We also performed a Welch t-test on this answer but also here we did not find a significant difference $\mathrm{t}(18.9), \mathrm{p}=0.57$ between the answer of the control group ( $\mathrm{M}=2.67, \mathrm{SD}=1.15$ ) and the experimental group ( $\mathrm{M}=2.90, \mathrm{SD}=0.74$ )

### 6.6.3. Open Question

Twelve Participants left an answer on the open question. One mentions the audio quality question being asked too quickly. One participant from the experimental group mentions that the sequence of songs feels random. One experimental participant reports feeling calmer. A participant in the experimental group reports a lot of Dutch music while they do not listen to this often themselves. A participant from the control group compliments the taste in music. A participant from the experimental group notes that their mood was very good at the start so that a small decline was expected. This participant started with a VA value of $(1,1)$ and ended with ( $0.99,0.96$ ). On their self reported change they noted no improvement or decline. In general they felt that their mood improved when a song had a "driving rhythmic nature". A participant from the control group noted that they liked rediscovering music they hadn't listened to in a while in the experiment. One participant notes that the AffectButton makes sense for a questionnaire but "comical and unnatural" from a user's perspective. A control group participant reports having not heard two of the songs before and that the choice of song should be personal. A control group participant notes that there is a mix of different genres and that they did not recognize any of the songs. An experimental participant reports having a lot of Spanish songs as options.

### 6.7. Songs

This section will deal with data on a song basis (e.g. answers to questions during playback).

### 6.7.1. Answered Questions

Looking at the completed experiments we only observe one instance where a question asked during playback was not answered within the given 30 seconds. In total 353 questions were asked, 352 received a response.

With 22 participants listening to four songs having four questions each we would expect a total of 352 questions. We therefore can immediately write off the single unanswered question as a technical issue which got solved and to which we received an answer to nonetheless later.

### 6.7.2. Audio Quality

Figure 6.14 shows a bar plot of the ratio of songs that received a certain answer on the audio quality question, divided between the control group and experimental group. On a 5 point Likert scale 3 is neutral so only 3 song in total received a negative rating for the audio quality. This seems to indicate that there were no major issues with playback via Spotify.


Figure 6.14: Bar chart showing ratio of songs which received a certain audio quality rating. In brackets we show the number of songs this was.


Figure 6.15: Bar chart showing ratio of songs which received a certain preference rating. In brackets we show the number of songs this was.

### 6.7.3. Preference

The preference rating of participants for songs is shown in Figure 6.15. Also here most songs receive at least a neutral rating. A majority of all songs receive a positive rating of 4 or more, in both groups. We notice that most of the negative ratings occur in the control group. Only one song was rated negatively by a participant in the experimental group. Only 2 songs that received negative ratings were not from a participants saved songs. This shows that playing a saved song is not a guarantee for getting a song a participant actually likes.

Familiarity
Figure 6.16 shows a bar chart of the answers songs received to the familiarity questions. The control and experimental group seemed to have given very similar ratings for this question.


Figure 6.16: Bar chart showing ratio of songs which received a certain familiarity rating. In brackets we show the number of songs this was.


Figure 6.17: Bar chart showing ratio of songs which received a certain memory answer. In brackets we show the number of songs this was.

### 6.7.4. Memory

Figure 6.17 Shows the answer to the memory question for each songs. It shows that there is an almost equal divide between a memory (of any type) or no memory, with somewhat more songs having some memory
attached to it. Interesting to note is that most reported memories are positive, with only six songs receiving the answer of a negative memory and 32 songs of a positive memory. Additionally in the experimental group no songs were tagged with a negative memory. We also performed t-tests, dividing the songs into songs with or without a memory and looking at the delta in emotional state (valence, arousal, dominance) when a participant listened to it. We did not find significant differences here though. Interested readers can find the full results of these $t$-tests in Appendix F.

Since there is only a small number of negatively tagged songs compared to ones with positive memories it is difficult to perform more rigorous statistical analyses on them. However since we do think it is interesting to take a closer look we perform a qualitative analysis. First we zoom in on the songs with a negative memory. We note that two participants tagged two songs with a negative memory. These two participants therefore already make up for four out of the six negatively tagged songs. For four out of the six songs the Spotify valence for the song is also negative. None of the songs have a very high valence on Spotify (the highest having a value of 0.628 ). This seems to suggest there at least might me some link between the valence of a song and the memory attached. These songs did generally receive high preference ratings. Four out of six were given a rating of 4 (out of the 5 maximum), one was given a rating of 3 and one a rating of 2 . Meaning only one of the participants rated their preference for a song lower than the neutral answer of 3 . The delta in valence that participants gave via the AffectButton for all but two of these songs is negative. For one of the other the delta is 0 and thee last one is 0.12 . While we only have a small sample size to base this on there does seem to be some correlation there. This is also reflected in the self reported emotional change that the participants answered via the Likert scale question. Here all songs receive a score lower than the neutral value of 3, except the aforementioned two songs. For the neutral memories less clear lines can be drawn. The Spotify valence of these songs is more all over the place (the lowest for example being 0.21 and the highest 0.97 ). The same goes for the delta in valence, varying from 0.27 to -0.37 . Finally we also take a look at songs with a positive memory attached to them. Since this is a larger group we plot some of the values. We start by plotting the valence provided by Spotify for these songs in Figure 6.18 we note that there seems to be a bias towards positive songs. We also plot the delta of valence when a participant listens to this song as reported by


Figure 6.18: histogram with 20 bins of the valence value provided by Spotify for songs that were tagged as having a positive memory.
the AffectButton. This is plotted in a histogram in Figure 6.19. While not very pronounced we note that there seems to be a small trend towards a positive delta. This seems to be confirmed by the self reported change in


Figure 6.19: histogram with 10 bins of the delta in valence reported by participants via the AffectButton when listening to the song. Only for songs that were tagged as having a positive memory (control and experimental data are merged).
emotion by participants on the Likert scale. This is plotted for the positive memory songs in Figure 6.20. We notice the same trend towards a positive answer with most participants noting at least a small improvement. In conclusion it seems that there might be a relationship between the Spotify valence and the likelihood of a memory being positive or negative. As might be expected songs with a positive valence generally seem to have more positive memories. The effect on the emotional change also seems in line with whether a memory is positive or negative. We notice this effect slightly in the answers given via the AffectButton and in the answers given on the self reported emotional change.


Figure 6.20: Bar chart showing the answer to the self reported emotion change. Only for songs that were tagged as having a positive memory (control and experimental data are merged).

### 6.7.5. Emotion change

Figure 6.21 shows the answer to the emotion change question per song divided per group. We do not notice a large difference between both groups except that there are a bit more songs in the control group that received a large decline as an answer. A large part of the songs in both groups received the no improvement or decline answer. To see how this self reported change relates to the dimensions gathered through the AffectButton


Figure 6.21: Bar chart on emotion change question for each song, divided by group.
we can look at the correlations. Full correlation matrices are given in Appendix F we note that for each of the dimensions (valence, arousal, dominance) there are significant weak to moderate correlations ( $p<0.01$ ) to the answer on this question. This shows that as expected there is a correlation between this self reported improvement and the answers given through the AffectButton. This could be an indication that participants used the AffectButton correctly.

### 6.7.6. Songs in Saved

We first take a look at how many songs were from a participants saved songs and how many were not for each groups. This is shown in Figure 6.22. We can see that for both groups the majority of songs came from a participants saved songs, as hoped. The control group had a higher ratio of saved songs. For the control group we expected to have around $75 \%$ saved songs since we offered a choice not from their saved songs for one in the four songs. The actual $79 \%$ for the control group comes close. For the experimental group $60 \%$ was in the participants saved songs. This indicates that for around $40 \%$ of the steps taken we encountered an empty square for which we did not have a saved song in the experimental group.

### 6.7.7. Spotify VA values

Figure 6.23 shows the VA values provided by Spotify for the songs played during the experiment, divided by group. There is a clear difference between the experimental group and control. The control group seems well spread out, which is to be expected since it selects songs randomly without regard to the VA space. The songs from the experimental group are clearly all positive in valence. With all participants also having at least


Figure 6.22: Bar chart showing ratio of saved vs not saved songs, divided by group.
a positive begin valence this is the outcome we expected on correct functioning of the algorithm since the algorithm should try to increase in valence to reach the target of 0.75


Figure 6.23: Scatter plot of the VA values provided by Spotify for each song, divided by group.
Having presented the results in this chapter we will move on to the discussion of our results in the next chapter.

## 7. Experiment: Discussion

### 7.1. Discussion

In this section we will discuss the results from the previous chapter. We discuss the three goals we had for this experiment one by one. Starting with the first goal of testing our MDP formulation, followed by the second goal of generating data and finally we discuss the third goals of checking the effect of memories with a song attached to them. After this we discuss some limiting factors of our experiment and recommendations for future work.

### 7.1.1. Goal 1: MDP

Recall that for this first goal we set up an hypothesis with two subhypotheses, from Section 5.2.2:

- H1: By using the deterministic MDP formulation the emotional state of a user after listening to a playlist is more positive than that of someone listening to a randomly shuffled playlist.
- H1.1: The valence of the final emotional state of the participants in the experimental group is higher than that of the participants in the control group.
- H1.2: The self-reported improvement in emotional state will be greater in the experimental group than in the control group.

For $\mathbf{H 1 . 1}$ in Figure 6.11 we showed that the final valence of the experimental group ( $\mathrm{M}=0.88, \mathrm{SD}=0.08$ ) is significantly higher than the final valence of the control group ( $\mathrm{M}=0.73, \mathrm{SD}=0.17$ ), $\mathrm{t}(16.4), \mathrm{p}=0.017$. We can therefore reject the null hypothesis that was associated with H1.1. For H1.2 we did not find a significant difference between the self reported change. However we note that there is an important difference between H1.1 and H1.2, the first looks at the final emotional state and the second asks after the change in emotional state. Since many participants already had a high begin valence it seems logical that the difference in reported change might be less pronounced. However in general from the data in this experiment we can conclude that our MDP formulation did succeed in getting participants to a certain target valence after listening to a playlist of four songs. We therefore conclude that we succeeded in our first goal.

### 7.1.2. Goal 2: Dataset

Our second goal was to generate more data on which future research into music recommendation for emotion regulation/induction can build. A factor which limits us here is the amount of participants we had in the experiment. This means that the dataset is smaller than hoped. However with 22 participants all listening to four songs we do still have data on 88 songs in total. When analyzing the results we also found interesting observations such as the above described difference in valence between the control and experimental group but also observations relating to memories described in the next section. Expanding upon this first analysis could reveal more interesting observations. The data will still be made available but if we want to look into more complex techniques than our MDP formulation a first step will still be to gather more data.

### 7.1.3. Goal 3: Memories

The third goal was to check if songs with memories attached to them have a different effect on the affective state. We had the following hypotheses:

- H2: Songs that have a strong memory attached to them will have a larger effect on the emotional state of a listener.
- H2.1: The distance in emotional state before and after listening to a song is larger when there is a strong memory attached to the song.

We could not make strong claims relating directly to this hypothesis since we did not observe an immediate significant difference. A qualitative analysis into the memory question leads to some interesting insights. First it seems that there are very little negative memories associated with songs in general. This observation in itself is interesting and worth confirming in future research. At the same time the data also suggests that there might be a link between whether a memory is positive or negative and its influence on the change in valence, however making conclusions for this concrete is difficult due to the low number of songs that were tagged as having a negative memory. To conclude for this goal; while we could not make hard conclusions based on the data of this experiment we do make some interesting observations relating to memory. This is in line with earlier research by for example Schulkind et al. [78] who found a correlation between memories and 'emotionality' (induced emotions) when listening to music. We therefore expect that more in depth research would obtain more interesting results.

### 7.1.4. Considerations

In this section we describe a few aspects about the experiment and the results we have to consider when interpreting the results. This will also lead us to the recommendations for future work in the next section.

## Participants

We have multiple factors related to our participants that we have to consider. First there is the limited sample size of 22 people. As mentioned above, this limits us in the goal of building a dataset for future research. For our own results this also means the results might not generalize as well as we hoped. This also leads us to our second consideration relating to the participants, in this small sample size our background questions also reveals little variation in age and musical background. Most of our users are quite young with the largest group being between 21-25. Quite a lot of the participants perform music and all of them listen to music at least once a day. This means the results might not translate well to people who are less actively involved with music or of a different age range. Especially for our original target audience of PwDs the young age is quite a difference in demographics. Additionally on average we have 724 (presumably) preferred songs for a user this is quite a bit more than we expect to have for many PwDs, our results might suffer when we have smaller lists of preferred songs.

Questions during music playback
Everyone answered all questions they were asked during music playback. This shows that our participants in general seemed to stay attentive to the website. For the smaller sample size we expected this is good since we reduce the influence of outside factors. However we have to keep in mind that in real situation these outside influences might have a great effect on the affective state which we did not encounter during this experiment.

## Begin Emotional State

Something to keep in mind is that the mean of the start valence of all participants is already positive. With a target of a valence of higher than 0.75 this means a portion of our participants was already above the target before the experiment. Some participants even have a valence of 1 so even if their valence reduces by quite a bit it will still be relatively positive. It also means that participants who improved did not necessarily make very large improvements. This could explain the difference we are seeing between the significant result for the final valence and the not significant result for the delta in valence. At the same time we have to keep in mind that due to this our results might not be representative of a scenario in which someone with a very negative valence wants to invoke a positive valence, which could be a realistic scenario when considering the context of music therapy.

### 7.2. Future Work

In this final section of the discussion we go over some suggestions for future work based on our results and above discussion.

### 7.2.1. Gathering More Data

In the end only 22 participants completed the experiment. Even though the experiment has been spread around quite widely. It was shared amongst many students. One indication of how many people came across
it comes from Linkedin which shows that the Linkedin posts have been viewed by 779 people. A limiting factor for some participants will of course be the Spotify premium account since not everyone will have one. To open up similar experiments to more users instead a free platform to play the music could be used such a Youtube. For this research we stuck with Spotify since they provided easy access to the valence and arousal values and access to a list of songs the users presumably likes. For future research music streaming services such as Spotify could also be contacted to see if there are possibilities for co-operation (a premium account could be given as a reward for participation for example, allowing the music to be used during the experiment).

For many people simply the time needed to take the experiment might also be a hurdle, to gather more data in the future systems which offer a reward such as mechanical turk could also be considered. This reward could influence the response however. Another option would be implementing a system using gamification to stimulate tagging songs, a similar idea was used successfully for the dataset Emotify [5]. Although gamification could once again affect the tags by affecting the induced emotions.

In the far future perhaps research into affective computing can help with generating a lot more data. Research in for example facial expression recognition [48] could offer avenues to gather data on people listening to music more passively. Other methods being researched include different physiological signals such as heartbeat, EMG, ... Section 2.5.1 These in the future could offer an unobtrusive way to measure the emotional state when people are listening to music in various natural contexts. Some sensors used for this are already being implemented more and more into consumer technology such as smartwatches. Studying how these wearables can be used to measure affect has become more popular [76]. We do have to keep in mind that these systems initially might not work for our target group of PwDs and that they might have to be adapted for them or that some might not even work well when applied to PwDs at all. As dementia advances facial expressions for example often become less clear which could pose a problem with a solution like facial expression recognition.

### 7.2.2. Algorithm

While in the far-future with more data available we could envision a system which implements a POMDP using information from an automatic emotion recognition system, for immediate follow up research we think it is interesting to first study other simpler methods. For example what if we just randomly sample music the user likes from a certain target VA range? If these also perform well these have much potential to be implemented already in current technology. These simpler algorithms have the benefit of not needing the current VA affect as an input and therefore could already be implemented with current technology without having to worry about how we can sense the affective state of a PwD.

### 7.2.3. PwD

Since this research has been performed on regular people we do not yet know how well it translates to PwD. A possible next step for the research could be to implement a similar experiment with PwD. Here perhaps a caretaker would have to fill in the AffectButton or another method of determining the affect should be used.

### 7.2.4. Music Emotion Recognition Algorithm

In our research we used the Spotify values for valence and arousal because they were easily accessible to us. However it is not clear based on what data Spotify constructs these. Implementing a different emotion recognition algorithm based on data specific for this problem could offer better results. Especially when the data used for this is based specifically on induced emotions.

### 7.2.5. Begin Emotional State

As mentioned we did not have participants who started with a negative valence. In real situations we might want to use the playlist generation to bring someone from a negative to a positive affective state. Therefore for future research it would be interesting to see how participants who start with a lower valence respond. We might encounter those participants automatically when more participants are used for a study or participants could specifically be asked to use it at a later time when they have a negative valence.

### 7.2.6. Memories

For us the research into the memory aspect occurred naturally due to the need of having questions which kept the attention of the participant. However we did find some interesting observations. It would be interesting to
study these further in a next experiment with a better way to tag memories than our simple question with five options. This could confirm whether for example mostly positive memories are associated with songs and how the type of memory influences the change in affective state. If this pans out it could also be interesting to look into how this can be incorporated further into an algorithm to regulate emotions. Data on memories for songs could be gathered explicitly by asking about them or perhaps in the far-future a recognition system could be developed which attempts to automatically detect when a user recalls a memory for a song.

In this chapter we have discusses the results of the experiment that were presented in the previous chapter. The next chapter will provide a conclusion to this report.

## 8. Conclusion

In our introduction we started by highlighting the rising number of people with dementia combined with a shortage in the healthcare workforce. This combination makes looking into methods to support the care of PwD interesting. One of these being the individualized music intervention (IMI) as described by Gerdner [36]. In this intervention music, which is known to be preferred by the PwD, is played to reduce agitation.

We defined two main research questions relating to this topic. The first was: "How can we incorporate the IMI into technology to care for PwDs?". We answered this research question by showing the different functional components, along with their responsibilities, which have to be fulfilled to implement the intervention. We showed how these components work in the current implementation in which a trained worker fulfills many of the components. We also showed how they might work in a music therapy support app in the near future and even in a fully automated intervention in an assistive robot in the far future. We also discussed how many of these functional components, which will have to be developed to reach a fully automated system, have a lot of overlap with currently emerging research in for example the field of affective computing. With this we offer a functional view on the currently available evidence based guidelines by Gerdner [36]. By defining these functional components with their own responsibilities it allows us and other researchers to develop them individually using research from various other fields.

Our second research question related to a specific functional component, the playlist generator. The question was: "Assuming knowledge of a list of preferred music for a user, can we generate playlists which better regulate emotions than a random shuffle?". To generate playlists we implemented an algorithm based on Markov Decision Processes. We then compared this algorithm to a random shuffle via an online experiment. In this experiment we showed that our implementation performs better than a random shuffle of participants preferred music when the goal is to regulate the valence of a participants affective state. In the experiment our playlist generator had a target valence of $\geq 0.75$. The final valence of the experimental group ( $\mathrm{M}=0.88, \mathrm{SD}=0.08$ ) was significantly higher than the final valence of the control group ( $\mathrm{M}=0.73, \mathrm{SD}=0.17$ ), $\mathrm{t}(16.4), \mathrm{p}=0.017$. Additionally in this experiment we also observed that participants generally did not seem to have negative memories associated with songs. We however could not investigate the aspect of memory more in depth due to the our limited sample size. Previous research into emotion based music recommendations most of the time did not focus on inducing or regulating emotions [9,27,81,111] or did not focus on evaluating the induction of emotions on real participants [40]. Others tried to directly influence physiological factors such as the heart-rate or EEG signals [52-54, 64, 80], this makes it more difficult to incorporate it with currently available data such as the affect data available through the Spotify API. MDPs have also been used in music recommendation research before $[18,21,42,51]$ but these also did not focus on the induction of emotions and/or did not perform experiment with real participants [42]. This makes the research we performed novel.

We also discussed some of the limitations of our experiment. A limited sample size, combined with little variation in the backgrounds of participants means we are unsure of how well the results generalize, especially to our eventual target group of PwD. The sample size also limits the usefulness of our dataset for future research. Our participants also all already started with a positive valence, a more diverse set of affective states before listening to the playlists might also offer different results.

Based on these limitations we made some recommendations for future work. This includes gathering more data to build more complex methods, testing even simpler methods that do keep in mind affect in some way (e.g. randomly sampling songs the user likes from a certain region in the valence-arousal-space) and testing similar algorithms with PwDs.

While there is still work left in general we can conclude that we answered both the main research questions set out in this thesis. To answer the first we showed which functional components are required to implement IMI into various technologies, we also provided a roadmap from the current implementation towards
the far-future of a fully automated IMI. To answer the second we implemented a playlist generation algorithm based on MDPs which, comparing this to a random shuffle in an online experiment showed promising results. The results to this last question show that a lot could be gained by generating playlist in IMI with the specific goal of regulating emotions.

## A. Ontology

Affect: Term that can refer to mood and/or emotion
Affective State: State containing both emotion and mood
Emotion: Short-lived reaction to stimulus as defined by Shiota and Kalat
Emotional state: Emotion expressed in either the VA or PAD-scale. The emotional state can be that of a user. But also of a song (the Spotify VA values).

Family or Friend (FoF): Family or Friend, person close to the PwD who might for example have knowledge about their music preferences.

Individualized Music Intervention (IMI): With this we mean the intervention as described in the guidelines by Gerdner [36].

Markov Decision Process (MDP): Markov Decision Process, framework to model decision making, defined in Chapter 4.

Mood: More long-term than emotions, not a direct reaction to a stimulus.
Partially Observable Markov Decision Process (POMDP): Partially Observable Markov Decision Process, framework to model decision making under uncertainty, defined in Appendix E.

Person with Dementia (PwD): Person with dementia, in our thesis often seen as the person for whom an intervention is done or a playlist is generated.

Pleasure Arousal Dominance Scale (PAD scale): Similar to the VA-scale, but Valence is pleasure and there is an extra third dimension of dominance.

User: User can mean the PwD/FoF or worker operating the system.
Valence-Arousal Scale (VA-scale): Valence-arousal scale, 2D representation for emotions, most often used to represent emotions in this thesis.

Worker: Worker will often be used in short for all kind of healthcare workers ranging from workers at a facility to people supporting PwDs at home.

## B. Prototype 1: Data Gathering Application

In this chapter we discuss the first prototype that was developed for this thesis. We start by discussing the motivation for this prototype. We move on to the details that were worked out for the prototype. And finally we discuss

## B.1. Motivation

The lack of data makes research into music recommendations for PwD difficult. Therefore the first proposal concerned an application which could be used to gather data about music preferences for PwD. The application would be made so that family or friends (FoF) of the PwD could listen to music together with them and provide feedback on their responses. The dataset resulting from this could then be used for preliminary research into music preferences of PwD and be published for further research. Two ideas included to motivate people to use the system was a content-based recommendation system and using data from Wikipedia to provide facts about the songs as talking-points.

## B.2. Details

For this proposal we worked out a first version of the specifications, a questionnaire and a non-functional visual prototype. We briefly discuss each.

## B.2.1. Specification

Through applying the socio-cognitive engineering method a first version of the specifications of such an application was made. The full specification can be found in Appendix C

## B.2.2. Visual prototype

Based on these specifications a first prototype was made. This prototype had working buttons to move between tabs but no other functionality. The three main tabs of this prototype can be seen in Figure B.1. Figure B.la shows the screen where the FoF could search for songs, Figure B.lb where they could get recommendations and Figure B.lc shows where they could view previously liked songs. Figure B.2a shows how a fact could be and Figure B.2b shows what happens when you click on a link in the fact.

## B.2.3. Questionnaire

To further develop the design of this prototype a questionnaire was also developed which was to be carried out by the FoF of PwDs. The idea was that the questionnaire would be spread through various organizations to the FoF of PwD. The questionnaire was developed both in Dutch and English with the hope that this would provide both local and international responses. The aim of the questionnaire was mostly to gain insight into:

- Demographic information on potential users.
- Exploring design space and stakeholders
- What do FoF already use music for (if anything?)
- What devices do they have available?
- Do they use streaming services?

(a) Search screen

(b) Recommendation screen

(c) Liked songs screen

Figure B.1: The main screens of the prototype


Figure B.2: Showing facts about a song in the prototype

- What sort of values do they find important in such a system?
- Gauging interest and getting feedback on the system by presenting the visual prototype.
- Gauging knowledge of FoF about music preferences of PwD.
- Gain initial small dataset on music preferences of PwD.

The full questionnaire, both in English and Dutch can be found in Appendix D

## B.3. Reason for change

Due to Covid-19 the possibilities of people using this app together in real-life declines. It was therefore decided to look into a different direction and not focus on only the preferences of the PwD but also the affective state.

## C. Prototype 1: SCE Specification

## C.1. Design Scenarios

## Scenario 1 - Visit - First use

Jan is visiting Bart. Jan has heard about a new app which he can use to listen to music together with Bart. Jan decides to try it out. He opens the app on his phone and has to fill out a short questionnaire about the music preferences of Bart. From this questionnaire Jan gets some music recommendation to listen to with Bart. Jan tries some of them out and marks the songs that Bart seemed to react well to.

## Scenario 2 - Visit - Repeated Use

Jan visits Bart again after first using the system. Jan notices that Bart is anxious and conversation is difficult. Jan remembers the reactions from Bart to the music of last time and decides to open the app again. He can then listen together with Bart to the songs that have been marked before or he can get new recommendations from the app.

## Scenario 3 - Video Call

Jan is unable to visit Bart, instead he decides to video call. Again Bart is anxious and conversation is difficult. Jan can listen to music again through the video call together with Bart. To work out further: How would work? (e.g. incorporated in video call app? Or perhaps a phone that links to Jan's phone that the workers can give to Bart?)

## C.2. Use Cases

## Use Case 1 - Set up

Actors: PwD, FoF, system
Circumstance: FoF has heard about the usage of the system and wants to set it up.
Precondition: FoF has system available. PwD and FoF can communicate during use case.
Postcondition: System knows initial questionnaire answers, FoF understands how to use the system, FoF understands benefits of the system
Method: Inform FoF, take questionnaire, tutorial on functionality
Steps:

1. FoF starts the system.
2. The system explains the potential benefits of listening to music together with PwD.
3. The system explains how it will make music recommendations based on an initial questionnaire and further feedback from the FoF.
4. The system presents the FoF with the initial questionnaire.
5. FoF fills in the initial questionnaire together with the PwD.
6. The system gives a tutorial to the FoF it explains:
(a) How they can see music recommendations.
(b) How they can search for music themselves.
(c) How they can tag music as giving a positive response.
(d) How they can view previously tagged music.
7. The system presents the user with the first recommendations and incites the user to start listening to music together.

## Use Case 2 - FoF listens to recommendations with PwD

Actors: PwD, FoF, system
Circumstance: FoF has set up the system and wants to listen to music together with the PwD.
Precondition: Set up use case has been completed. FoF and PwD are together.
Postcondition: FoF have listened to music recommendations together. Hopefully PwD mood is improved and PwD and FoF had meaningful interactions. Possibly new songs have been tagged.
Method: Recommend music, play music
Steps:

1. FoF starts the system.
2. The system presents the FoF with music recommendations.
3. The FoF selects one of them to listen to.
4. The system starts playing the song and replaces it with a new music recommendation.
5. The PwD responds positively to the song.
6. The FoF tags the song as having a positive reaction.
7. Once the song has ended the system plays the next recommendation.

## Alternative Steps:

1. FoF starts the system.
2. The system presents the FoF with music recommendations.
3. The FoF selects on of them to listen to.
4. The system starts playing the song and replaces it with a new music recommendation.
5. The PwD does not respond to the song.
6. The FoF asks the system to skip the song.
7. The system starts playing the next song in the recommendation.

## Alternative Steps:

1. FoF starts the system.
2. The system presents the FoF with music recommendations.
3. The FoF selects one of them to listen to.
4. The system starts playing the song and replaces it with a new music recommendation.
5. The PwD responds negatively to the song.
6. The FoF tags the song as having a negative reaction.
7. The system stops playing the song and presents the FoF with new recommendations to pick from.
8. Repeat from step 3

## Use Case 3 - FoF listens to tagged playlist with PwD

Actors: PwD, FoF, system

## Circumstance:

Precondition: Set up use case has been completed. FoF and PwD can see each other. Some songs have been tagged as having a positive reaction
Postcondition: FoF have listened to the tagged playlist together. Hopefully PwD mood is improved and PwD and FoF had meaningful interactions.
Method: Show tagged playlist, play music
Steps:

1. FoF starts the system.
2. The system presents the FoF with music recommendations.
3. The FoF wants to listen to previously tagged music and asks the system to show this instead.
4. The system shows previously tagged music.
5. The FoF selects one of the songs.
6. The system starts playing the song.
7. When the song ends the system starts playing a random song from the tagged playlist.

## Use Case 4 - Skipping song

Actors: FoF, system
Circumstance: FoF are using the system and want to skip a song due to a multitude of reasons. It could be that the PwD is currently not responding well to the song.
Precondition: FoF or worker are using the system to play music
Postcondition: Next song is being played
Method:
Steps:

1. FoF asks the system to skip the current song.
2. The system plays the next song in the current playlist.

## Use Case 5 - Pause/play song

Actors: FoF, system
Circumstance: FoF are using the system and want to interrupt a song to for example talk to the PwD.
Precondition: FoF are using the system to play a playlist
Postcondition: Music stops/starts playing.
Method:
Steps:

1. FoF asks the system to pause/play the current song.
2. The system stops/starts playing the current song.

## Use Case 6 - Changing volume

Actors: FoF, system
Circumstance: The FoF are using the system and notice that the music is either too loud or too silent.
Precondition: FoF are using the system to play music
Postcondition: Volume has been raised/lowered
Method:
Steps:

1. FoF asks the system to raise/lower volume.
2. The system raises/lowers the volume according to what was asked.

## C.3. Requirements

## Requirement 1 - Educate on benefits

Requirement: The system should be able to inform the FoF about the benefits of using the system (both for themselves and for the workers).
Claim: Knowing the benefits will make FoF more likely to try it.

## Requirement 2 - Educate on working of the system

Requirement: The system should be able to inform the FoF about how the system works.
Claim: This will help the FoF understand the importance of certain actions they take and will improve confidence in using the system.

## Requirement 3 - Take initial questionnaire

Requirement: The system should be able to take a initial questionnaire from the FoF about the music preferences of the PwD.
Claim: This will provide the system with enough information to make initial recommendations.

## Requirement 4 - Tutorial FoF

Requirement: The system should be able to give the FoF a tutorial explaining the interface of the system.
Claim: After this the FoF knows how to use the system and gains further confidence in using the system.

## Requirement 5 - Present music recommendations

Requirement: The system should be able to present the FoF with music recommendations, based on the initial questionnaire and previously tagged music.
Claim: The music recommendations will help the FoF build a tagged playlist with songs the PwD responds positively to.

## Requirement 6 - Music playback

Requirement: The system allow the FoF to play music (from music recommendations, searched music or playlists).
Claim: Playing the music allows FoF and PwD to have interactions about the music being played. It also allows FoF to gauge the reaction to make tagged playlists.

## Requirement 7 - Volume control

Requirement: System should allow FoF and workers to raise volume and lower volume while listening to music
Claim: FoF or worker is able to adjust the volume to a correct level.

## Requirement 8 - Playback control

Requirement: System should allow FoFto skip, play and pause songs.
Claim: Gives autonomy to FoF.

## Requirement 9 - Tagging songs

Requirement: During playback FoF should be able to tag a song as having a positive or negative response. The system should save this information.
Claim: FoF will tag music based on reactions of the PwD providing information for recommendations and creating an tagged playlist in the process.

## Requirement 10 - Searching songs FoF

Requirement: The system should allow FoF to search for music to play themselves.
Claim: FoF will use this to look for music they know the PwD likes and help with creating tagged playlists.

## D. Prototype 1: Initial FoF Survey

## Research Questions/Topics

- Insight into potential user demographics
- Country of residence of potential users
- Age of potential users
- Insight into design space
- What systems do they typically have available when visiting PwD?
- What do they maybe already do with music?
- Do they visit often?
- Gauging interest in a system to facilitate listening to/making playlists
- Additionally determine if there are factors of influence here (such as age, previous experience with music, ...)
- Are FoF able to give examples of music the PwD likes when prompted for it?
- Gain data on music preferences PwD.


## D.1. Survey (Dutch)

## Intro

U bent uitgenodigd om deel te nemen aan een studie met de titel Situated Music Recommendation for People with Dementia. Deze studie wordt uitgevoerd door Bernd Kreynen van de TU Delft. Deelname aan de studie is bedoeld voor mensen die een familielid of kennis met dementie hebben.

Het hoofddoel van deze studie is om meer te weten te komen over de muziekvoorkeuren van mensen met dementie. Daarnaast willen we ook kijken naar de interesse in muziek van vrienden/familie van mensen met dementie. Het invullen van de vragenlijst zal ongeveer 15 minuten duren. De verkregen data zal gebruikt worden in de ontwikkeling van een applicatie die $u$ in staat stelt om samen met uw kennis met dementie muziek te luisteren en voor onderzoek naar muziekaanbevelingen voor mensen met dementie.

Uw deelname in deze studie is volledige vrijwillig en u mag op ieder moment stoppen met de vragenlijst. $U$ bent ook vrij om vragen op te laten als $u$ deze niet wilt beantwoorden.

We verwachten niet dat er risico's verbonden zijn aan het deelnemen van deze studie, maar zoals met elke onlineactiviteit is een schending van de gegevens altijd een mogelijkheid. Dit risico zullen we beperken door de antwoorden op te slaan op beveiligde project storage waar enkel de onderzoekers toegang tot hebben. Er zal geen enkele data buiten uw antwoorden op de vragen bewaard worden.

De data zal later wel publiek beschikbaar gesteld worden voor onderzoek via het 4TU.Centre for Research Data. Indien antwoorden Identificeerbare of gevoelige data bevatten zullen deze echter niet mee gepubliceerd worden.

U kan de onderzoeker altijd contacteren op b.l.l.kreynen@student.tudelft.nl
Verder kan $u$ op het einde van de survey ook optioneel uw e-mailadres invullen. Als $u$ dit doet zullen we $u$ informeren over:

- De resultaten van de studie
- Inzichten in muziekvoorkeuren van mensen met dementie
- Tips voor het opstellen van afspeellijsten voor mensen met dementie gebaseerd op de resultaten.
- U zal uitgenodigd worden om de applicatie, waarmee u samen met uw kennis naar muziek kan luisteren, uit te proberen.


## Persoonlijke gegevens

In dit deel wordt om uw eigen persoonlijke gegevens gevraagd.
Wat is uw leeftijd?

```
Wat is uw geslacht?
(u mag l antwoord aanduiden)
    \circ
    \circ
    \circ andere:
```

$\qquad$

```
In welk land verblijft u ?
(u mag 1 antwoord aanduiden)
- Nederland
- België
- andere:
``` \(\qquad\)

\section*{Persoonlijke gegevens kennis met dementie}

In dit deel wordt om de persoonlijke gegevens van uw kennis met dementie gevraagd.
Wat is hun leeftijd?
```

Wat is hun geslacht?
(u mag l antwoord aanduiden)
\circ
\circ
\circ andere:

```
Wat is uw relatie met hun?
(u mag 1 antwoord aanduiden)
    - Ik ben hun kind
    - Ik ben hun broer/zus
    - Ik ben hun echtgeno(o)t(e)/partner
    - andere:
\(\qquad\)

\section*{Eigen ervaring met muziek}

In dit deel wordt om informatie gevraagd over uw eigen ervaringen met muziek.
Speelt u zelf een instrument?
(u mag 1 antwoord aanduiden)
- Ja
- Nee
\(\circ\) andere: \(\qquad\)


Hoe luistert u naar muziek? (bv. Spotify op mobiel, radio, ...)

Heeft u een account op een muziek streaming service?
(u mag meerdere antwoorden aanduiden)SpotifyApple MusicGoogle Play MusicNeen
\(\square\) andere: \(\qquad\)

\section*{Ervaring met muziek kennis met dementie}

In dit deel wordt om informatie gevraagd over de ervaring met muziek van uw kennis met dementie.
Spelen of Speelde ze vroeger een instrument?
(u mag lantwoord aanduiden)
- Ja
- Nee
- andere: \(\qquad\)


Hoe eens bent \(u\) het met de volgende statement(s)?


Hoe luisterde uw kennis vroeger naar muziek (u mag meerdere antwoorden aanduiden)
\(\square\) Cd-spelerPlatenspelerBandrecorderCassettedeckStreaming serviceMP3-speler/IPod\(\square\) andere: \(\qquad\)

Hoe luistert uw kennis nu naar muziek (u mag meerdere antwoorden aanduiden)Cd-spelerPlatenspelerBandrecorderCassettedeckStreaming serviceMP3-speler/IPodandere: \(\qquad\)

Kan \(u\) voorbeelden geven van muziek waar uw kennis graag naar luisterde, speciale herinneringen aan heeft en/of sterke emoties mee verbonden zijn? U kan optioneel aan het nummer ook een herinnering en/of een emotie toevoegen die verbonden is aan het nummer voor uw kennis (enkel een nummer, een nummer + emotie of een nummer + herinnering is dus ook prima). (Ook niet alle 20 rijen moeten ingevuld worden, vul zo veel of weinig in als \(u\) zelf weet).
\begin{tabular}{|c|l|l|l|}
\hline & Nummer (Titel - Artiest) & Herinnering & Emotie \\
\hline Nummer 1 & & & \\
\hline Nummer 2 & & & \\
\hline Nummer 3 & & & \\
\hline Nummer 4 & & & \\
\hline Nummer 5 & & & \\
\hline Nummer 6 & & & \\
\hline Nummer 7 & & & \\
\hline Nummer 8 & & & \\
\hline Nummer 9 & & & \\
\hline Nummer 10 & & & \\
\hline Nummer 11 & & & \\
\hline Nummer 12 & & & \\
\hline Nummer 13 & & & \\
\hline Nummer 14 & & & \\
\hline Nummer 15 & & & \\
\hline Nummer 16 & & & \\
\hline Nummer 17 & & & \\
\hline Nummer 18 & & & \\
\hline Nummer 19 & & & \\
\hline Nummer 20 & & & \\
\hline
\end{tabular}

\section*{Bezoek/contact met kennis}

In dit deel wordt om informatie gevraagd over bezoeken/contact met uw kennis.


Wanneer u op bezoek gaat bij uw kennis, tot welke van de volgende heeft u dan toegang? (u mag meerdere antwoorden aanduiden)Een computerEen tabletEen smartphoneandere:

Heeft u soms op andere manieren contact met uw kennis? (bv. telefonisch)
(u mag 1 antwoord aanduiden)
- Ja
- Nee

\section*{Alternatieve manieren contact met kennis}

In dit onderdeel wordt om meer informatie gevraagd over andere manieren waarop u contact hebt met uw kennis. Note: Deze sectie is alleen zichtbaar in de online vragenlijst als er op de vorige vraag ja geantwoord wordt.
Op welke manieren heeft u nog contact met uw kennis, buiten normale bezoeken? (u mag meerdere antwoorden aanduiden)
VideobellenEmailSmsWhatsappandere: \(\qquad\)


\section*{Ervaringen met samen naar muziek luisteren}

In dit onderdeel wordt gevraagd naar uw ervaring met samen naar muziek luisteren.
Hoe eens bent \(u\) het met de volgende statement(s)?


Heeft \(u\) wel eens samen met uw kennis naar muziek geluisterd?
(u mag 1 antwoord aanduiden)
- Ja
- Neen

\section*{Samen muziek luisteren}

Dit onderdeel gaat verder in op samen naar muziek luisteren. Note: Dit onderdeel wordt in de online vragenlijst enkel zichtbaar als op de vorige vraag ja ingevuld is.
Hoe eens bent \(u\) het met de volgende statement(s)?


Wie bepaalt er dan welke muziek er geluisterd wordt?

Naar wat voor muziek luisteren jullie dan?
\(\qquad\)
\(\qquad\)

Hoe luisteren jullie naar de muziek? (bv. met spotify op mobiel, radio, ...)
\(\qquad\)

Waar luisteren jullie samen naar muziek?
\(\qquad\)

Wanneer luisteren jullie samen naar muziek? (Zijn er bv. dingen die daar aanleiding toe geven?)
\(\qquad\)

\section*{Systeem}

Voor het afstudeerwerk zal er een product ontwikkeld worden (naam X ). Het doel van X is om u in staat te stellen samen met uw kennis met dementie naar muziek te luisteren die ze leuk vinden wanneer u bijvoorbeeld op bezoek bent bij uw kennis. In de applicatie kan u naar muziek zoeken en deze beluisteren. Door tijdens het luisteren feedback te geven over hoe uw kennis reageert zal het systeem meer te weten komen over de voorkeuren van uw kennis en aan de hand hiervan muziek aanbevelen die uw kennis mogelijk ook leuk vindt. Dit zal er uiteindelijk voor zorgen dat \(u\) een uitgebreide afspeellijst krijgt van muziek die uw kennis leuk vindt. Deze kan u dan gebruiken bij bezoeken om samen als activiteit naar muziek te luisteren, maar u kan hem ook delen met bijvoorbeeld zorgverleners zodat zij de muziek kunnen afspelen wanneer u er niet bent en uw kennis bijvoorbeeld geïrriteerd raakt. Een voorbeeld van hoe dit systeem er uitkomt te zien kan u op de volgende link bekijken (sommige navigatie knoppen werken wel, maar verder is het voorbeeld niet functioneel): https://xd.adobe.com/view/7bb7310b-c962-49fc-9ec6-45191062318a-2ee4/?fullscreen Hoe eens bent u het met de volgende statement(s)?


Indien u het kunnen afspelen van gepersonaliseerde muziek belangrijk vindt; Waarom vind u dit?
\(\qquad\)
\(\qquad\)

Is er iets specifiek dat je graag zou willen dat het systeem kan doen?

Heeft u nog commentaar/opmerkingen op het voorbeeld dat hierboven vermeld werd? (u kan het weer bekijken op https://xd.adobe.com/view/7bb7310b-c962-49fc-9ec6-45191062318a-2ee4/?fullscreen ).

\author{
Afsluiting \\ Is er nog iets wat u kwijt wilt? (Over de survey, X , of iets helemaal anders)
}

\section*{Einde}

Bedankt voor uw deelname aan de survey! Als u nog meer mensen kent die hierinh geïnteresseerd zouden zijn zou het leuk zijn als u ze ook uitnodigt met de volgende link: TODO: voeg link toe.

Als u geïnteresseerd bent om de resultaten van de studie te krijgen en om een uitnodiging te krijgen om X uit te proberen wanneer het verder ontwikkeld is kan \(u\) (optioneel) hier uw email adres nog opgeven. Dit email adres zal los van de vorige antwoorden opgeslagen worden en zal nooit met een derde partij gedeeld worden.: Wat is uw email adres?

Als er nog vragen/opmerkingen/... zijn mag u mij altijd contacteren op b.l.1.kreynen@student.tudelft.nl .

\section*{D.2. Survey (English)}

\section*{Intro}

You are being invited to participate in a research study titled Situated Music Recommendation for People with Dementia. This study is being done by Bernd Kreynen from the TU Delft. Participation in the survey is meant for family members or friends of a person with dementia.

The purpose of this research study is to explore music preferences of people with dementia and to gauge interest in systems that utilize music recommendations to personalize music for people with dementia. It will take you approximately \(\mathbf{1 5}\) minutes to complete. The data will be used to shape the development of an application that allows family and friends to listen to music together with a person with dementia.

Your participation in this study is entirely voluntary and you can withdraw at any time. You are free to omit any question.

We believe there are no known risks associated with this research study; however, as with any online related activity the risk of a breach is always possible. We will minimize any risks by storing the responses on secure project storage which only the researchers will have access to. No additional data outside of your responses will be stored.

The data of this research will be made publicly available after the research as well, through the 4TU.Centre for Research Data, but answers of open questions will only be published after being checked for sensitive and identifiable data.

You can contact the researcher, Bernd Kreynen, of this study via: b.l.l.kreynen@student.tudelft.nl

Furthermore at the end of the survey you can optionally leave your e-mail address. If you do so we will use this to inform you about:
- The results of the study
- Insights into music preferences of people with dementia
- Tips for the creation of playlists for people with dementia based on the results
- You will be invited to try out the application that will be developed that lets you listen to music together with your friend/family member with dementia.

\section*{Personal Details}

This part concerns your personal details.
What is your age?

What is your gender?
(you may check one answer)
- M
\(\circ\) F
- other: \(\qquad\)

In which country do you reside?
(you may check one answer)
- Australia
- England
- North-America
- Northern Ireland
- Republic of Ireland
- Scotland
- Wales
- other:

\section*{Personal Information Acquaintance with Dementia}

This part concerns the personal details of your acquaintance with dementia.
What is their age?

What is their gender?
(you may check one answer)
- M
- F
\(\circ\) other: \(\qquad\)

What is your relation to them?
(you may check one answer)
- I am their child
- I am their sibling
- I am their spouse
- other: \(\qquad\)

\section*{Own experience with music}

This part concerns your own experiences with music.
Do you play an instrument?
(you may check one answer)
- Yes
- No
- other: \(\qquad\)


How do you listen to music? (e.g. Spotify on mobile, radio, ...)

Do you have an account on a music streaming service?
(you may check multiple answers)
\(\qquad\)
Apple Music
Google Play Music
No
other:

\section*{Experience with music acquaintance}

This part asks about the experience with music of your acquaintance with dementia.
Do/did they play an instrument?
(you may check one answer)
- Yes
- No
- other: \(\qquad\)


In how far do you agree with the following statements?


How did they use to listen to music?
(you may check multiple answers)
\(\square\) RadioCd-playerLP-playerBand-recorderCassette-deckStreaming serviceMP3-player/IPodother: \(\qquad\)

How do they listen to music now? (you may check multiple answers)Cd-playerLP-playerBand-recorderCassette-deckStreaming service\(\square\) MP3-player/IPodother: \(\qquad\)

Can you give examples of songs that your acquaintance used to listen or to which special emotions/memories are attached?
Not every column of the table needs to be filled in. A song without an emotion or memory is also fine for example.
Not all 20 rows needs to be filled either fill in as many or as few songs as you know.
\begin{tabular}{|l|l|l|l|}
\hline & Song (Title - Artist) & Memory & Emotion \\
\hline Song 1 & & & \\
\hline Song 2 & & & \\
\hline Song 3 & & & \\
\hline Song 4 & & & \\
\hline Song 5 & & & \\
\hline Song 6 & & & \\
\hline Song 7 & & & \\
\hline Song 8 & & & \\
\hline Song 9 & & & \\
\hline Song 10 & & & \\
\hline Song 11 & & & \\
\hline Song 12 & & & \\
\hline Song 13 & & & \\
\hline Song 14 & & & \\
\hline Song 15 & & & \\
\hline Song 16 & & & \\
\hline Song 17 & & & \\
\hline Song 18 & & & \\
\hline Song 19 & & & \\
\hline Song 20 & & & \\
\hline
\end{tabular}

\section*{Visiting/contact with acquaintance}

This part concerns your contact/visits with your acquaintance.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & & Less than once per month & 1 & & Onc week & & Once per day & \multicolumn{2}{|l|}{More than once per day} \\
\hline \multirow{5}{*}{How often do you visit your acquaintance? (In normal circumstances)} & & 1 & & 2 & 3 & & 4 & & 5 \\
\hline & & \(\bigcirc\) & & - & - & & - & & \(\bigcirc\) \\
\hline & & & & & & & & & \\
\hline & & & & & & & & & \\
\hline & & & & & & & & & \\
\hline
\end{tabular}

When you're visiting your acquaintance to which of the following do you have access?
(you may check multiple answers)A computerA tabletA smartphoneother: \(\qquad\)

Do you have contact with your acquaintance in other manner (e.g. by phone)
(you may check one answer)
- Yes
- No

\section*{Alternative methods of contact}

This part concern other manner which you use to contact your acquaintance. Note: This section is only visible when yes has been answered to the previous question.
In which ways do you have contact with your acquaintance, outside of normal, physical visits?
(you may check multiple answers)Callingtext messageWhatsappother:


\section*{Experiences with listening to music together}

This part concerns your experiences with listening to music together.
In how far do you agree with the following statements?


Have you listened to music together with your acquaintance?
(you may check one answer)
\[
\begin{aligned}
& \circ \text { Yes } \\
& \circ \text { No }
\end{aligned}
\]

\section*{Listening to music together}

This part asks for more information about listening to music together with your acquaintance. Note: This part only becomes visible if they answered yes on the previous question.


Who decides which music is played?

Which music do you listen together?
\(\qquad\)
\(\qquad\)

How do you listen to the music together? (e.g. Spotify on mobile, radio, ...)

Where do you listen to music together?

When do you listen to music together? (Are there for example certain things that give rise to it?)

\section*{System}

As part of this research a product will be developed (named X ). The goal of x is to allow you to listen to music together with your acquaintance. While listening to the music you give feedback to the system about how they respond to it. Based on this the system will recommend more music that your acquaintance might like. Over time this will build up a playlist of songs your acquaintance likes. This can be used when you're visiting to listen to it together but could also be shared to for example healthcare staff who could play the music when your acquaintance becomes agitated. A demo of the application can be viewed with the following link (some of the navigation buttons do work, but otherwise the demo is not yet functional): https://xd.adobe.com/view/7bb7310b-c962-49fc-9ec6-45191062318a-2ee4/?fullscreen

In how far do you agree with the following statements?
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & 1 & Strongly disagree & , & & 1
1
1
1
1 & & I & Neither agree nor disagree & 1
1
1
1 & & 1 & & 1 & Strongly agree \\
\hline \multirow[b]{2}{*}{I am interested in trying X} & I & 1 & & 2 & 1 & 3 & 1 & 4 & I & 5 & 1 & 6 & , & 7 \\
\hline & 1 & \(\bigcirc\) & 1 & \(\bigcirc\) & 1 & - & 1 & \(\bigcirc\) & 1 & \(\bigcirc\) & 1 & - & 1 & \(\bigcirc\) \\
\hline \multirow[b]{2}{*}{I am interested in a system that helps me find music for my acquaintance (not necessarily X )} & 1 & 1 & & 2 & 1 & 3 & & 4 & & 5 & & 6 & , & 7 \\
\hline & 1 & \(\bigcirc\) & 1
1
1 & \(\bigcirc\) & 1
1
1
1 & - & 1
1
1
1 & \(\bigcirc\) & I & \(\bigcirc\) & I & - & 1
1
1 & \(\bigcirc \quad 1\) \\
\hline \multirow{7}{*}{I am interested in a system that allows me to listen to music together with my acquaintance (not necessarily X)} & 1 & 1 & I & 2 & 1 & 3 & & 4 & & 5 & 1 & 6 & , & 7 \\
\hline & 1 & - & & \(\bigcirc\) & 1 & - & 1 & - & I & \(\bigcirc\) & 1 & - & 1 & \(\bigcirc\) \\
\hline & 1 & & 1 & & 1 & & 1 & & I & & I & & 1 & । \\
\hline & 1 & & I & & 1 & & 1 & & I & & I & & 1 & 1 \\
\hline & 1 & & I & & 1 & & 1 & & 1 & & 1 & & 1 & 1 \\
\hline & 1 & & 1 & & 1 & & I & & 1 & & 1 & & 1 & I \\
\hline & 1 & & & & 1 & & & & ' & & , & & , & \\
\hline \multirow[b]{5}{*}{I think being able to play personalized music for my acquaintance is importnat.} & I & 1 & & 2 & 1 & 3 & 1 & 4 & & 5 & 1 & 6 & 1 & 7 \\
\hline & I & \(\bigcirc\) & 1 & \(\bigcirc\) & 1 & - & 1 & \(\bigcirc\) & I & \(\bigcirc\) & 1 & \(\bigcirc\) & 1 & - \\
\hline & I & & I & & 1 & & 1 & & I & & I & & 1 & - \\
\hline & 1 & & , & & , & & , & & , & & 1 & & 1 & 1 \\
\hline & & & & & & & & & & & & & & \\
\hline
\end{tabular}

If you think listening to music together is important, why do you think this??
\(\qquad\)
\(\qquad\)
\(\qquad\)

Is there something specific you would like X to be able to do?
\(\qquad\)
\(\qquad\)

Do you have any comments/suggestion/,. on the demo shown above? (you can revisit it on https://xd.adobe.com/view/7bb7310b-c962-49fc-9ec6-45191062318a-2ee4/?fullscreen )
\(\qquad\)
\(\qquad\)

Outro
Is there anything else you would like to let us know? (About the survey, X , or something entirely different?)
\(\qquad\)
\(\qquad\)
\(\qquad\)
\(\qquad\)

\section*{End}

Thanks for your participation in the survey. If you know any more people who would be interested in this then it would be great if you'd invite them to the survey via the following link:
If you're interested in getting the results of the study and to get and invite to try out the application once it is online then you can leave your e-mail address through the following link:
What is your e-mail address?

If there are any remaining questions/comments/... then you can always contact me through b.l.l.kreynen@student.tudelft.nl
Als u geïnteresseerd bent om de resultaten van de studie te krijgen en om een uitnodiging te krijgen om X uit te proberen wanneer het verder ontwikkeld is kan \(u\) (optioneel) hier uw email adres nog opgeven. Dit email adres zal los van de vorige antwoorden opgeslagen worden en zal nooit met een derde partij gedeeld worden.:

\section*{E. Partially Observable Markov Decision Processes}

In this chapter we will take a closer look at Partially Observable Markov Decision Processes (POMDPs). This chapter will have a similar structure to the previous chapter on MDPs. We will start by giving a formal definition, move on to some methods that can be used to solve POMDPs and finally look into how this could be applied to playlist generation in IMI.

\section*{E.1. Partially Observable Markov Decision Process Definition}

This section will give a formal definition of POMDPs. It will be heavily based on Chapter 12: Partially Observable Markov Decision Processes by van Matthijs Spaan from the book Adaptation, Learning and Optimization: Reinforcement Learning [89]. Partially Observable Markov Decision Processes are defined similarly to Markov Decision processes with the key difference that we do not assume to fully know the state the agent is in. Instead we have observations and associated with these observations are probabilities for a certain state. Due to this POMPDs are able to deal with decision making with uncertain sensing [89], such as when the sensing of the emotion is uncertain for example. Spaan gives the following definition:

Definition E.1.1 A partially Observable Markov Decision Process is a tuple \(<S, A, \omega, T, O, R>\). In which \(S\) is a finite set of states, \(A\) is a finite set of actions, \(\omega\) is a finite set of observations, \(T\) is a transition function defined as \(T: S \times A \times S \rightarrow[0,1], O\) is an observation function defined as \(O: S \times A \times \omega \rightarrow[0,1]\) and \(R\) is a reward function defined as \(R: S \times A \times S \rightarrow \mathbb{R}\)

\section*{Observations}

As mentioned in the definition there is a finite set of observations, \(\omega\). In MDP the agent receives a state, in a POMDP the agent instead receives an observation \(o \in \omega\). The observation an agent receives is conditional on the next state and can also be conditional on the action taken. As shown in the definition this gives \(O\) : \(S \times A \times \omega \rightarrow[0,1]\) as the observation function. Additionally if the action has no influence on the observations it can also be noted as \(O: S \times \omega \rightarrow[0,1][89]\).

\section*{Belief Vector}

To make optimal decisions in a POMDP we require memory [89]. One possible solution is to store all past actions and observations, but this memory would grow indefinitely [89]. Instead we can define the POMDP as a belief-state MDP. These use a belief vector \(b\) (s) to contain all information about the past. \(b\) is a probability distribution which is then used as the state in a MDP [89]. This belief vector is then updated by Bayes' rule every time the agent makes an observation. However for this we need to know the transition and observation function. This is only available in model-based approaches to solving the MDP [89].

\section*{Value Functions}

The value function is defined similarly as in an MDP. However instead it is defined over the belief vector b [89].

\section*{Policies}

Like value functions policies are defined similarly as in an MDP. With the difference that a policy now maps beliefs to actions [89].

\section*{E.2. Solving POMDPs}

\section*{E.2.1. Model-based}

There are several model-based method for computing policies [89]. This section gives a brief overview. For more detailed explanations on them we refer to [89].

Heuristics based on MDP
These still track the beliefs but instead of solving a POMDP they solve an MDP which is of lower complexity [89]. A simple example of these is the most likely state (MLS). In MLS we take the state from the belief vector with the highest probability and use this as the state of an MDP [89]. An advantage of these approaches is that they are less complex to solve, however they likely fail when the belief has a more complex shape [89].

\section*{Exact Value Iteration}

Similarly to value iteration in an MDP we can apply value iteration to POMDPs. But due to POMDPs being intractable in general [89] these solutions might not be that interesting and will not be looked into further in this thesis.

\section*{Point-based Value Iteration}

This is an approximation technique which is based on the idea of computing solution only for the believes that are actually reachable in the environment [89]. Instead of using the whole belief space we only use a smaller set of prototype believes that the agent sampled [89]. Important to the solutions in this approach is how the belief state is sampled and many different methods for this have been proposed [89].

\section*{Grid-based approximation}

These use fixed or variable grids on the belief space. value backups are performed only for the grid points [89]. Different approaches for the selection of grid points and interpolation rules have been proposed [89]. Spaan mentions that regular grids do not scale well with high dimensionality and that non-regular grids have the downside of expensive interpolation rules [89]

\section*{Policy Search}

These search through the policy space, multiple methods have been proposed. Examples are gradient ascent and bounded policy iteration [89]. It can also include heuristic search methods [89]. This approach can be prone to local optima [89].

\section*{E.2.2. Model-free}

These can be divided into direct and indirect methods. Direct methods do not reconstruct the underlying POMDP model, instead they for example map observation histories to actions. Indirect methods try to estimate the POMDP model when interacting with it [89].

\section*{E.3. Applied to IMI}

Model-free methods with the POMPD have the same issues in the application to PwD as model-free MDP methods, these have been explained in the previous chapter, Section 4.3.

\section*{E.3.1. Songs as Actions}

As in Section 4.3 we can define actions as picking a song. We incur similar problems with defining and computing the transition function. Namely that we have too little data. Additionally we also now have to model an observation function. This observation function will depend on what method we use to observer the emotional state. For example do we use the AffectButton [13] or do we automated affect recognition (Section 2.7) And once again we will need previous data or research to base our model on.

\section*{E.3.2. GridWorld}

The approach described in Section 4.3 for a GridWorld model will no longer work with most methods of solving POMDPS. In Section 4.3 we defined the actions as relative movements (e.g. up/down, left/right) and select a song based on the current grid of the agent. This relative movement does not work if we for example utilise a belief vector. This approach would only work when we apply MLS, from the Heuristics based on MDP as described in Appendix E.2.1. In this case we would also have to model the observation function
since MLS uses the most likely state from the belief vector, for which we need to know both the transition function and observation function. In our prototype in Section 4.4 we simplified our transition function to be deterministic, since we have little data to make other assumptions on. However this is unlikely to be correct. Not being able to properly model the transition function yet could greatly impact the performance of the policy from the solved POMDP, even if we are able to model the observation function.

\section*{E.4. Conclusion}

HoIn this chapter we gave an overview and definition of POMDPs. Because POMDPs can deal with environments that are not fully observable. Such as an emotional state from a PwD which might not be observed completely correctly. However we also showed that to correctly model POMDPs for this problem we lack data to make decisions on. Therefore in this thesis we will focus on initial research with the simple MDP formulation and through this also generating data which future research relating to the problem of playlist generation to invoke emotions can build. Our design for an experiment with this focus will be explained in the next chapter.

\section*{F. Additional Statistics}

In this appendix we show some additional graphs and tables that we generated but which were not used in our own analysis. Interested readers can take a look at these and make their own interpretations. The names used in this chapter correspond to the names in Table 5.1 and Table 5.2.

\section*{F.1. Descriptive Statistics}

\section*{F.1.1. Emotional States}

Appendix F.1.1 shows the descriptive statistics about emotional states during the experiment. Figures F. 3 and F. 4 show density plots for the arousal and dominance. We also show the graphs of the deltas in arousal and dominance. These are shown in Figures F.5, F. 7 and F. 8

\section*{F.1.2. End Questions}

Appendix F.1.2 shows the descriptive statistics about answers of the end questions.

\section*{F.2. Welcth test}

We also performed Welch tests on the other PAD dimensions. The full tables for all dimensions is shown in Figure F. 10

\section*{F.3. Correlations}

Finally we made a few correlation matrices. These are shown in Figures F. 11 to F.14.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{10}{|c|}{Descriptives} \\
\hline & & \multirow[b]{2}{*}{N} & \multirow[b]{2}{*}{Mean} & \multirow[b]{2}{*}{Std. Deviation} & \multirow[b]{2}{*}{Std. Error} & \multicolumn{2}{|l|}{95\% Confidence Interval for Mean} & \multirow[b]{2}{*}{Minimum} & \multirow[b]{2}{*}{Maximum} \\
\hline & & & & & & Lower Bound & Upper Bound & & \\
\hline \multirow[t]{3}{*}{valence0} & 0 & 12 & 7583 & . 17251 & 04980 & . 6487 & . 8679 & 55 & 1.00 \\
\hline & 1 & 10 & . 7640 & . 15064 & . 04764 & . 6562 & 8718 & 57 & 1.00 \\
\hline & Total & 22 & . 7609 & . 15913 & . 03393 & . 6904 & . 8315 & . 55 & 1.00 \\
\hline \multirow[t]{3}{*}{arousal0} & 0 & 12 & . 4158 & . 39149 & . 11301 & . 1671 & . 6646 & 02 & 1.00 \\
\hline & 1 & 10 & 3420 & 39771 & . 12577 & . 0575 & . 6265 & . 00 & 1.00 \\
\hline & Total & 22 & . 3823 & . 38663 & . 08243 & . 2108 & . 5537 & . 00 & 1.00 \\
\hline \multirow[t]{3}{*}{dominance0} & 0 & 12 & . 6858 & 21589 & . 06232 & . 5487 & . 8230 & 14 & 98 \\
\hline & 1 & 10 & . 7350 & . 13534 & 04280 & . 6382 & . 8318 & . 56 & 95 \\
\hline & Total & 22 & . 7082 & . 18136 & . 03867 & . 6278 & . 7886 & 14 & 98 \\
\hline \multirow[t]{3}{*}{valence 1} & 0 & 12 & . 7450 & 22224 & . 06416 & . 6038 & . 8862 & 24 & 1.00 \\
\hline & 1 & 10 & . 8240 & . 18198 & . 05755 & . 6938 & . 9542 & 41 & 1.00 \\
\hline & Total & 22 & . 7809 & 20417 & . 04353 & . 6904 & . 8714 & 24 & 1.00 \\
\hline \multirow[t]{3}{*}{arousal1} & 0 & 12 & . 5125 & 41517 & . 11985 & . 2487 & . 7763 & 00 & 1.00 \\
\hline & 1 & 10 & . 5250 & 41540 & . 13136 & . 2278 & . 8222 & 00 & 99 \\
\hline & Total & 22 & . 5182 & 40532 & 08641 & 3385 & . 6979 & . 00 & 1.00 \\
\hline \multirow[t]{3}{*}{dominance1} & 0 & 12 & . 7942 & 22857 & 06598 & . 6489 & . 9394 & 35 & 1.00 \\
\hline & 1 & 10 & . 7290 & . 17854 & . 05646 & . 6013 & . 8567 & 44 & 99 \\
\hline & Total & 22 & . 7645 & 20526 & . 04376 & . 6735 & . 8556 & . 35 & 1.00 \\
\hline \multirow[t]{3}{*}{valence2} & 0 & 12 & . 7075 & . 19813 & . 05720 & . 5816 & . 8334 & 43 & 1.00 \\
\hline & 1 & 10 & . 8050 & . 16406 & . 05188 & . 6876 & 9224 & 57 & 1.00 \\
\hline & Total & 22 & . 7518 & 18592 & . 03964 & . 6694 & . 8343 & 43 & 1.00 \\
\hline \multirow[t]{3}{*}{arousal2} & 0 & 12 & . 4525 & 41070 & . 11856 & . 1916 & . 7134 & . 00 & 98 \\
\hline & 1 & 10 & . 4040 & 46445 & . 14687 & . 0718 & . 7362 & 00 & 1.00 \\
\hline & Total & 22 & . 4305 & 42593 & . 09081 & . 2416 & . 6193 & . 00 & 1.00 \\
\hline \multirow[t]{3}{*}{dominance2} & 0 & 12 & . 6567 & . 30285 & . 08742 & . 4642 & . 8491 & . 06 & 1.00 \\
\hline & 1 & 10 & . 6890 & 13755 & . 04350 & . 5906 & . 7874 & 47 & 96 \\
\hline & Total & 22 & . 6714 & 23753 & . 05064 & . 5660 & . 7767 & . 06 & 1.00 \\
\hline \multirow[t]{3}{*}{valence3} & 0 & 12 & . 6758 & 24670 & . 07122 & . 5191 & . 8326 & 18 & 1.00 \\
\hline & 1 & 10 & . 8230 & 16580 & . 05243 & . 7044 & . 9416 & 51 & 1.00 \\
\hline & Total & 22 & . 7427 & 22201 & . 04733 & . 6443 & . 8412 & 18 & 1.00 \\
\hline \multirow[t]{3}{*}{arousal3} & 0 & 12 & . 5775 & . 39493 & . 11401 & . 3266 & . 8284 & . 00 & 1.00 \\
\hline & 1 & 10 & . 6280 & . 37169 & . 11754 & . 3621 & . 8939 & . 00 & 1.00 \\
\hline & Total & 22 & . 6005 & . 37625 & . 08022 & . 4336 & . 7673 & . 00 & 1.00 \\
\hline \multirow[t]{3}{*}{dominance3} & 0 & 12 & . 7042 & . 31466 & . 09083 & . 5042 & . 9041 & . 11 & 1.00 \\
\hline & 1 & 10 & . 6880 & 23275 & . 07360 & . 5215 & . 8545 & 24 & 98 \\
\hline & Total & 22 & . 6968 & 27413 & . 05844 & . 5753 & . 8184 & . 11 & 1.00 \\
\hline \multirow[t]{3}{*}{valence 4} & 0 & 12 & . 7342 & . 16763 & . 04839 & . 6277 & . 8407 & 49 & 1.00 \\
\hline & 1 & 10 & . 8800 & . 08055 & . 02547 & . 8224 & . 9376 & 73 & 99 \\
\hline & Total & 22 & . 8005 & . 15174 & . 03235 & . 7332 & . 8677 & 49 & 1.00 \\
\hline \multirow[t]{3}{*}{arousal4} & 0 & 12 & . 4208 & 39846 & . 11503 & . 1677 & . 6740 & . 00 & 1.00 \\
\hline & 1 & 10 & . 6700 & 28554 & . 09030 & . 4657 & . 8743 & . 10 & 99 \\
\hline & Total & 22 & . 5341 & 36638 & . 07811 & . 3716 & . 6965 & . 00 & 1.00 \\
\hline \multirow[t]{3}{*}{dominance 4} & 0 & 12 & . 7117 & 26013 & . 07509 & . 5464 & . 8769 & . 35 & 1.00 \\
\hline & 1 & 10 & . 8490 & . 09085 & . 02873 & . 7840 & . 9140 & . 69 & 1.00 \\
\hline & Total & 22 & . 7741 & 20948 & . 04466 & . 6812 & . 8670 & 35 & 1.00 \\
\hline \multirow[t]{3}{*}{valencedelta} & 0 & 12 & -. 024166666666667 & . 244148179049800 & . 070479508448280 & -. 179291018851883 & . 130957685518550 & -. 510000000000000000 & . 450000000000000000 \\
\hline & 1 & 10 & . 116000000000000 & . 182525492892241 & . 057719628858436 & -. 014570871856164 & 246570871856164 & -. 260000000000000000 & . 340000000000000000 \\
\hline & Total & 22 & . 039545454545455 & . 224954540862249 & . 047960469259279 & -. 060193801325774 & . 139284710416683 & -. 510000000000000000 & . 450000000000000000 \\
\hline \multirow[t]{3}{*}{arousaldelta} & 0 & 12 & . 005000000000000 & . 532003075862605 & . 153576059529492 & -. 333018627969762 & . 343018627969762 & -.990000000000000000 & . 950000000000000000 \\
\hline & 1 & 10 & . 328000000000000 & . 464585837063508 & . 146914941377656 & -. 004344686959542 & . 660344686959542 & -.600000000000000000 & . 850000000000000000 \\
\hline & Total & 22 & . 151818181818182 & . 517545823723542 & . 110341140364714 & -. 077648781327306 & . 381285144963670 & -.990000000000000000 & . 950000000000000000 \\
\hline \multirow[t]{3}{*}{dominancedelta} & 0 & 12 & . 025833333333333 & . 276979104342592 & . 079956980226048 & -. 150150793589940 & . 201817460256606 & -.630000000000000000 & . 310000000000000050 \\
\hline & 1 & 10 & . 114000000000000 & . 170632809141605 & . 053958832044027 & -. 008063358404622 & . 236063358404622 & -. 260000000000000000 & . 289999999999999900 \\
\hline & Total & 22 & . 065909090909091 & 233842826557642 & . 049855458136710 & -. 037771010067248 & . 169589191885429 & -.630000000000000000 & . 310000000000000050 \\
\hline
\end{tabular}

Figure F.1: Descriptive statistics table from SPSS 26 showing the statistics for the emotional states. 0 is used to denote the control group and 1 for the experimental group. 0 on the emotional state dimensions is before listening to the playlist, 4 is after the last song. The deltas are the difference between the last and first value for a participant.


Figure F.2: Kernel density estimations (Gaussian kernel), bandwidth=0.8 of each timestep, divided by group. The KDE is plotted on top of a histogram with 10 bins with the same data. The sample mean is shown in red


Figure F.3: Kernel density estimations (guassian kernel, bandwidth=0.8 of arousal of each timestep, divided by group. The KDE is plotted on top of a histogram with 20 bins with the same data. The sample mean is shown in red


Figure F.4: Kernel density estimations (guassian kernel, bandwidth \(=0.8\) of dominance at each timestep, divided by group. The KDE is plotted on top of a histogram with 20 bins with the same data. The sample mean is shown in red.

(b) Dominance delta

Figure F.5: Kernel density estimations (guassian kernel, bandwidth=0.8 of begin and final dominance, divided by group. The KDE is plotted on top of a histogram with 20 bins with the same data. The sample mean is shown in red.


Figure F.6: Boxplot of the delta in valence.


Figure F.7: Kernel density estimations (guassian kernel, bandwidth=0.8 of each timestep, divided by group. The KDE is plotted on top of a histogram with 20 bins with the same data. The sample mean is shown in red. We look at the delta between the AffectButton arousal before and after listening to the song at timestep i.


Figure F.8: Kernel density estimations (guassian kernel, bandwidth=0.8 of each timestep, divided by group. The KDE is plotted on top of a histogram with 20 bins with the same data. The sample mean is shown in red. We look at the delta between the AffectButton dominance before and after listening to the song at timestep i.

\section*{Descriptives}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{}} & \multirow[b]{2}{*}{N} & \multirow[b]{2}{*}{Mean} & \multirow[b]{2}{*}{Std. Deviation} & \multirow[b]{2}{*}{\begin{tabular}{l}
Std. \\
Error
\end{tabular}} & \multicolumn{2}{|l|}{95\% Confidence Interval for Mean} & \multirow[b]{2}{*}{Minimum} & \multirow[b]{2}{*}{Maximum} \\
\hline & & & & & & Lower Bound & Upper Bound & & \\
\hline \multirow[t]{3}{*}{selflmprovementPlaylist} & 0 & 12 & 2.83 & . 835 & . 241 & 2.30 & 3.36 & 1 & 4 \\
\hline & 1 & 10 & 2.90 & . 738 & . 233 & 2.37 & 3.43 & 2 & 4 \\
\hline & Total & 22 & 2.86 & . 774 & . 165 & 2.52 & 3.21 & 1 & 4 \\
\hline \multirow[t]{3}{*}{playlistRating} & 0 & 12 & 2.67 & 1.155 & . 333 & 1.93 & 3.40 & 1 & 4 \\
\hline & 1 & 10 & 2.90 & . 738 & . 233 & 2.37 & 3.43 & 2 & 4 \\
\hline & Total & 22 & 2.77 & . 973 & . 207 & 2.34 & 3.20 & 1 & 4 \\
\hline
\end{tabular}

Figure F.9: Descriptive statistics table from SPSS 26 showing the statistics for the final questions. 0 is used to denote the control group and 1 for the experimental group. It contains the playlist rating and the self reported emotional change.

Robust Tests of Equality of Means
\begin{tabular}{|c|c|c|c|c|c|}
\hline & & Statistic \({ }^{\text {a }}\) & df1 & df2 & Sig. \\
\hline valence0 & Welch & . 007 & 1 & 19.938 & . 935 \\
\hline arousal0 & Welch & . 191 & 1 & 19.174 & . 667 \\
\hline dominance0 & Welch & . 423 & 1 & 18.730 & . 523 \\
\hline valence1 & Welch & . 840 & 1 & 19.999 & . 370 \\
\hline arousal1 & Welch & . 005 & 1 & 19.286 & . 945 \\
\hline dominance1 & Welch & . 563 & 1 & 19.940 & 462 \\
\hline valence2 & Welch & 1.594 & 1 & 20.000 & 221 \\
\hline arousal2 & Welch & . 066 & 1 & 18.221 & . 800 \\
\hline dominance2 & Welch & . 110 & 1 & 15.927 & . 745 \\
\hline valence3 & Welch & 2.769 & 1 & 19.245 & . 112 \\
\hline arousal3 & Welch & . 095 & 1 & 19.662 & . 761 \\
\hline dominance3 & Welch & . 019 & 1 & 19.770 & 891 \\
\hline valence4 & Welch & 7.112 & 1 & 16.402 & . 017 \\
\hline arousal4 & Welch & 2.903 & 1 & 19.625 & . 104 \\
\hline dominance4 & Welch & 2.918 & 1 & 14.087 & . 110 \\
\hline valencedelta & Welch & 2.367 & 1 & 19.811 & . 140 \\
\hline arousaldelta & Welch & 2.310 & 1 & 19.938 & . 144 \\
\hline dominancedelta & Welch & . 835 & 1 & 18.589 & . 372 \\
\hline
\end{tabular}
a. Asymptotically F distributed.

Figure F.10: Output of Welch t-test in SPSS 26.0 is used to denote the control group and 1 for the experimental group. 0 on the emotional state dimensions is before listening to the playlist, 4 is after the last song. The deltas are the difference between the last and first value for a participant.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & valence0 & arousalo & dominance0 & valence1 & arousal1 & dominance 1 & valence2 & arousal2 & dominance2 & valence3 & arousal3 & dominance3 & valence 4 & arousal4 & dominance 4 & valencedelta & arousaldelta & dominancedelta \\
\hline valenceo & 1.000 & & & & & & & & & & & & & & & & & \\
\hline arousalo & .713** & 1.000 & & & & & & & & & & & & & & & & \\
\hline dominanceo & . 045 & . 309 & 1.000 & & & & & & & & & & & & & & & \\
\hline valence1 & .418 & .465* & . 075 & 1.000 & & & & & & & & & & & & & & \\
\hline arousal1 & . 208 & . 316 & 204 & .738** & 1.000 & & & & & & & & & & & & & \\
\hline dominance1 & . 201 & . 337 & . 367 & .465* & .752** & 1.000 & & & & & & & & & & & & \\
\hline valence2 & -. 036 & . 044 & -. 045 & . 227 & . 195 & -. 055 & 1.000 & & & & & & & & & & & \\
\hline arousal2 & . 211 & . 322 & . 189 & . 410 & .607** & . 329 & .682** & 1.000 & & & & & & & & & & \\
\hline dominance2 & - 284 & - 155 & . 061 & \(-245\) & . 074 & . 231 & .533* & 460* & 1.000 & & & & & & & & & \\
\hline valence3 & . 306 & . 071 & -. 140 & . 409 & . 184 & -. 124 & . 391 & 207 & -. 153 & 1.000 & & & & & & & & \\
\hline arousal3 & . 161 & . 280 & -. 126 & . 389 & .521* & 276 & . 319 & .515* & . 117 & . \(590 \times\) & 1.000 & & & & & & & \\
\hline dominance3 & -. 003 & . 145 & 201 & . 317 & .526* & .518* & . 232 & 487* & .461* & 224 & . \(622^{* *}\) & 1.000 & & & & & & \\
\hline valence 4 & -. 008 & -. 136 & -. 062 & . 373 & . 086 & . 077 & 259 & -. 080 & . 072 & .520* & . 182 & . 338 & 1.000 & & & & & \\
\hline arousal4 & -. 227 & -. 035 & . 169 & 299 & . 312 & . 338 & 298 & 260 & 278 & 241 & \({ }^{335}\) & 485* & . \(724 * *\) & 1.000 & & & & \\
\hline dominance 4 & - 324 & -. 106 & . 153 & . 022 & . 107 & . 147 & . 114 & . 118 & . 096 & . 012 & . 097 & . 154 & . 379 & .783** & 1.000 & & & \\
\hline valencedelta & -750** & - \(727^{* *}\) & -. 021 & - 139 & - 113 & - 103 & . 131 & - 242 & 257 & . 159 & -. 012 & 234 & . \(596{ }^{* *}\) & . \(548^{* *}\) & 428* & 1.000 & & \\
\hline arousaldelta & -.687* & -728** & -. 017 & -. 222 & -. 082 & . 048 & . 038 & -. 179 & . 301 & . 003 & -. 094 & . 196 & .515* & . \(645^{* *}\) & .606* & .892** & 1.000 & \\
\hline dominancedelta & -.332 & -. 307 & -.580"* & . 079 & . 016 & - 162 & -. 016 & -. 132 & -. 187 & . 172 & . 198 & -. 009 & . 306 & \(.429 *^{*}\) & .571** & . 368 & 449* & 1.000 \\
\hline \multicolumn{19}{|l|}{*. Correlation is significant at the 0.01 level (2-tailed).} \\
\hline \multicolumn{19}{|l|}{* Correlation is significant at the 0.05 level ( 2 -tailed).} \\
\hline
\end{tabular}

Figure F.11: Spearman correlations for the emotional states. 0 on the emotional state dimensions is before listening to the playlist, 4 is after the last song. The deltas are the difference between the last and first value for a participant.

Robust Tests of Equality of Means
\begin{tabular}{ll|r|r|r|r|r|} 
& & Statistic \(^{\text {a }}\) & \multicolumn{1}{c|}{ df1 } & \multicolumn{1}{c|}{ df2 } & Sig. \\
\hline beginValence & Welch & 1.360 & 1 & 73.996 & .247 \\
\hline beginArousal & Welch & .935 & 1 & 66.079 & .337 \\
\hline beginDominance & Welch & 2.033 & 1 & 85.076 & .158 \\
\hline endValence & Welch & .560 & 1 & 70.257 & .457 \\
\hline endArousal & Welch & .344 & 1 & 66.511 & .559 \\
\hline endDominance & Welch & .000 & 1 & 83.468 & .996 \\
\hline valenceDelta & Welch & .116 & 1 & 67.881 & .735 \\
\hline arousalDelta & Welch & .153 & 1 & 77.470 & .697 \\
\hline dominanceDelta & Welch & 1.401 & 1 & 85.552 & .240 \\
\hline
\end{tabular}

\section*{a. Asvmptoticallv F distributed.}

Figure F.12: Welch \(t\) test on songs, divided by whether or not they have a memory associated to them. It tests the value of each dimension before and after the song. As well as the delta between these two for each dimension.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & selfimprovement & quailyAnswer & preferenceAnswer & familiarityAnswer & valence & arousal & beginvalence & beginArousal & beginDominar & endvalence & endArousal & endDominance & valenceDelta & arousalielta & dominanceDelt: \\
\hline selfimprovementSong & 1.000 & & & & & & & & & & & & & & \\
\hline qualityAnswer & -.058 & 1.000 & & & & & & & & & & & & & \\
\hline preferenceanswer & . \(552^{* *}\) & -. 018 & 1.000 & & & & & & & & & & & & \\
\hline familiarityanswer & .314* & . 005 & . \(5477^{* *}\) & 1.000 & & & & & & & & & & & \\
\hline valence & . 025 & -. 121 & -. 067 & -.059 & 1.000 & & & & & & & & & & \\
\hline arousal & . 024 & -. 074 & . 139 & . \(385{ }^{\text {** }}\) & . 036 & 1.000 & & & & & & & & & \\
\hline beginvalence & . 014 & -.318* & .263* & 296** & . \(277 *\) & . \(321 *\) & 1.000 & & & & & & & & \\
\hline beginArousal & . 047 & --283* & .273* & 296* & . 101 & .454* & .708* & 1.000 & & & & & & & \\
\hline beginDominance & -. 119 & -.078 & . 046 & . 179 & -. 065 & \(219{ }^{*}\) & . \(370 \times\) & .553" & 1.000 & & & & & & \\
\hline endvalence & .512" & -. 092 & .472** & .349* & .296* & .359* & .412* & . \(312^{\prime \prime}\) & . 045 & 1.000 & & & & & \\
\hline endArousal & . \(522^{* *}\) & -. 159 & .439** & .391* & . 192 & .414* & .293** & . \(457{ }^{*}\) & .278* & .690* & 1.000 & & & & \\
\hline endDominance & .623** & . 037 & .448** & .393* & . 017 & 295** & . 069 & .276** & .288** & . \(398{ }^{\circ}\) & .651* & 1.000 & & & \\
\hline valenceDeta & .407* & . \(248{ }^{*}\) & . 171 & . 024 & . 011 & -. 012 & -.535** & -.329* & \(-.238{ }^{*}\) & . \(481{ }^{1 *}\) & .301** & .286** & 1.000 & & \\
\hline arousaldelta & .475** & . 145 & . 137 & . 073 & . 111 & -. 040 & -.398** & -.510** & -.24** & .338** & . \(4644^{* *}\) & . \(349^{9 *}\) & . \(630{ }^{0+*}\) & 1.000 & \\
\hline dominanceLeta & . \(553 *\) & . 155 & .319** & . 150 & -. 004 & . 085 & -.207 & -. 145 & -.545** & .245* & .246* & .561* & .375* & . \(376^{*}\) & 1.00 \\
\hline \multicolumn{16}{|l|}{*. Correlation is significant at the 0.01 level (2-talled).} \\
\hline \multicolumn{16}{|l|}{*. Correlation is signiticant at the 0.05 level (2-tailed).} \\
\hline
\end{tabular}

Figure F.13: Spearman correlations for the emotional states and questions during songs. 0 on the emotional state dimensions is before listening to the playlist, 4 is after the last song. The deltas are the difference between the last and first value for a participant. emotionLikert is the self reported emotion change.
\begin{tabular}{|c|c|c|c|}
\hline & listeningFreqency & emotionEndForm & playlistRating \\
\hline listeningFreqency & 1.000 & -. 044 & . 068 \\
\hline emotionEndForm & -. 044 & 1.000 & . 170 \\
\hline playistRating & . 068 & . 170 & 1.000 \\
\hline valence0 & . 371 & -.354 & . 130 \\
\hline arousalo & . 323 & -. \(442^{*}\) & . 141 \\
\hline dominanceo & -. 177 & -. 049 & -. 102 \\
\hline valence1 & . 242 & -. 089 & . 420 \\
\hline arousal1 & -. 040 & . 064 & . 385 \\
\hline dominance 1 & -. 145 & . 061 & . 035 \\
\hline valence2 & . 330 & . 231 & -. 011 \\
\hline arousal2 & . 169 & . 186 & . 042 \\
\hline dominance2 & -. 024 & . 331 & -. 303 \\
\hline valence3 & . 234 & . 326 & .574* \\
\hline arousal3 & . 081 & . 391 & .505* \\
\hline dominance3 & -.073 & .479* & .482 \\
\hline valence 4 & . 121 & . 327 & . 373 \\
\hline arousal4 & . 024 & \(445^{*}\) & 218 \\
\hline dominance 4 & -. 153 & . 329 & . 027 \\
\hline valencedelta & -.225 & .540** & . 126 \\
\hline arousaldelta & -209 & .582* & -. 028 \\
\hline dominancedelta & -. 048 & . 328 & 291 \\
\hline \multicolumn{4}{|l|}{* Correlation is significant at the 0.05 level (2-tailed).} \\
\hline
\end{tabular}

Figure F.14: Spearman correlations for the questions and emotional states. 0 on the emotional state dimensions is before listening to the playlist, 4 is after the last song. The deltas are the difference between the last and first value for a participant.

\section*{G. Frontend Walkthrough}


Figure G.1: The Introduction


Figure G.2: The background questions


Figure G.3: Presenting the playlist and their song choices to the participant


Figure G.4: The music player before the participant receives a questions
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|l|}{\multirow[t]{2}{*}{\begin{tabular}{l}
How would you rate the audio quality? \\
(1: Very poor - 5 : Very good)
\end{tabular}}} & \multirow[t]{3}{*}{28} & \multicolumn{5}{|l|}{\multirow[b]{2}{*}{\begin{tabular}{l}
How would you rate your preference for this song? \\
(1: Dislike a lot - 5 : Like a lot)
\end{tabular}}} & \multirow[t]{3}{*}{6} & \multicolumn{6}{|l|}{\multirow[t]{2}{*}{\begin{tabular}{l}
How familiar is this song? \\
(1: Not at all familiar, 5: Very familiar)
\end{tabular}}} \\
\hline & & & & & & & & & & & & & & & & & \\
\hline 1 & 2 & 3 & 4 & 5 & & 1 & 2 & 3 & 4 & 5 & & 1 & 2 & 3 & 4 & 5 & \\
\hline \multicolumn{6}{|c|}{submit} & \multicolumn{6}{|c|}{submit} & \multicolumn{6}{|c|}{submit} \\
\hline \multicolumn{6}{|r|}{(a) First question, audio quality} & \multicolumn{6}{|l|}{(b) Second question, preference screen} & \multicolumn{6}{|l|}{(c) Third question, familiarity screen} \\
\hline
\end{tabular}


How would you rate your current emotional state compared to the emotional state before you listened to this song?


Submitting will make you continue to the next song Submit
(f) Sixth question, emotion improvement screen

Figure G.5: The questions posed in the player.


Figure G.6: The final questions asked after listening to the full playlist
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