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Abstract

One of the novel methodologies in computational physics research is to use mimetic discretisation techniques.
Among these, the mimetic spectral element method holds special promise as it not only has the benefits of mimetic
methods but also the additional benefit of higher-order discretisations using higher polynomial degrees. These
methods are aided by the development of algebraic dual polynomials, resulting in a sparser system for better
computational efficiency. This combination was used to develop a formulation that would result in topological
relations for equilibrium of forces as well as the symmetry of the stress tensor for linear elasticity as well as the
first steps for Stokes flows in an orthogonal domain. As a result, this study was extended to look at how a modified
formulation would behave for an unsteady linear elastic solid, with the intention to extend this method to Fluid-
Structure Interaction cases. However, the choice of both primal and nodal basis functions makes it impossible
to undertake this challenge, demanding a rethink in strategy towards looking at linear elastic solids when the
physical domain is not orthogonal. With the use of bundle-valued forms to represent physical quantities, a new
hybrid formulation is developed where the equivalent of the physical problem is computed on a reference domain,
which is orthogonal and thus can utilise the spectral bases defined before. The physical problem is defined on
a skewed domain, where partial transformation of components results in a formulation that can conserve linear
momentum point-wise, but not conservation of angular momentum, although angular momentum does converge
on refinement of polynomial degree and mesh parameters. A change in bases with partial transformation aiming
to make angular momentum conservation topological is not fruitful, although the value of the error decreases in
the process. The final attempt is through full transformation, which results in a formulation with an inherent error
in the formulation, owing to erroneous assumptions.
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Introduction

With the development of computer hardware and improvements in accessibility and availability of this computa-
tional resource, numerical simulations are taking the forefront in simulation and engineering [55]. For develop-
ment of technology across various fields, experiments are usually much more expensive, and may not be accessi-
ble to everyone, compared to computational approaches. However, experimental verification is still a necessity
owing to the various errors with numerical approaches that results in losses in accuracy of various proportions.
Some of these errors can be so large that they might not even make physical sense. In an effort to conserve
the underlying physics of a problem, there has been a increase in various techniques of discretisation which are
mimetic, that is mimicking the physics, like in [2, 27, 49]. By considering how the physics of the problem can be
associated to the geometric content within the problem, these methods try to convert these into solvable equations.
In such a discretisation, the quantities are connected to the geometry by representing the integrated values over
various geometrical quantities, and not just a random representation at a point. As a result of these, the discrete
representation of these quantities should still be able to conserve the physical relations just like their continuous
counterparts [27], which will lead to improvements in accuracy and a better approximation of the physics behind
the problem. However, the accuracy can still be improved if the geometric component that the physical quantity
is associated to, is complicated to model on its own. In an attempt to further improve accuracies, there is an option
to convert all these quantities into a reference or computational domain, where computational properties of the
method can be exploited. With spectral elements to give a high-order method, mimetic spectral element method
finds one application here.

1.1. Motivation

Taking the example of linear elasticity, the problem can be separated into physical relations and constitutive
relations. For linear elasticity,

V.g+f=0, (1.1)
a=g", (12)
Vu= 2 (Va+ (V)") + 5 (Va— (V) ) =e e, (13)

where o represents the Cauchy stress tensor, f represents the body force, and u denotes the displacement
vector. The first equation denotes the conservation of linear momentum, which when combined with the second
equation will also conserve angular momentum. The third equation represents the compatibility relation between
the gradient of displacement with the strains and the rotation tensor. All of these are physical laws, which need
to be conserved. On the other hand, there is another relation used in linear elasticity, which relates quantities in
these equations,

Co‘ :g’ (1.4)

which is called the constitutional law for linear elastic solids, where C is the compliance tensor. This is a
relation that was obtained empirically. An empirical relation will also have tolerances from the experiment built
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into the relation, and would be the source of the error in the formulation. On the other hand, the divergence of the
stress tensor is a mathematical quantity that cannot be different whether the formulation is discrete or continuous.
Similarly, the symmetry of the stress tensor, and the operations of gradient of displacement do not change in the
discrete formulation too. Similarly, the body forces mentioned may not be exact, as it is defined on a point. The
boundary conditions too may be approximated.

Thus, an ideal discretisation would separate the two different kinds of equations, the ones which are exact
and metric-independent, and the constitutional laws themselves. However, this is not a prerequisite to design
methods to solve partial differential equations which model continuum phenomena. With the finite difference
method, the idea begins with a conveniently-drawn, structured stencil that is used to approximate derivatives
from values at various points in this stencil. Taylor expansions are used to analyse the discretisation error from
different schemes, while nowhere it is suggested to look at how the physics can be maintained discretely. A finite
volume method deals with fluxes through the edges of the cell, and although it is a great way to approximate
the divergence theorem more naturally (by balancing the fluxes through the cell), exact relations may not be
maintained when the constitutive relations are introduced, such as for example, the calculation of the fluxes
themselves. Even in finite element methods, although this can be applied to a wider selection of meshes and
structures, there might not be separation of exact quantities and the ones which contain the metric. The reason
can be attributed to physical quantities not being associated to relevant geometrical elements [27]. In case of the
finite element method, arbitrary test and basis functions should not be used to model physical quantities, when
these quantities have natural structures [63]. These representations can also lead to non-physical modes, which
are numerical errors caused by formulations which cannot mimic the continuous operators in the discrete scenario.
All of these reasons are the motivation to work on methods which will try to enforce those relations which should
be satisfied, regardless of whether the problem is formulated in the physical domain or the computational domain.

1.2. Thesis outline

The aim of this research is to look at extending the mimetic spectral element method towards unsteady methods,
starting with linear elasticity. This would be the first step taken towards looking at Fluid-Structure Interaction
problems, in particular, looking at the linear elasticity problem through the Lagrangian perspective. The main
question that will be answered is:

”Is it possible to extend the hybrid mimetic spectral element method towards broader applica-
tions, by transforming physical problems into computations on a reference domain, such that
both linear momentum and angular momentum is strongly conserved?”

This thesis involves taking several steps toward something new, as well as several steps backwards to un-
derstand the causes for the errors. Who built the framework, and what was the reasoning behind it? What are
the mathematical and physical concepts behind the mimetic spectral element method? What problems were suc-
cessfully solved, and which ones could not be formulated accurately? Which formulations were successfully
hybridized, and how? Could the quantities and equations be transformed accurately onto a computational do-
main for better calculations, and if so, what are the considerations for a feasible transformation? In each part of
the thesis, answers to many of these questions are found. Overview of the thesis is shown in Figure 1.1.

The work starts with looking at an overview of how the mimetic methods came into being, by understanding
concepts from exterior calculus, algebraic topology, which along with vector- and covector-valued forms lead to
a mimetic discretisation. A brief look through some of the research conducted in this domain is presented and its
relevance to the topic is explained in Chapter 2. This also includes a brief history of the research conducted using
the mimetic spectral element method.

With the motivation and the previous research understood, the mathematics behind several concepts in the the-
sis should be understood. Starting from the notation and the basic operators used in the mimetic spectral element
method, the applications of these are explained using a test example. The use of mappings are also explained,
along with the use of Lagrangian functional to set up problems. The grid generation and how components of the
Jacobian are computed are also mentioned. These concepts are mentioned in Chapter 3.

The research into extending the formulation in [65] is undertaken with the first foray into Unsteady Linear
Elasticity, in Chapter 4. Then, a new way to look at the Poisson problem is looked at in Chapter 5. Using ideas
from the Poisson problem, several different formulations of Linear Elasticity are tested in Chapter 6, Chapter 7
and Chapter 8. In all these chapters, the quantities are described first in the physical domain, and how they are
transformed when in the computational domain. A similar comparison is done for the conservation laws. Results
are analysed and error analysis is done for every chapter, with detailed observations in every case study. In the
end, there are directions to continue this thesis work for future applications.
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Literature review

This chapter looks at why concepts from exterior calculus and algebraic topology are applied to physics. In this
way, the ideas leading to the birth of mimetic discretisation are looked at. How algebraic topology provides
answers for extension of theories from the continuous domain to the discrete environment is answered. More
questions on how a mimetic spectral element method fulfills the requirements for a mimetic discretisation, and
why this method was chosen are explained. The history of the mimetic spectral element method is also scrutinised,
with choices for future formulations being made along the way.

2.1. Motivation for development of Mimetic methods

This section helps to identify why mimetic discretizations were conceived, and what motivated the process. This
starts from the application of concepts learnt in algebraic topology and exterior calculus to physics. In particular,
how to extend the application of algebraic topology to discrete applications is discussed. The operations on
differential forms then lead to the ingredients for a mimetic discretization. More details are given on these areas
with the backdrop of how they are implemented in the mimetic spectral element method. To extend these ideas
into Fluid-Structure interactions and other unsteady problems like Navier-Stokes equations, there are several
nuances discussed with respect to each case study that needs to be performed.

2.1.1. Overview

Connecting the description of physics to notion of exterior calculus was performed initially by [61] and [20]. It
is through these ideas that methods of mimetic discretisation came into being. The concepts have been improved
and motivated recently through [10] and [58], Mattiussi used these to extend theories into electromagnetism [43].
Further, [5] looks into the mathematical theory of differential operators, along with [34], which works on the
Hodge operator, and [54] which is on applying these concepts to tensors. Several implementations were made
using these, some of which are [2, 3, 13, 39, 41, 48, 49, 65] among others.

Research into exterior calculus was performed through Grassmann (in exterior or Grassmann algebra), Poincaré
(homology and duality), and Cartan (differential geometry). The connection between physics and exterior calcu-
lus was conceptualised early on through [24].

Exterior calculus deals with differential forms, which are field quantities associated to geometry. This gives
rise to a geometric description of physics. The argument put forward is that this description of physics is advan-
tageous to actually deal with vector or tensor calculus for fluids. The language of algebraic topology is readily
available to write down the concepts in exterior calculus as a discrete method [5].

This chapter thus will look at the various findings and how this leads or motivated the search and develop-
ment of new mimetic methods. The first part looks at how new ideas originated and why they provided a better
alternative to the vector calculus, as argued by [63]. Following this, there is a discussion on the use of differential
forms, and an overview of the construction of De Rham complexes. The final piece of the puzzle is to make a
connection between algebraic topology and discrete methods.

2.1.2. Physics using Geometry
When dealing with differential equations, it is easy to see that for simple cases an exact analytical solution can be
computed. When doing this, it is implicitly assumed that these are happening in the mathematical notion of a limit,

5
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which is how the differential equations are formulated in the first place. However, numerical computations are
always approximations and thus any numerical method deals with set tolerances. This means that it is impossible
to reach the idealised mathematical notion of a limit when numerically calculating solutions.

However, one should not be discouraged by this complication. In fact, as mentioned in [63] all experimental
measurements made are in fact discrete in nature, not just those made in computational experiments. This is why
there is an experimental tolerance not a limit when running experiments. In this scenario, it is implied that the
error from running virtual experiments should be lower than the tolerances used by similar experiments conducted
in the real world. It should also be noted that the limiting process, is also a something done mentally, that takes
us away from real measurements. Thus, it makes sense to remain in the algebraic domain, as suggested by [63].

To put theories into practice, [63] suggests that instead of looking at variables as field quantities, where the
quantities are defined at a point, it is better to look at global variables. While the field variables are obtained
after applying the limiting process to adapt to the differential formulation, the global variables are easy to under-
stand as they are associated with a geometrical aspect of space, which can be lines, surfaces or volumes. The
field variables are used only because the differential equations are easy to define and written that way, which is
under the mathematical limit. The usage of global variables for computational physics is akin to taking physical
measurements, in the sense that there is a finite tolerance that is taken into the measurement by design. [63]
also argues that the association between geometrical elements and the global physical variables themselves are
essential for computational physics. In fact, it is important to look at the development of these aspects before the
application of the limiting process and writing down the differential formulation.

To do this, one should look at how to define separate global quantities into source and configuration quantities
as well. The source variables are those which are the causes of a phenomenon, like forces are the sources of
displacement and deformation, while the configuration variables are those which shows how the system has
changed due to the action of the source variable (here the positions of particles change due to the action of the
force). This simplifies procedures when tackling physical problems, because the source variables are related
to other source variables through differentials or integrals or by finding out the density, and without the need
for any physical constant. Thus, similar source variables can be related to each other topologically. Similarly,
configuration variables can also be related topologically. However, the relation between a source variable and a
configuration variable is not topological and results in the use of a metric, as seen in [27].

The idea of coupling physical computations to geometry could be attributed to Tonti [61], who discusses
the similarities between existing physical theories to geometrical aspects. These physical theories need not be
limited to mechanics or fluid dynamics, but can also have applications in electromagnetism. The quantities to
be computed based on these physical theories, can be assigned to two different geometrical sets, also called as
cell complexes. These are referred to as the primal and dual complexes as mentioned in [63]. There is still the
need to understand how various physical quantities are represented on geometric components. For a better visual
representation, the positioning of these quantities are written in a classification diagram (or Tonti diagram). Note
that the variables on the dual domain are represented with a tilde, while the variables on the primal domain are
without one. If these diagrams already have physical laws written in them, it is called a factorisation diagram,
as compiled by [43], which is shown in Figure 2.1. Several physical phenomena can be represented using these
diagrams, with most of them mentioned in [62]. These diagrams help us to understand that there are symmetries
that already exist in the physical system. The important part these diagrams play is that topological relations
can be used when you are working with quantities on either primal or dual complexes, which means that these
relations will be exact. Only when you are relating the primal complex with the dual complex (using constitutive
relations) that you see the metric approximations playing a role. If source variables would be represented on the
primal components and the configuration variables on the dual components (or vice versa), these properties of
the domains can be used to mimic physical laws as well.

Regarding these complexes, one should also consider how these complexes are oriented. Tonti [63] shows
that this orientation of complexes plays an important role in classifying physical variables. There are two kinds of
orientation of these complexes, inner and outer. The inner orientation concerns the direction within or along geo-
metric objects, while the outer orientation concerns directions through and around objects. These two orientations
are assigned to a primal and dual complexes. The choice for the orientation for the cell complexes are arbitrary,
however they should be consistent and distinguished from each other. Although there is no predefined order, [63]
recommends using the outer orientation for source variables, while the configuration variables will then be on the
inner orientation. The depictions of these orientations on geometric objects are shown in Figure 2.2.

Note that for R3, the fluxes will be assigned to a surface, which is different to the circulation which is assigned
to lines. There is also a difference between values in points, like temperature or displacement, and values that are
assigned to the volume, like total energy or mass [49]. From a fluid dynamics perspective, it is important to note
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that the velocity can be viewed in inner orientation as the circulation, which is the integral of the velocity along
a line. Alternatively, the velocity is also written as the flux in the outer orientation, where it is integrated over
the surface. This shows that the orientation can be used as a device to find the correct interpretation of physical
quantities.

It can be that seen different quantities are represented using different orientations, but can be related to the
same velocity as mentioned. For example, the sum of the circulations around an enclosed surface will be the
rotation or vorticity, which is in the inner orientation. However, the sum of the fluxes through an enclosed
volume will be the divergence of the velocity, which is determined using the outer orientation. For solid statics
or solid dynamics, the displacement acts as the analogue to velocity for fluid dynamics, and the displacement can
be integrated over a line in the inner orientation, or over a surface to get to the outer orientation.

It is also important to note that this is not the only way that velocity can be assigned to geometrical components.
A better representation, which is used in most of the thesis work, is when displacement or velocity is assigned to
points, depending on which vector component it belongs to. In this scenario, there are n different outer-oriented
and n corresponding inner-oriented cell complexes, each for a different component of the vector in n dimensions.
Thus, the displacement vector u in R? having components u,, and u, along z- and y- directions respectively, will
have u, and u, on points, but not along the same points. Keep in mind that this is not just the scalar part u,
that is assigned to the points, but it is also the direction that is assigned to these points. These are called fibres of
the vector, that is assigned to these points. Since this involves two different representations in R?, this is called
a vector-valued representation. In this case, the vectors whose value is incorporated into the cell-complexes are
the cartesian basis vectors themselves. Unlike displacements mentioned here, these vector fibres can be assigned
to other geometrical components, For example, later you will see how fibres of the stress tensor are assigned
to surfaces in linear elasticity formulations. There is more on these vector-valued representations in [26]. In
particular, this representation can be helpful in representing tensors like the stress tensor, where for each vector
component in R™, the tensor components can be associated with different surfaces. With this, the component of
the divergence of stress along that vector component can be easily calculated as the sum of the fluxes through
those surfaces. This can be carried out for other components of the divergence of the stress as mentioned in [26,
p. 618].

2.1.3. Forms for physics

While it is easy to explain how quantities can be associated with geometrical objects, it is also necessary to make a
clear distinction between the physical quantities and the geometries they are linked to. This relationship between
quantities and geometric objects is crucial to designing a mimetic discretization framework or problem. There is
no need for a distinction when you are considering conventional vector calculus, which makes it more important
to write down the distinction for computational methods.

Flanders [25, p. 1] introduces differential forms as “’the things which occur under integral signs”. However,
these are better explained by Hiptmair [34, p. 266], as “mappings assigning values to oriented manifolds of
different dimensions”. The reason for using manifolds here is that there is no strict constraint on a manifold,
apart from it being a n-dimensional description of space. The Euclidean space is the familiar, but particular
kind of manifold, as mentioned in [26, p. 3]. When dealing with manifolds, there is no need to define a metric
associated with it [26, p. 18]. That is why forms are associated with manifolds, instead of the Euclidean space.
Thus, the relations between forms are metric-independent. A form is represented by all quantities of the same
dimension, and cannot be isolated to a single component of geometry. For example, a form can be represented by
all lines, or all surfaces, or all points etc., as mentioned in [48]. To describe these forms, functions are associated
to the geometric basis, which are called vector proxies. These proxies are the only parts considered in vector
calculus, as mentioned in [27].

There is a subtle difference between these exterior forms and differential forms, which are used to describe
physical quantities. Exterior k-forms are k-linear and anti-symmetric mappings from k-dimensional vector space
to the space of real numbers [6]. That is, if (¥ is a k-form on a vector field V, then

a® Y x.ox VSR,
—_————
k copies
with
a(k)(...,vi,...,vj,...):—a(k)(...,vj7...,vi,...), v €V, i=1,...,k.

Because these forms are linear, addition and subtraction are easily done. Using the exterior product, the
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multiplication of these forms can also be accomplished, however, one should keep in mind that the resulting forms
will have & < n. The wedge product uses two forms to produce another form. For example, a multiplication
between a k-form and an [-form results in a (k + [) form. Keep in mind that for this operation to happen, 1 <
(k+1) <n.

(Oz(k) + ﬂ(l)) AT = qF) A4 M) 4 g0 A A (M) (Distributivity)
(a(k) A B(l)> A = aF) A (ﬁ(l) A 'y(m)) =a®) A BO AAM) (Associativity)
aa® A O = o) A qpd =g (a(k) A B(l)) , (Multiplication by functions)

a® A W = (—1)F D A o) (Skew symmetry)

These exterior forms represent components of geometry spanned by vectors in the Euclidean space R™. Dif-
ferential forms, however, are an application of these exterior forms to more general differentiable manifolds
through the definition of the tangent vector. This means that the differential forms inherit the properties of the
exterior forms too. The differential form possesses an exterior form part, that transforms combinations of tangent
vectors to values, and a proxy part that applies a spatially varying modification of the value [6]. Apart from these
operators, the differential form also introduces the operations of differentiation and integration. We should keep
in mind that these forms cannot be ’seen’ directly. Only its action on elements can be observed. In this case, (%)
can be better understood by applying to various elements b which belong to the vector space. A similar analogy
applies to physical variables too, only the action of the force is observed. Nobody has seen *force’ without look-
ing at how work is done by it. This is also one of the reasons why it is natural to represent physical variables
using forms.

Differential forms, as explained in [48] are summarised here. Any vector v in a vector space V, located on a
point p in a manifold M can be expanded using a linearly independent basis, using basis vectors from a vector
space. The tangent vector is the derivative at p on a curve through p contained within M. With an n-dimensional
manifold, a basis of n tangent vectors can be constructed through this point, associated to n curves. These form
the tangent space 7,,M, which is also a linear vector space. By collecting all the tangent spaces 7,.M at all points
p in M, a tangent bundle 7 M can be constructed.

A dual vector space V' can be associated to the vector space V. This dual space contains co-vectors v € V',
which are linear functionals acting on vectors v € V. These are nothing but the exterior forms acting on the basis
vectors. These co-vectors can be formulated in the dual of the tangent space, in a similar way as done for the
vector space V, since the tangent space 7,.M is always a linear vector space. This is then called the cotangent
space, 7," M. The collection of these cotangent spaces at all points results in the cotangent bundle. A section of
this cotangent bundle is the differentiable 1-form or basic 1-form [48], denoted in this report as dz and dy in R?.

A differential form which is defined at every point in M for an associated geometrical element of dimension
k, is called a k-form on M [6]. These forms are anti-symmetric tensors. Starting from the basic 1-forms, the
wedge product is used to construct higher-order forms. The space of k-forms is denoted by A*)(Q, R), where
the R indicates that the form is real-valued. The 2-form is created by the wedge product of two basic 1-forms.
Starting from the 0-forms, there are thus (n + 1) different differential forms possible in n dimensions.

For simplicity, let us assume that 2 denotes a manifold. When basis forms are *wedged’ together, the operation
can be assumed to be a mapping, where the A operator takes two different forms and produces another form [27].
Thus,

A AP (QR) x AV(Q,R) — AR (Q R).

This wedge operation is metric-independent if it is performed on the same manifold. As mentioned before, the
wedge product is skew-symmetric, which means that the sign changes if the order changes. The anti-symmetry
also means that the wedge product of two equal components is zero. Specifically for basis forms, it can be written
as [27]

dzx Adx = —dz Adx =0,
dx Ady = —dy A dx.

With this work being restricted to R?, the inner-oriented forms (as mentioned in [27]) are denoted using the
basis forms for k = 0, 1, 2 respectively as,
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a/(O) = 7($7 y)a
B = by (2, y)dz + by(x,y)dy,
7' = &(x, y)dady.
Note that dz A dy is shortened to dxdy The prime indicates that the inner-oriented forms are taken to be in
the dual space here. The functions of (z, y) are the vector proxies mentioned previously. These are just written
to denote the analogy to vector calculus, where these represent physical quantities. The geometrical connection

can be further understood when you look at integrating these forms, which shows the concept of duality pairing.
The integration of these forms are done over points P, a line £ or a surface S respectively, as written in [27].

fyo© == (o)
JEEE / B, y)de + By y)dy = (50, ).

/ 7@ = / oz, y)dady = (/.S
S S

The idea can be extended further by assigning vector fibres instead of vector proxies to these forms. These
result in the vector-valued forms mentioned in the previous section [52]. Similar to the representation for real-
valued forms, the space of vector-valued k-forms is written as A (Q, 7). As an example, let e, = % be a
vector in the z-direction. Then the inner-oriented forms in the x-direction can be written as

0
O/(O) = 5. ®6(:1c,y),

x 856

9 o _
Bg/g(l) _ o ® (bl(x7y)dl' + bz(:c,y)dy) )
~@) = 6% ® ¢(x, y)dzdy.

where @ indicates the tensor product. Similarly, vector-valued forms with e, = a% as the vector-value can
also be assigned to points, lines and surfaces respectively.

With the assumption of assigning vector fibres to geometrical quantities, the idea of assigning fibres of covec-
tors (defined previously) naturally follows [52]. Let the basic 1-forms or covectors be denoted as e* = dz, along
the z-direction. Then, the corresponding inner-oriented covector-valued forms can be written down as,

(0/(0))3C =dz®a(z,y),
(6’(”)30 = do ® (bi(z, y)dz + ba(z, y)dy) ,
(’y’@))x = dz ® ¢(z, y)dady.

Similarly, covector-valued forms with e¥ = dy as the covector-value can be constructed. In general, the space
of covector-valued k-forms can be represented by A¥)(Q, T*Q). These vector-valued forms and covector-valued
forms are collectively referred to as bundle-valued forms.

2.1.4. De-Rham complexes

The first step to show that these differential forms and bundle-valued forms can be related to the theory from
Tonti, is by defining how forms can be differentiated. This can be accomplished using the exterior derivative,
which is maps forms as [27],

d: AP Q) » A*D(Q) [k < n.
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Depending on the value of k, the exterior derivative can behave like the gradient, curl or divergence operator.
This comes from the duality pairing of a form on the boundary and its derivative in the enclosed manifold by this

boundary [48],
/ dA\®) :/ A
M1 OMpt1

This relation is better known as the (Generalised) Stokes Theorem [27], also written in [24, p. 2] as the
general Stokes’ formula. This relationship is also seen in the use of the exterior derivative, where it is linked to
the geometry through the duality pairing as [27, 48]

<dA<k),Q> _ <A<k>,ag> .

Some of the applications of this theorem are the well-known Newton-Leibniz or Gradient theorem, Gauss’
or Divergence theorem, and the Kelvin-Stokes or Curl theorem. The generalised Stokes theorem thus unifies all
of these relations in a single theorem [39]. The exterior derivative is also metric-independent and nilpotent [48].
This means for any differential form a®, dda®) = 0, which are analogousto V-V Xa=00rV X Va =0,
depending on what k is, thus obeying these well-known identities from vector calculus.

This means that the exterior derivatives of the inner-oriented differential forms introduced before can be
written as

da da
da'® = —dz + —d
o or T + ay Y,
by 0b
() _ (9% 9%
g < T am>dxdy,

dy'® =o.

The result of the exterior derivative on forms is the same as how scalars, vectors and pseudo-vectors are
transformed by the gradient, curl and divergence operations. For the exterior derivative, like the wedge-product,
(k + 1) < n. This means that the derivative on a n-form will lead to the null space.

A similar operation can be performed on vector- and covector-valued forms too. However, there is a small
difference from the exterior derivative itself. Because there is a value that the form is associated with, for vector-
and covector-valued forms, the operator acts only on the form part, ignoring the value part. This results in the
exterior covariant derivative, whose actions on vector-valued and covector-valued forms in R? are mentioned
below.

o [(oa. oa
1(0) _ et el
dog™ =3 ®(axdx+ady>’
P ob, ob
(1) _ _Oby | Oby
ds;, 9 ( 3y +3 )d dy,
dy® =

and

d (ﬂ’(”)w =dz® (abl + ab?) dady,
X

d (7/(2))1- =0.

Note that unlike for differential forms, consecutive application of the exterior covariant derivative on vector-
valued and covector-valued forms yields zero if and only if the curvature is zero, which is defined in [26, p. 251].
Thus, to make use of the exterior covariant derivative, these forms are applied only in instances where the curva-
ture is zero.
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Figure 2.3: Double De Rham complex summarising the forms and operators in R? [27]
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Figure 2.4: Double De Rham complex summarising the vector- and covector-valued forms and operators in R? [52]

The Hodge operator relates differential forms which are on two complexes having different orientations. This
operator represents a constitutive law of physics [62]. This is the part of the formulation that is approximate in the
discrete setting, as the Hodge is metric-dependent. Thus, this is also the part of the formulation that introduces
the discretisation error into equations. It can be represented as an operator that maps k-forms into (n — k)-forms.

*: AF(QR) = AR (QR).

The prime indicates that this is in the dual space of the latter form. For the rest of the thesis, the outer-
oriented space is taken as the primal space (which is also the recommendation in [63]), which means that the
inner-oriented space becomes the dual space. This is why all the forms mentioned were indicated with a prime.
For more information and a more detailed definition of the Hodge operator, one can check out [59, p. 436], where
it is defined using the exterior product. When working in R?, the important results are xdz = dy, xdy = —duz,
*dxdy = 1 and x1 = dady. With this, the previously written inner-oriented forms can be associated to the

outer-oriented forms as

a(x,y)dzdy = o,
bi(a, )dy - 52(96 y)dz = 1,
(z,y) =

Vector proxies can thus be chosen to be described in either orientation and in a form that is of relevant order
[34]. The example of velocity from fluid dynamics shows that you can represent it as a 1-form in the inner-
orientation, or as a 2-form in the outer-orientation. Starting from points, a De Rham complex can be drawn, with
two such complexes shown in Figure 2.3 signifying the two different orientations. Here, you can also see the
effect of the Hodge operators.

There is an equivalent of the Hodge operator for vector-valued and covector-valued forms. This is called
the Hodge-star operator, as mentioned in [52]. This maps vector-valued forms to covector-valued pseudo-forms.
This involves a Hodge operator on the form part, while the value part undergoes duality pairing. This means that
only the vector-valued form that has a value of % = e, interacts with the covector-valued form that has the value
of dz = €”, and similarly for the vector and covector along y, or in other words it follows the Kronecker-Delta
property. This operation is denoted by x*, and

*ﬁ =

||
Q\
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*° (a;(O)) = dz ® a(z, y)dady,
* (B;(”) =dz ® (~bi(z,y)dy + bz (z, y)dz)

b (7;(2)) =dz ®e(z,y).

A similar relation can be written down for the covector-valued forms mentioned before too. Similarly, a
double De Rham complex can be written down with the Hodge-star operation instead of the Hodge operation for
the relation between two orientations, one of which is composed of vector-valued forms, and the other composed
of covector-valued forms. This is shown in Figure 2.4, where e; denote vector-values and e’ denote covector-
values. Note that it is only for reference that vector-values are on the inner-oriented complex and covector-values
are on the outer-oriented complex. The outer-oriented complex could also be vector-valued, in which case the
inner-oriented complex immediately is covector-valued, to ensure duality pairing.

2.1.5. Bringing together algebraic topology and exterior calculus

There needs to be a leap made to connect the knowledge of differential (and vector-valued/covector-valued) forms
to how Tonti describes quantities being associated with geometrical objects. [9] does exactly this, introducing
the problem as a network of first-order differential equations. Constitutive relations are clearly separated from
the metric-free balance equations. Using the connectivity of the geometric components, a concept from algebraic
topology, the topological equations inducing the exterior derivative can be described. The introduction of the
idea of a second mesh also happens here. For triangular meshes, the dual mesh will be polygonal, where the cell
centers can be taken as barycentric or by taking the dual mesh edges normal to the primal mesh edges. The result
is the barycentric and Voronoi-Delaunay dual meshes respectively. For the mimetic spectral element, there is still
no certainty on where the dual mesh should be. Because there is a metric involved when switching from a primal
to a dual mesh, there is no unique way to construct the dual mesh [9].

The connectivity of the components of the discrete mesh, just like in network theory, defines chains of these
components as discussed in [43]. The discrete projection of differential forms on these chains is called co-chains.
Co-chains represent the integrated values over these components since co-chains act as weights on these chains.
[26, p. 638] notes that ’chains correspond to vectors while co-chains correspond to covectors or 1-forms”.

Mattiussi also kept Tonti’s theory in mind when looking at methods to solve problems numerically, taking
electromagnetism in particular. Physical systems should behave similarly, no matter the context. To ensure this,
[43] makes a deviation from Tonti’s diagram to show there is a difference between chains and co-chains, that while
the former is the discrete representation of geometry, the latter will be a discrete representation of the physics of
the problem. In this context, popular numerical methods used for partial differential equations are compared with
the mimetic approach. He concludes that numerical methods have the tendency to evolve techniques similar to the
mimetic approach, like using the staggered grid for the finite volume method. If the topological and constitutive
relations are separated, this would be similar to combining the best features of each popular numerical method.
When looking at how the error behaves in a mimetic approach, the error in the model present in the constitutive
relations can be considered the discretisation error itself. The co-chain-based field function approximation used in
mimetic methods makes it natural to look at global errors too. The boundary conditions and sources in a problem
are external effects that are modelled and are ignored in the problem description. The conclusion drawn from this
is that boundary conditions and sources can be described in terms of topological and constitutive laws by physical
reasoning [43].

These are the basic ideas which gave birth to mimetic methods.

2.2. Mimetic discretisation

This section describes how exterior calculus is ideal to describe physics and its laws in the continuous domain.
Here one learns that the classical vector calculus operations of gradient, curl and divergence are topological
relations and directly discretisable with the quantities to which they relate. These relations are exact because
there is a discrete projection of forms (co-chains) onto the geometric components of a discretised domain thus
making it exact in the discrete environment. This enables us to write exact versions of these operators.

With this property, the metric part can be separated from the conservation laws, allowing topological relations
to be metric-free at the discrete level. This also allows the error to be introduced in the constitutive laws, which
are also the approximate parts of the model. This chapter discusses these operations, in order to set up a mimetic



14 Chapter 2. Literature review

discretisation method following these ideas. Starting with the requirements for having mimetic discretisation, to
then looking at discrete Hodge operators, an overview is provided for mimetic discretisation methods.

2.2.1. Requirements
In [6], the essential considerations for making a mimetic discretisation method are given. These five requirements
are [54]:

« adiscretisation of integrals over geometry components,

« adiscrete analog of the fundamental theorems of calculus,
« a discretisation of differential operators,

* adiscrete analog of commuting diagrams,

* adiscrete analog of product rules.

The first requirement is the discretisation of differential forms to co-chains associated to chains. The forms
are mapped to co-chains using the reduction operation [5], and this requires discretisation of those field variables
which would be the given quantities in a problem. The computed quantities are discrete integral quantities, which
are not usually the quantities of interest anyway. These quantities of interest can be determined by “reconstructing”
using the degrees of freedom. This is how the reconstruction operator is defined, which maps the computed
integral quantities back to get the field variables [5]. In the context of the mimetic spectral element method,
reconstruction is nothing but interpolation over the domain using the weighted basis functions.

The second requirement is connected with the generalised Stokes theorem, which should hold in the discrete
setting with co-chains as well. Related to this, the third requirement means the co-boundary operator needs to
be defined, which will be the analog for the exterior derivative and the exterior covariant derivative within the
discrete framework. The co-boundary operator relates co-chains in such a way that within a complex, the exact
derivative of the associated form is obtained. This operation can be compared to Kirchhoff’s laws in circuit
analysis [26, p. 643]. This operation is done by the incidence matrices, which consist of plus one, minus one and
zeros only [5, 27]. Thus the incidence matrices are sparse by construction, which is a strong point of mimetic
methods when you look at it from the computational perspective too. As mentioned before, the incidence matrices
are exact and do not depend on any kind of metric (like lengths and areas), but only on the connectivity of the
mesh. This means that it can be generated for any kind of mesh, and also that the incidence matrices remain the
same regardless of how the mesh looks, as long as the connectivity remains the same.

A commutation diagram is used to show that the application of many operations in different orders ends up
yielding the same result, which is a property that is ideally also maintained at the discrete level. This brings
us to the fourth requirement, that the co-boundary operator defined above should commute with the projection
operator, which is the combination of both reduction and reconstruction mentioned before. All of these result in
a discrete double De Rham complex that involves the co-boundary operator and the Hodge operator mentioned
before. Care should be taken when defining the reduction and the reconstruction as their consequent applications
on a co-chain should result in the same co-chain [5, 27].

The last requirement is when you look at the wedge product, which should also have a discrete version. This
takes the form of products between co-chains, which should resemble the wedge product between forms. Thus,
a choice is made to define a discrete inner product. However, this leads to a dilemma. The goal of the discrete
operators on forms mimicking their continuous counterparts can be hard to achieve and depends on the choice of
reduction and reconstruction. The choice of the primary operation, for instance, the inner product or the discrete
Hodge operator, affects whether the other operations are derived from this operation. The inner product is however
easier to construct and leads to well-behaved discrete structures [5], which is why this is done for the mimetic
spectral element method in this thesis too.

2.2.2. Discrete Hodge operators

One of the important aspects when dealing with numerical methods used for elliptic second-order partial differ-
ential equations is separating the metric part from the topological part. One of the ways to do this is by using
a mixed formulation, like in the mixed finite element method. The other way can be to solve these equations
directly (after elimination of one of the first order equations) using a dual grid that is explicitly defined like in a
staggered finite volume method. Both of these cases involve the use of a discrete Hodge operator. This operator
appears in the definition of the inner product (and thus in the mass matrices) which acts as the relation between
the primal and the (implicitly-defined) dual variables. In the second case, there are Hodge matrices which map
from the primal to the dual grid and vice versa, which of course act as discrete Hodge operators [48].
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One of the ways to distinguish between mimetic methods is to see how the Hodge operator is discretised in
that method. Unlike the co-boundary operator, the Hodge operator cannot be constructed using algebraic topology
[27], and will be different depending on the discretisation being used. With many options to choose from to define
the discrete Hodge operator, [34] states that the choice of dual mesh is irrelevant and that the use of elimination
results in a loss of information. The mixed formulation leads to a saddle-point problem with a unique solution.
[58] gives the relationship between the explicit definition of the Hodge operator or introduction by the Galerkin
method, and says although the mass matrix and the Hodge matrices may be different, both of them represent the
discrete Hodge operator.

The Hodge matrices need to be square, symmetric, and positive definite [34]. In addition, they should also
follow the property of the skew-symmetry of the wedge product when switching arguments, and they should
satisfy the discrete integration by parts rule. When using the mimetic spectral element method, the introduction
of discrete Hodge operators results in diagonal or full square, symmetric, positive definite matrices. The mimetic
spectral element method also ensures that the inner product between a form and a form on which the co-differential
acts, which is a combination of the exterior derivative and the Hodge operator, satisfies the integration by parts
rule [48]. The discrete wedge product constructed in the mimetic spectral element method also satisfies the
skew-symmetry property [48].

The mass matrices are thus dependent on the metric and have to be generated again when the mesh is changed.
However, this is not necessary when the metrics are defined in a reference domain. The pull-back operator and
the exterior derivative commute, so all the operations on the forms can then be performed in the reference domain.
Once computations are performed, the result can be mapped back into the physical domain. This means that the
mass matrix can be constructed in general, and can then be multiplied by the local pull-back operator for every
part of the physical domain.

With this, the ingredients required for the mimetic spectral element method to be implemented are made
available. These are the mass matrices, the incidence matrices, and the reduction and reconstruction operations.

2.2.3. Development of related mimetic discretisation methods

Some of the applications include unstructured triangular staggered meshes preserving symmetries considered,
like in [50], and extensions to general polyhedral meshes like in [8, 12]. There are geometric approaches that
include discrete exterior calculus [19], covolume methods [44] and mimetic isogeometric discretisations [14, 22,
33]. However these are small contributions compared to the extensive developments in finite element exterior
calculus and mimetic finite difference methods.

The finite element exterior calculus [2, 3] is born out of the conventional finite element method. It aims at ”the
development of finite element subcomplexes of certain elliptic differential complexes and co-chain projections
onto them, and their implications and applications in numerical PDEs” [2, p. 4]. While finite element de Rham
subcomplexes and co-chain projections are seen as key parts of the method, the main ingredients for the method
come from differential geometry, algebraic topology and homological algebra. The domain is usually divided
into an unstructured mesh of elements and, just like in a conventional finite element method, the solution is
characterised by a weak or variational formulation. The solution exists in suitable function spaces, which are
decomposed in finite-dimensional subspaces, allowing for direct comparison to the exact solution through the
same mathematical tools such as norms or functionals. The Kozsul operator and Koszul complex play a key role
in constructing, as well as analysing the finite element subspaces. More specifically, features of exact complexes
like co-homology are inherited through co-chains by only considering solutions within the finite-dimensional
subspaces of the space in which the exact solution would be [2]. Recent work on the method is for example on
the effect of lower order terms on stability and convergence rates for both scalar and vector Laplacian problems
[1], and even a semi-Lagrangian method used to solve the incompressible Navier-Stokes equation[60].

Mimetic finite differences are not new either, with its 50-year history being reviewed in [41]. Finite difference
methods contain support operators, which have a discrete version of tensor and vector calculus, that perform
the discrete analogs of operations like gradient, curl and divergence. The mimetic version is also born out of
these support operator methods [36, 56]. The mesh objects in these methods are associated with the degrees
of freedom, which can represent a scalar, vector or tensor field. Collections of these degrees of freedom are
called grid functions, which have either a nodal or an edge basis. Algebraic topology helps us understand this
association of the degrees of freedom to mesh objects. Because it is directly discretised when working with
conservation laws, the differential operators can ensure, for example, that the conservation of mass is ensured
by the framework. This is also aided by the fact that gradient and divergence operators are negatively adjoint.
However, there is the introduction of parasitic or spurious modes that, in general for all discretisation methods,
can be attributed to the differential operators having null spaces that are too large [41]. This mimetic finite
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difference method also has symmetric discretisation, which makes convergence analysis easier. This method is
also shown to be almost identical to hybrid and mixed (staggered) finite volume methods [21]. It is applied to
elliptic problems on polyhedral meshes in [41]. Other recent work includes the application of a modified mimetic
finite difference method which is written in a tensor-train format to act as a low-rank approximation for the time-
dependent Maxwell wave propagation equations [42], and also to model two-dimensional resistivity, which is
essential to monitor earth’s subsurface using geoelectric methods [57].

2.3. Applications of mimetic spectral element method

Once the basic idea behind the mimetic spectral method is explained, the current state of research needs to be
looked at. This motivates a short look back at how it has evolved, which will be presented in this section. The
applications to linear elasticity will be discussed with an ending note on the hybrid methods.

2.3.1. Overview

The work on mimetic spectral element methods is relatively new, with it essentially trying to achieve exact conser-
vation for topological relations while being a high-order mixed finite element method with optimal convergence.
Here, basis functions are used to project quantities of interest on components of the mesh. For this purpose,
a nodal basis, which is constructed from Lagrange polynomials, and an edge basis, constructed from the edge
functions proposed in [28] is used. These functions satisfy the Kronecker-delta property for their respective di-
mensions, the nodal basis on nodes and the edge basis on the edges. These are constructed on a quadrilateral
structured mesh and can be extended from one dimension to multiple using the tensor product. A more detailed
description of the ideas involved in the mimetic spectral element method is given in [27].

The conference papers [11, 28, 40, 46] were some of the first works to look at this method. The Poisson
equation was first solved on multiple continuous spectral elements. Journal papers [33, 39, 48] complete the full
overview of the method, with applications to (anisotropic) diffusion and Stokes flow. An extension to advection is
also discussed in [47], while momentum conservation is considered in [64]. Convection terms were also modelled
using a discrete Lie derivative, which was proposed in [29, 40, 46]. Algebraic dual polynomials have been derived
and applied in papers like [37, 30]. The polynomials allow for the setup of sparse systems, such as in [65, 68],
with the system still having a topological discretisation of conservation laws and a single mesh being defined.
[67] also looks at incompressible Navier-Stokes equations, with mimetic discretisation to enforce conservation
properties.

One of the developments is to extend this method to hybrid elements with domain decomposition, as in [65,
66]. This makes the mimetic spectral element method easier as the domain is divided into several sub-domains,
with each sub-domain being solved independently. This means that the operators used for this method need to be
set up to account for the boundaries too, to ensure that the conservation laws hold at these locations. Because they
are divided into several sub-domains, each sub-domain can be solved for in parallel once the interface relations
are computed. This makes it attractive as a computational method because it can give high accuracy as well.

2.3.2. Linear elasticity

For linear elasticity, a better representation would be if tensor quantities could themselves be written down instead
of vectors, using first-order equations like in Poisson’s equation. One of the first to use tensors to enforce the
equilibrium of forces was [45], although the symmetry of the stress tensor was not strongly enforced. Enforcing
symmetry of the stress tensor strongly is something that this study can be extended to.

Linear elasticity is a widely used theory for the analysis of solid structures and materials, although it is only
applicable to small displacements. In [45, 65], a formulation with the mixed spectral element method for lin-
ear elasticity is proposed, with stress components being the primary variables. The rotation tensor is used as a
Lagrange multiplier to enforce the symmetry of the stress tensor, while the components of the displacement are
used to enforce the conservation of linear momentum. In both these papers, the equilibrium of forces is satisfied
point-wise. However, it is noted that for curvilinear domains, the formulation used in [45] weakly enforces the
symmetry of the stress tensor, while [65] builds on this to have a formulation that strongly enforces symmetry
of the stress tensor, with the trick to have the same number of degrees of freedom to represent both the shear
components of the stress tensor. Another point to note is that the number of degrees of freedom is much larger
than if it was a first-order equation, but the advantage of using this formulation is that there is no post-processing
necessary to calculate the tractions at surfaces, as these are readily available.

[65] introduces a new mixed hybrid mimetic spectral method, where the linear elasticity problem is written as
a saddle-point problem. This results in the system solving for two quantities simultaneously. For linear elasticity



2.3. Applications of mimetic spectral element method 17

problems, both the stresses and the displacements are solved for at the same time. Because the formulation is a
minimisation problem, the Lagrange multipliers which are introduced in between lead to a mixed formulation.

There are two methods to set up mixed methods, classified on whether they circumvent or satisfy the Ladyshenskaya-
Babuska-Brezzi stability condition, also called the inf-sup condition. You can circumvent this condition by using
stabilized methods or least-squares methods. Compatible methods are those which satisfy the inf-sup condi-
tion. This involves the construction of discrete vector spaces which satisfy this condition, which include Nedelec
spaces (curl-conforming), Raviart-Thomas spaces (divergence-conforming), and Brezzi-Douglas-Marini spaces
(also divergence-conforming). The mimetic methods act as a subclass of these compatible methods, which lead
to stable solutions for elliptic problems.

2.3.3. The hybrid method

The mimetic spectral element method was extended to form a hybrid method in [65, 66], which will be better
for large-scale computations as mentioned before. The hybrid method is further explained here, and comparisons
between this and other popular methods are considered.

In [65, 66], the hybrid method means that the physical domain is divided into multiple elements, and each
element incorporates a formulation of the mimetic spectral element method, with Lagrange multipliers coupling
elements together. For comparison, the similarities between this approach and continuous Galerkin methods and
discontinuous Galerkin methods, which also look at dividing the domain into multiple elements, are looked at
here.

For continuous Galerkin methods, there are basis functions defined only within the element, with the domain
containing multiple elements. The boundaries of the element contain a single unknown, which is shared by all
the neighbouring elements. The numbering of these elements and edges will determine the structure of the sparse
matrix. These methods are conforming, that is the solutions derived from a subset of the original solution space
of the continuous problem. The conservation properties of these methods are examined in [35].

The discontinuous Galerkin methods divide the domain into sub-problems using domain decomposition, un-
like continuous Galerkin methods. The degrees of freedom are thus numbered as if the edges of the elements are
disconnected.

These methods are summarised in [4]. The methods are distinguished from each other based on how the
numerical fluxes are imposed between elements. These fluxes are not necessarily physical relations, but are
purely numerical. Because this flux plays a big role in the stability, accuracy and sparsity and symmetry of the
stiffness matrix, each choice made at this stage results in a different method. The motivation for using these
methods is given in [16], which also highlights why this could be a finite element alternative to high-resolution
finite difference and finite volume methods when dealing with convection-dominated problems with physical
discontinuities. Another strength of these discontinuous Galerkin methods is that they are highly parallelisable,
can accommodate complex geometries through high mesh flexibility, and are easily compatible with adaptive
refinement strategies.

The discontinuous Petrov-Galerkin method has improved stability [18], because it looks for optimal test func-
tion spaces for each problem before using these test functions. This step can be computed during the set-up of
the element matrices and does not need any extra steps during the computation of solutions. However, the dis-
continuous Petrov-Galerkin method does not, in general, conserve laws at the element level. There is, however,
an alternative proposed in [18] that makes it possible to conserve laws by introducing another scalar unknown.
This method is more expensive than continuous Galerkin or other discontinuous Galerkin methods, but it is also
a stable method. Another alternative is the hybridisable discontinuous Galerkin method [15], which combines
ideas from the hybrid finite element method and the discontinuous Galerkin method. These methods are, by
construction, discontinuous Galerkin methods that allow for static condensation as seen in [15].

[66] uses a hybrid method that separates elements, while continuity at the boundaries is enforced with the
help of interface operators using Lagrange multipliers. Thus, the solution will remain continuous across the
boundary even though the boundary itself will have two degrees of freedom. This is inherently different from
the discontinuous Galerkin methods, where there is no continuity maintained at the boundaries, with the solution
jumping at the boundaries. The Lagrange multipliers are also a way to see physical boundary conditions for each
element, which can be comparable to primal hybrid finite element methods [53].

Higher-order methods like these have a high number of unknowns inside the elements, so even if there are extra
unknowns at the edges this will not pose a problem. There are separate degrees of freedom at the element edges,
which separates elements and results in independent blocks for each element in the system matrix. This requires
an interface operator (which results in new equations) that will pair the degrees of freedom at the boundary of
neighbouring elements. For example, the Steklov-Poincaré operator is used in a similar way for boundary-value
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problems [51]. Using the method of static condensation, the interface quantity can be computed separately [7,
p. 429]. With this, the resulting system is parallelisable for computation especially when the number of unknowns
is really high, as the domains can be solved independently afterwards. All these methods lead to a block diagonal
mass matrix, that can be solved in parallel for every element [15].

Thus, the discontinuous Galerkin and hybrid mimetic methods benefit from being parallelisable due to do-
main decomposition. While the discontinuous Galerkin method deals with numerical fluxes, the hybrid mimetic
spectral element method uses the continuity of fluxes and also has physical meaning for its Lagrange multipliers.
This bodes well for the mimetic spectral element method for elliptic problems.



Theoretical basics

This chapter will contain a brief overview of the theoretical (mainly mathematical) background needed to better
understand and work with the mimetic spectral element method and vector- and covector-valued forms. It can
also be interpreted as a way to understand the basics for those who are not familiar with the ideas.

3.1. Basics

This section will describe the notation used throughout this thesis work. This will also simplify the problem of
multiple notations used in literature. There is also a brief review of the relevant operations performed as part of
the mimetic spectral element method, and the implications of these operations.

3.1.1. Notation

The following symbols and specific notation are common across different case studies in this work, which is
why it is specified here. As usual, n denotes the dimension of ambient space and is limited to two dimensions
throughout the thesis. NV is used to denote the degree of polynomial interpolation used in the numerical method.
N is used for the same, but when you are integrating in the time dimension. & is used to denote the dimension of a
form. For numerical integration and interpolation, /V,, is a suitable number that is large enough for the numerical
error in numerical integration and interpolation to be negligible.

In general, vectors are denoted in boldface, for example as X. Tensors are denoted as boldface doubly un-
derlined quantities, like o. Dual spaces and functions are denoted with a prime, e.g. h'(£). System vectors, or
unknowns in computations are written in boldface with a superscript, e.g. X”. Reconstructed fields are written
with an over-line, e.g. X. Test functions are written down with a tilde, like o,,. In this chapter, k-forms will
also be denoted with their specific dimension, for example, W@,

3.1.2. Projection onto a mesh

To make the differential forms act like continuous quantities, they must be discretized judiciously. The aim,
specifically, is that they satisfy the relationships that their continuous counterparts satisfy. A basic implementation
of this can be seen in the figure below. Because this is a two-dimensional setup, there are three different k-cells.
The 0-cell comprises of all the (N + 1)2 points, the 1-cell all 2N (N + 1) edges, and the 2-cell comprises all
N? surfaces. The variables represented by (for example) w(®), ¢(1) and p(®) is represented on these discrete
cells. To arrive at this discrete representation of differential forms, two operators are required, projection and
reconstruction, explained better in [48].

Reduction or integration is the first operation, which involves reducing continuous forms to a mesh and is
symbolized by the mathematical symbol R. Every form passes through reduction, producing a co-chain that is
linked to a chain of mesh elements. This is a unique operation. The co-chains are values that are associated with
components of the discrete geometry. A better representation would be that these are the weights of the solution’s
representation, while the basis representing the mesh can be formed by a basis. These basis functions are a choice,
making them well-defined. The discretisation of field variables can be performed by means of integration over
the geometric element, with the unknowns being defined as the integral quantities themselves. Of course, the
reduction of any continuous field results in a loss of resolution from its continuous counterpart. This is the source
of interpolation error that is observed when reconstructing the reduced field.

19
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Figure 3.1: Outer-oriented cell complex (N = 2), with components of w(®), q(1>, p<2) indicated

The second operation is the reconstruction or interpolation operator Z, which interpolates the values from the
degrees of freedom with their weighted basis. Together with reduction, reconstruction results in the projection
operation, denoted by 75, = ZR. The operation Z must be the right inverse of the reduction operation, since then
the condition RZ = I holds, where I is the identity matrix. This will hold as long as you are reconstructing
with the correct weighted basis. Vice versa, the reduction followed by the reconstruction will always lead to
an interpolation error, ZR = I + O(hP ), which will be the main contributor to the error if the convergence is
optimal [48].

In two dimensions, there are three possible co-chains. The components of the co-chains are numbered using
indices (i, j) along x and y respectively. w(®) is situated on the (N + 1) nodes or 0-cells, with components w;;.
The reduction for O-forms is direct nodal sampling at the defined nodes. The next co-chain ¢(!) is situated on
the 2N (N + 1) edges or 1-cells, which comprises of two sets of components, u;; and v;;. A 1-form is reduced
onto this cell by integrating the value over the edge. The co-chain p(?) is associated to a chain of N surfaces or
2-cells, such that each quantity represents an integral over the surface. Of course, this means that this is obtained
by integrating over the surface.

For example, the nodal value of ws ; in Figure 3.1, can be determined as ws; = w(x2,yo). u2,1 can be
determined using fy%l u(z1,y)dy, and vy o is calculated as f;: v(z,y1)dz. p2 2, being a 2-cell, is the surface

integral ["* [ p(z, y)dzdy

3.1.3. The discrete exterior derivative

To compute exterior derivatives (operator d), the co-boundary operator § can be utilised, while it acts on co-chains
instead of acting on differential forms themselves. However, it relates co-chains in the same way that the exterior
derivative relates differential forms in a De Rham complex. It is important to note that this operator commutes
with both components of the projection [48],

md =ZRd =Z0R = dIR = dmy,.

The discrete exterior derivative is constructed and written down as incidence matrices, which depends on
what co-chain it is acting on. Let us take an example, how to arrive at the co-chain on the 1-cells from the co-
chain on the O-cells. While writing down the operator, the positive or negative action of the 0-cells on a 1-cell is
considered. To illustrate this, let us consider the cell-complex in Figure 3.1. w is defined as a counter-clockwise
positive quantity here, which means that the action of w; ;1 on wy ; is negative, while it is positive on vy ;. Ina
similar way, p is defined source-like, which means that the action of u; ; on p;,; is negative, while the action
of v1; on py1; is also negative. All of these contributions can be written down in an incidence matrix. Note
that while the numbering and definition of a positive sign is free to choose since it does not impact the sparsity
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properties of the incidence matrix, it is important that it be kept consistent everywhere in the setup of the system.
With this in mind, the incidence matrix E(1:%) for Figure 3.1 is denoted for z-lexicographic numbering of the
edges, with the vertical edges followed by the horizontal edges as

-1 0 0 1 0 0 0 0 0
0 -1 0 0 1 0 0 0 0
0 0 -1 0 0 1 0 0 0
0 0 0 -1 0 0 1 0 0
0o 0 0 0 -1 0 0 1 0

oy |0 0 0 0 0 -10 0 1

=11 1 0 0 0 00 0 o0 3-1)
0 1 -1 0 0 0 0 0 0
0o 0 0 1 -1 0 0 0 0
0o 0 0 0 1 -10 0 0
0o 0 0 0 0 0 1 -1 0
0 0 0 0 0 0 0 1 -1

With N = 2, there are (N + 1) = 9 unknowns w; ; for w(®), and N(N + 1) = 6 unknowns for u; ; and
another N (N +1) = 6 for v; ;, which totals to 12 unknowns for q(l). For w; ;, x-lexicographic numbering is used,
that is it is represented as a single vector wy,, with k = i+(j—1)(N+1) Vi, j € [1, N+1]. Because this incidence
matrix relates the O-form to the 1-form, the indices of wy, are in the horizontal direction. Similarly, u; ; and v; ; is
written down in a x-lexicographic order to get a vector uy, withk = i+(j—1)(N+1) Vi € [1,N+1], j € [1,N],
and vg withk =i+ (j — 1)N Vi € [1,N], 5 € [1, N + 1]. The indices of u;, followed by vy, are in the vertical
direction of this matrix.

Similarly, the incidence matrix E(>1) can be written down as

-1 1 0 0 0 0 -1 0 1 0 0 O

(2,1) _ 0 -1 1 0 0o 0 0 -1 0 1 00
E B 0 0 0 -1 1 0 O 0 -1 0 1 0 (3.2)

0 0o 0 0 -1 1 0 0 0 -1 01

There are N2 = 4 unknowns p;_; for p(2), which is represented as py, where k = i + (j — 1)N V4, j e[1, N].
The indices of uy and then vy, are in the horizontal direction, while the indices of p;. are in the vertical direction.

It is important to keep in mind that these matrices act as the discrete equivalent of differential operators. In
this case, the incidence matrix E(21) matrix acts as the discrete equivalent of the divergence operator, while the
incidence matrix E(1:0) acts as the discrete equivalent of the perpendicular gradient operator. This shows the
sparsity of these matrices. Of course, one can notice that E(21) . E(1.0) = 0, which is what is suggested by vector
laws.

3.2. Basis

By definition of the co-chains, they are associated to mesh cells of different dimensions. To represent these co-
chains, a basis is necessary, one which has special properties. One way to do this is to select a primal grid where
these mesh elements can be represented. Then, a basis for this primal grid is selected. Using the primal grid and
basis, the algebraic dual basis can be constructed.

3.2.1. Reference grid construction
For the grid, a Gauss-Lobatto-Legendre grid is used in all case studies as the reference domain. This is based on
the root locations of the Legendre polynomial

0Ly (&)

e

where L, (¢) is a Legendre polynomial of degree p. This polynomial solves the Legendre’s differential equa-
tion

darr = (1-&7)

9 (e Psl©) _
5 (-2 4y 1y =0,
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To obtain the points, instead of algebraically or numerically solving the ordinary differential equation, Bon-
net’s recurrence relation for the Legendre polynomials can be used, with L;(§) = 1 and L2(§) = £ and for
k> 2,

(k+ 1) Lit1(§) = (26 + 1)ELk(§) — kLix—1(E).

Using an iterative method for root finding (like the Newton-Raphson method), the roots of &; of L, (&) can
be found for any p.

3.2.2. Primal basis

Before basis functions are derived, it is useful to define the nodal and edge degrees of freedom as A/ and N}
respectively. Any 0-form ¢(?) or 1-form x(!) can be expanded using their corresponding degrees of freedom and
basis as

N+1

N
¢ () = _Z N2 (@)hi(€), x(€) = wa)ei(s),

Given the Gauss-Lobatto-Legendre nodes, where —1 = &1 < &5 ... < En41 = 1, the nodal and edge degrees
of freedom are defined as [37],

i+1
(@) =006, M= [ AW
Here, \V; are linear functionals, called local degrees of freedom, or co-chains, that act on the elements, which
evaluate them on one node 7. Thus, these ; denote the reduction R from a continuous function. Note that this
is well-defined for smooth functions, and the ¢ = ¢(?) is written as a 0-form. With this criterion, the nodal basis
functions should satisfy

1 ifj=1¢ . .
hj(fi)@j{ 0 ifg';éz’ Vi j € [1,N +1],

since then each nodal basis function corresponds to the individual contribution of the node in question. Thus,
the Lagrange polynomials are used, which are constructed from N + 1 data points with
N+1
§—&
& — &k

These basis functions are shown in Figure 3.2a. It can be seen that at each node only one basis function
has the value one, while the others are zero. It can be noted expansion using these basis functions denotes the
reconstruction operation Z.

Similarly, the edge basis functions should satisfy the property

hi(f) =

k=1,k#i

Eit1 1 ifi—i o
/ e](g):(slj:{ 0 lf:;;él ,Vl,] G[LN]v

i

The functions for the edge basis that will be used are the functions e; () called the edge functions, from [28].
On the same GLL points, they are defined as the sum of the derivatives of the nodal basis functions over the grid,

e;(§) == dhi(9),
k=1

as these have the property that [28]

‘Ei+1 -7 §i+1 .7
/ e;(6) = —Z/ dhi(§) = =D [hl&s1) — hal(&)] = bij, Vi, j e[1, NJ.
k:l i =

i k=1

An important detail to note is that the edge basis functions actually include the basis form (i.e. the edge
function is actually a 1-form), since



3.2. Basis

LG

h{£)

-

LIRL]

—0.2

(a) Nodal basis function of order N (b) Edge basis functions, of lower order (N — 1)

Figure 3.2: The primal basis functions for an element in R! of N = 3

es(6) = = Y- ane() = - Y eag — o gyae
k=1 k=1

Hence the edge functions e; are in fact only the vector proxy part ; of the true edge functions, which are

derived in [28]. These edge functions are also depicted in Figure 3.2b. It can be observed that the shaded area

equals one, while the integrals of the other edge functions over this area are zero.

3.2.3. Dual basis

The idea for the generation of the dual basis is to generate another algebraic basis that is orthonormal to the primal
basis. This eliminates the need for too many mass matrices in the formulation, as the dual basis helps define an
alternate basis on which the degrees of freedom can be solved. In actual implementations, there is no need to
derive these dual polynomials, although it can be done explicitly. A detailed discussion on the proofs for the
derivation of these algebraic dual functions is discussed in [37].

Any polynomial ¢ ¢P, with P the space of polynomials of degree N, can be represented by (N + 1) nodal
degrees of freedom, i.e.

N+1

B(&) = _Z N ($)hi(€) = TN ().

where matrices holding the function values at each node for each function are defined.

VOE) = [h(€), ha(§) .- hn41 ()], (V(@)] = [MP(6), ND(6) ... N&sa(0)]
If the one-dimensional mass matrix is defined as
M) = /Q (T0(€))" O()den.
the £? inner product of two elements ¢, 7 ¢P leads to
0oy = [ omdt= [ (W) [0(6)" BHON () = (V(0) " MIGA ().
Then, if the dual edge degrees of freedom are defined as V! (7), with

(M) N () = (N°()) " MPN (),
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(a) Dual edge basis function of order N (b) Dual nodal basis functions, of lower order N — 1

Figure 3.3: The dual basis functions for an element in R! of N = 3

the dual basis functions /;(£) must again satisfy the Kronecker-delta property, i.e. N7*(h/;) = dy;, hence they
are found to be

(6 = v(e) (M)

where

() = [e1(8),€5(8) - - ey (§)] -

It can be seen in Figure 3.3 that while the Lagrange polynomials are nodal, the corresponding dual polynomials
derived from them are more like edge polynomials.

Expressing the edge degrees of freedom again for any x €Q, with Q the space of polynomials of degree N —1,

X(6) = YN ei(©) = THON ()

where

&) = [er(§),e2(8) - - -en(€)], V0] = V00 NS (0 - MY ()] -

Then, similar to the nodal basis, the £2-inner product of two elements y, v €Q leads again to a mass matrix
written as

T
M= [ (v'9)" vian
and the dual of the edge functions are given by

v = o) (M)

where

(&) = [M4(), ha(€) - - hin ()] -

These polynomials are also shown in Figure 3.3. It can be seen that the dual polynomials derived from the
edge functions look more like (weighted) nodal polynomials.
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3.2.4. Tensor products of basis functions
In higher dimensions, the co-chains are expanded as tensor products of the basis [48]. 0-forms in two dimensions
will have the basis of

P(&,m) =0°(&) @ ¥0(n),

with individual components

P, (& mn) = hi(§)h;(n).
Then, the basis of a projected 1-form is constructed from a mix of nodal and edge basis, for lines in &- and 7-
direction respectively. For example,

_[La&m) 0] [ @ T0n) 0
L) = |5 Ly@,nﬂ—[ 0w e )

with individual components written as

Similarly, the basis of a 2-form is written as

S(&m) =) @ ¥(ny),

with components,

Sij(€m) = ei(§)ej(n).

Similar to the construction of the dual basis for a single dimension, the algebraic dual polynomials in R? is
constructed using the basis for the primal functions. Writing down the mass matrices as

M© = / PTP4Q, M = / LTLdQ, M® = / STSdQ,
Q Q Q

For the polynomials of polynomial space of order N, denoted again by PV, with ¢ € PN @ PN, & ¢
(PN @PN=1) x (PN"1@PN), and x € PN~' @ PN~ then the nodal, edge, and surface degrees of
freedom are given by

N"(9) = MON(9), N (m) = MON (), N (x) = MON?(x).

and the corresponding basis can be constructed using

P —=pT (M<0>)_1 , L =L7 (M(1>>_1 : s = §T (M(Q))_l .

Note that by this definition the algebraic dual of a tensor product, need not be the tensor product of the
algebraic duals of functions. This is only the case when the coordinates are orthogonal.

3.3. Mapping

The motivation behind the mapping is to simplify the computations, as well as make it easier to visualise complex
geometries. It is much more convenient to compute quantities to do all computations on a nice, orthogonal
(reference) domain, and then transfer the results onto the physical domain. Let (£,7) € Q) be the coordinates in
the reference domain, while the physical domain be denoted by (z,y) € . The mapping of coordinates is in
fact an operator on the coordinates in the reference domain, which yields the coordinates in the physical domain,
ie. ®: Q) — Q, such that (z,y) = (f1(¢,7), f2(¢,1)). This mapping is in general not invertible.

The k-forms themselves have the desired property that they are independent of metric, that is [39]
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Physical domain

Reference domain
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¢) o(€,m)

(&m)
(z,y)

Figure 3.4: The Mapping between reference and physical domain

/&m:/ﬁw
9) Q

With this, the pull-back operator ®* is defined by [39]

/&m:/ &m:/é%m:/gw
Q () Q Q

The pull-back commutes with the wedge product A, as
@ (a® AbM) =@ (a®) Ao (30,
and with the exterior derivative d [39, 48], that is
d*d = do*.

It also commutes with the projection operation 7, [39]. These properties will be used extensively to derive
the corresponding terms for mapped forms. In general, the pull-back operator involves the use of the components
of the Jacobian matrix and its inverse. That is,

The determinant can then be written as

|T| = detT = (&T@y@m@y)

The components of the inverse of the pull-back operation (push-forward), the one-to-one correspondence is

used. This results in
JZaf,ajzm By ox |-

or Oy To¢ ot

0-forms remain invariant under transformation, as they are values sampled at that point. The pull-back can
be applied to the physical differential basis dz and dy as
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Pde+ an, () = Gd€ + 5

Similarly, the push-forward can be applied to the reference differential basis d and dn as

O*(dx) =

ey = Pgp s O L (v, 0w
d7*(d¢) = 6d+ad |j|(8d 6‘d)
s an an 1 dy 87
¢ *(dn) = o —dz + 8ydy |j| ( —dz + 8§d )

When looking at 2-forms, the metric is involved. For example,

_(Org O Oy \ _ (2 0y _ Oy _
dx/\dy—(agdﬁ—}— ) <6€d§+ >_(a§an ana£>d§Adn—ljd§Adn-

Another important consequence of using the mapping is that the solution is represented on the quadrature
points present in the reference domain, which are labels for points in the physical domain. Transfinite mappings
(mentioned in [31, 32]) from the reference domain are used when arbitrary domains are involved for such calcu-
lations.

3.4. Minimisation problems

One of the important steps in using forms to develop a numerical method is to arrive at a weak formulation that
can be solved. An example would be the Galerkin method, where any partial differential equation is multiplied
by a test function, and integrated over the domain. To introduce the boundary conditions, integration by parts
is introduced [7, p. 1-3]. In our case, a different formulation is used, which will result in a weak-form. This
involves a (constrained) minimisation problem, where the minimum of a given functional is sought after. The
solution is constrained beforehand by the essential boundary conditions on the variables. Variations, or calculus of
variations is used for this minimisation. On taking variations of the problem formulations, the weak formulations
are obtained [38, p.75-77]. If the exact solution and the variations are smooth enough, the weak formulation
leads to the partial differential equations to solve, which can be done by adding explicitly additional boundary
conditions, called natural boundary conditions.

Let us understand the procedure to derive weak forms

3.4.1. Getting to the weak forms

The goal, when starting from the minimisation problem is to get a resulting set of equations that will lead to a
symmetric matrix to be solved. It is possible to write the Poisson problem, as well as the linear elasticity problem
in this manner. This is because all of these can be written in terms of energy in the system, and the energy can be
minimised. Let us take the Poisson problem as an example. With q = Vp, the energy in the system is written as

5(p)=/9<;lql2—pf) dfzz/Q (;|Vp|2—pf) Q.

The pressure p is prescribed as 0 at the boundaries. The minimum energy can be found using variations of
the problem. Considering a small change « in the direction p, the derivative of the energy is taken with respect
to this «, and set to zero. Thus,

d€(p + ap)
da

0= o,

do

:/ d{3|Vp+aVp]> — f(p+ap)}
a=0 Q

a=0

- /ﬂ {; (2Vp- (Vp+ aVp)) —ﬁf} dqQ,

- /Q (V5 V) — pfdo,
= (Vﬁ7 VP)Q - (f)a f)Q ;
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where « is set to zero and the inner product is written down. This is how the variation with respect to p is
taken in the problem.
Since p = 0 at the boundaries, on integrating by parts,

(Vp, Vp)gz - (P f)gz =—(p V- (VP))Q — (P, f)sz =0.

Because the choice for function p is arbitrary, the result is the Poisson equation

V- (Vp)=-Ap= /.

Additional constraints can also be introduced to the problem. This procedure, called constrained minimisation,
involves the use of one or more Lagrange multipliers. Using A as another Lagrange multiplier, the functional to
be minimised becomes

ean - [ (;qP) a+ [ () an

Here, £(q) = V- q — f is a linear operator. Applying minimisation to such formulations will lead to a mixed
formulation. In such cases if a physical constraint is enforced by a Lagrange multiplier, the Lagrange multiplier
itself will also have a physical meaning. In this example, when you take the variational derivative with respect
to g, the resulting equation is

oz/ |(1||q\dQ+//\V-(1dQ.
Q Q

If you use integration by parts, and the fact that p = 0 at the boundaries,

0= / qqdQ — / Y}
Q Q

With an arbitrary q, the equation reduces to

q—VA=0

Since it is known that ¢ = Vp, it can be seen that the Lagrange multiplier A is nothing but p. This shows
that it has a physical meaning. For a deeper discussion of various properties of unconstrained and constrained
optimisation problems derived using the Galerkin method, one can check out [6].

3.4.2. The inner product
Weak-form based solutions cannot be formulated, unless the inner product is defined in terms of the exterior
product and a Hodge operator [34]. The inner product on forms on the same oriented manifold is always metric
dependent.

For two k-forms a(®) and b(*) associated to the same geometry, the inner product is defined as [39, 48]

(aw)’b(k)) :/a(k)/\*b(k).
Q Q

The inner product is a bilinear form, mapping two differential forms to a scalar. This is symmetric and results
in a symmetric mass matrix. In cases where the two forms are in dual spaces to one another, the inner product
becomes metric-free, since the wedge product between two forms in the same space will be metric free [27].

Another property of the inner product is that

(cz(k_l),d*b(k))Q = (da(k_l),b(k)) - /69 tr (a(k_l)) Atr (b(k)> .

where d* = (—1)"(*+1D+1 & dx [48] is the co-differential operator and d is the exterior derivative. This
property is similar to the Green’s formula [5] and integration by parts [39].
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3.5. Error Computation

In this report there are many instances where it is beneficial to look at by how much the point-wise evaluation of
the solution in contour plots differ from the exact solution at these points. Thus, these errors are computed using
several different kinds of norms. This measurement also helps to quantitatively determine how the convergence
of different formulations.

3.5.1. Norms

The most commonly used norm is the L2-error norm, which for a scalar (here p) is given by

lepll 120y = \//Q (p°= (2, y) — ph(z,y))” dO, (3.3)

Since x(&, 1) and y(&, n) are functions of £ and 7 (i.e. the reference coordinates), especially since the point-
wise evaluations happen at the points when (&, 1) is mapped on to its respective physical coordinates, it is better
to write the norm in terms of £, ny instead of x, y. Thus,

lepllp2) = \//Q (0 (2(&,m), y(&,m)) — (€, m))* dQ.

Note that the reconstructed solution is already in represented at the reference coordinates. Further, the integral
can be simplified using Gaussian quadrature as

lepll ey = S 3 (07 (@) y(Erne)) — P (6 ) (det T (&5, 115)) wy w. (34)

where w, and w are the integration weights for the quadrature. Additionally, the function det 7 enters as
the integration weights operate in the reference domain, while the actual integration needs to take place in the
physical domain (where the error is calculated).

For a vector (here the flux q), which is represented as a 1-form on the grid, the Pythagorean sum of the errors
of both representative components should be taken. That is

||€q||iz(9) = HG%HQL?(Q) + ||6fIy||iZ(Q) )

when in R2. For the stress tensor,

2

L2(Q

2 2 2 2
) = ||60m||L2(Q) + ||€Uyy L2(Q) + HEC’M/ L2(Q) + HEUWHL2(Q) :
Apart from the L?-norm, the L can additionally be used to identify or rule out the presence of local (large)

oscillations in the solution. This norm is defined as

lepll oo (0 = max [P (2(&r, ms), y(&rsms)) = P" (&) 3.5)

This error emphasises the cases where a single point has a high error, which would be weighted out in the case
of an L?-norm. This is especially useful when proving that the error for topological relations is indeed exact.

3.5.2. Convergence
The interpolation error can be expressed as

¢ = Cho? (3.6)

where C and « are positive non-zero constants, 0 < a < 1. On increasing the polynomial degree p, there is
an expected exponential decrease in the error, which should be easy to see in a plot with a linear scale for p but
a logarithmic scale for the error. On increasing the number of elements the convergence will be of the order of
ap, as h is the inverse of the mesh width. A graph where both the error and the mesh width are in the logarithmic
scale shows optimal convergence, which shows a straight line with slope p. The constant C' only determines the
height of the line in this plot, which is influenced by the quality of the mesh.
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It is valuable to compare the error of the solution to the interpolation error. This indirectly indicates sub-
optimal performance, for example, o < a,p: < 1. This interpolation error, with the exact solution projected on

the mesh denoted by (f egﬁ)h, is computed with

2

lezlzaio) = /Q () = (1) (2,9)) " de 3.7

3.6. Grid construction
With the reference domain and physical domain already defined, there is a need to map the points on the reference
domain to ones on the physical domain. Thus, grid generation on the physical domain is very important, which
is also used to generate the components of the Jacobian, as seen in section 3.7.

As a simplification and to convert (£, ) from [—1, 1] X [—1, 1] to [0, 1] X [0, 1], another mapping is introduced,

1+¢ 1+n
§=—, t=——.
2 2
The idea behind grid construction is that the physical boundaries are known. Keeping this in mind, the first
step would be to write down the coordinates of each physical boundary as a function of the boundaries in the
reference domain. For instance, if the ”bottom” boundary is denoted by (x, ys), then these coordinates should
be written as a function of the variable coordinate in the bottom boundary of the reference domain, which is s.

That is

xp = op(8), yp = Yn(s).

Similarly, if (z, y¢), (21, y1) and (z,, y,-) denote the ’top”, “left” and right” boundaries respectively, then

xp = 34(8), Y = ye(s),
x; = 2(t), y = uy(t),
x, =z (1), yr = yr(2).

Keep in mind that the corners should also be at the same position, regardless of which boundary function you
are using. This means that there are several consistency conditions which need to be kept in mind, which are

w(s = 1) = 2yt = 1), (s = 1) = ye(t = 1),
ze(s =0) =zt = 1), ye(s =0) =yt =1),
zp(s =1) =2,(t=0), y(s =1) = y.(t =0),
xp(s =0) = z;(t = 0), y(s =0) =y, (t=0).

With this in mind, the grid can be generated for the physical domain as [31, 32]

x(s,t) =(1 = t)ap(s) + tay(s) + (1 — s)xe(t) + sz, (t)

—[stxe(1) + s(1 — t)ap(1) + (1 — )z (0) + (1 — s)(1 — t)ap(0)],
y(s,t) = (1 = )yp(s) + tye(s) + (1 — )y (t) + syr(t)

—[stys(1) + s(1 —)yp(1) + t(1 — 8)ye(0) + (1 — $)(1 — )y (0)] .

This is how the grid is generated for values of (s, t) (and thus (§,7)).

In order to separate the domain into several elements, the first step is to generate a low-resolution grid, which
corresponds to how many elements are needed in both dimensions. These would become the boundaries of the
respective elements. Then, it is only needed to generate the grid for every element assuming that it is a physical
domain on its own, with the boundaries of this physical domain being the boundaries of the element in question.
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3.7. Components of Jacobian

One of the important parts of the formulations where the physical domain is mapped onto the reference domain
is to determine the components of the Jacobian between the two domains, given by

9z Oz

o€ 0
j: dgg; 3Z .

o€ on

It is necessary to calculate these components for any arbitrary physical domain, to map it into the physical
domain (for example, when prescribing the boundary conditions), as well as to map it back from the reference
domain to the physical domain (when reconstructing results for example). This is especially a problem when
meshes are constructed as they are in Chapter 5-Chapter 8.

For example, usually, the boundaries of the physical domain are prescribed as functions of (£, 1) at the bound-
aries, along with the values at the corners of the (reference) domain. Transfinite mappings are used to construct
the interior points of the domain. While the functions at the boundaries are available, the components of the
Jacobian can be analytically calculated at the boundaries. However, the interior of the domain also needs good
approximations of these components.

There is an easy way to compute these when the physical coordinates are known, using the primal basis
functions mentioned in subsection 3.2.2. Let us assume that there are N, number of points on the mesh in each
direction in the reference domain. This will translate to the physical domain containing (N, )? points which
are mapped onto the nodes in the reference domain. If the  and y coordinates are determined using transfinite
mappings, then you can also write

N, Ny
T = Z Zx(gra ns)hr (§)hs(n),
]\:1: ]\(;7/

Y= Zzy(grans)hr(g)hs(n)>

This is just another way to write the coordinates, as the property of the primal basis function is that h,.(£) is
zero at all other nodes except when & = &,., and similarly for /(7). Note that this representation will generate a
polynomial representation of  and y. In general, this generates an error in the representation, but as long as N,
and N, are high enough values that the error is of the order of machine precision, then this representation can
be used. Even for a circular boundary, the idea is the number of nodes is chosen such that the boundary can be
represented as a polynomial using primal bases.

With this approximation for the physical coordinates, the primal edge functions can be used to compute the
components of the Jacobian, as

—1 Ny
%z Z Z 2(Erp1,ms) — (& ms)) €0 (E)hs(n),

%i - Z Z §r777€+1 (57“7778)) hr(f)@s(ﬁ)a

_1N

%Z - Z Z £r+1,7)s *y(frﬂls))er(f)hs(n)’

N, Ny—l

gz_zz Y(Ersmes1) = Y1) by (E)es().

These operations can accomplished using incidence matrices, one for the derivative with respect to £, and one
for the derivative with respect to 7. If the physical coordinates are written as a vector in z-lexicographic order,
then the components of the matrices for IV, = 4 is
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-1 1 0 0 0 0 0 0 0 0 0 0 O 0 0 O

O -1 1 0 O 0 0 0 0 0 0O 0 0 0 0 O

0 0 -1 1 0 0 0O 0 0 0 0 0 0 0 0 O

0 0 0O 0 -1 1 0 0 0 0 0 0 0 0 0 0

0 0 o o0 0 -1 1 0 O 0 0 0 0 0 0 0

E 0 0 0O 0 0 0O -1 1 o0 0 0 0 0 0 0 0

¢ 0 0 0O 0 0 0 0O 0 -1 1 0 0 0 0 0 0]’

0 0 0 0 0 0 o o 0 -1 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0O -1 1 0 0 0 0

0 0 0 0 O 0 0 0 0O 0 0O 0 -1 1 0 0

0 0 0 0 O 0 0O 0 0 0 o o 0 -1 1 o0

| 0 0 0 0 O 0 0 0 0 0 0 0 0 0 -1 1|
and
[ -1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0]

0 -1 0 0 0 1 0 0 0 0 0 0 0 0 0 O

0 0 -1 0 0 0 1 0 0 0 0 0O 0 0 0 O

0 0 0 -1 0 0 0 1 0 0 0 0 0 0 0 O

0 0 0 0o -1 0 0 0 1 0 0 0O 0 0 0 O

E — 0 0 0 0 0 -1 0 0 0 1 0 0O 0 0 0 O
m 0 0 0 0 0 0O -1 0 0 0 1 0O 0 0 0 O
0 0 0 0 0 0 0 -1 0 0 0 1 0 0 0 O

0 0 0 0 0 0 0 0O -1 0 0 0O 1 0 0 0

0 0 0 0 0 0 0 0 0 -1 0 0O 01 00

0 0 0 0 0 0 0 0 0 0O -1 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 1

For all further applications, IV, = N, = 50 is used to make the mesh on the reference domain, which should
also make the interpolation error up to machine precision for the domains being used in this thesis.

3.8. Mixed formulation

This thesis involves the use of mixed basis functions. These are a combination of primal basis functions in one
direction, along with other dual functions, when you consider primal basis in 1-dimension. For example, one of
the formulations that is used is

N+1 N+1
Teo = Y > (0ea)ij hi€) €j(n) ,
i=1 j=1
v X
Tr]a: = ZZ(UnI)ij el(f) h;(ﬂ) )
i=1 j=1
where
-1 —
k(ny) = halny) (M) () = ex(ny) (MV)

These expressions denote how the dual basis are constructed in 1-dimension. The tensor product can be used
to construct the mixed basis, using either the nodal or edge functions which can be either primal or dual. However,
do note that the dual of the tensor product of basis functions need not be equal to the tensor product of the dual
functions. This means that

hi(z)e}(y) # ei(@)h;(y).
The equality is only valid when an orthogonal domain is used, and is thus necessary to convert all quantities
into &, i) coordinates using the mapping. Thus,

hi(€)€(n) = €i(§)h;(n).
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3.9. Summary

By defining the generation of grids, calculating the components of the Jacobian, how to project continuous quan-
tities and writing down the discrete exterior derivative for an example, as well as defining the basis functions,
and the notion of inner product, it is possible to construct the matrices required for the mimetic spectral element
method. The mapping helps to translate these quantities in the reference domain to those in the physical domain
and vice versa. The notion of the error and how to calculate it is now known too, allowing a quantitative analysis
of the results. With this, implementations can be tested.






Unsteady Linear Elasticity

The first step towards using the Mimetic Spectral element method for Fluid-Structure Interaction problems in-
volves the use of the mimetic spectral element method for unsteady solid problems. So far, the hybrid version
of the mimetic spectral element method behaved great when there is an orthogonal domain involved, when both
linear momentum and angular momentum are conserved. A natural extension to this would be to look at how
this is affected when an unsteady problem (where an additional unsteady force in the equilibrium of forces) is
considered.

At least that was the intended goal. However, there are several problems encountered during implementation,
which are mentioned in Section 4.4. These issues will be looked at in subsequent chapters, so this chapter serves
as a motivation for further studies.

4.1. Representation of physical quantities

In order to have topological relations for the divergence of stress and gradient of the displacement (for example),
it is important to write down the relevant quantities in terms of vector-valued or covector-valued forms. Further,
if the covector- and vector-values are in the same coordinate system, then their duality pairing will nullify the
value part itself. With this representation, the goal is to make use of these identities to construct a Lagrangian
formulation.

4.1.1. Stress tensor

The stress tensor is represented as a covector-valued (n — 1)-form (in 2 dimensions, this is a 1-form), and it is
written down as a pseudo-form. The stress tensor is also written as 1-form in the time dimension. With this in
mind, the stress is represented as

g =dz ® (042dy — 0yedx) dt + dy ® (04ydy — 0y, dax) dt. 4.1)

Thus, the divergence of stress can be easily written down as

Vo= lare (2% 4 9%\ quay nat| + |y o (2222 + 970 qudy nat| |
= ox dy ox y

becomes a covector-valued 2-form (in general, n-form) in space, and the signs of the respective components
in the representation of the divergence is accurate. Also note that for this to hold, the covector-values themselves
should be invariant in that coordinate system, i.e. the gradient of the covector-values should be zero. With this
formulation where the covectors are basic 1-forms made out of coordinate bases, this criterion is satisfied.

4.1.2. Position

Position is defined as a vector-valued 0-form (0 form in time as well). It can be represented as

0 0
X=—3@X+—Y. 4.2
8x® +8y® (4.2)
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The idea to represent the position as a vector-valued quantity is so that whenever there is a duality pairing
between the displacement and the stress, it results in no contribution from the value part. This way, the form parts
are the only ones that take part in the calculations, which can be computed in the reference domain itself.

4.1.3. Rotation tensor
The rotation is defined as the antisymmetric part of the displacement gradient tensor. In order to easily represent
this quantity, it is easier to represent this in terms of scalar w, written as

w:w[(l) 01}, (4.3)

4.1.4. Momentum
The momentum is represented as a covector-valued n-form in space (2-form in this case), and as a O-form in time.
Thus,

¢ = (dz ® ¢ydzdy) + (dy ® ¢, dzdy) . (4.4

This definition enables the time derivative of momentum (which is the force) to have the same values and
forms as the divergence of stress, as

0¢ ¢y ¢y
ot (d ® 5 ddy/\dt)—i—(dy@ ET ——dxdy A dt

This is under the assumption that the covector-values themselves don’t change with time, which should hold
as they are based on the coordinate system.

4.2. Lagrangian formulation
The idea to solve the unsteady solid problem with the mimetic spectral element method begins with the Lagrangian
problem formulation. The idea is to minimise the Lagrangian formulation using variational calculus. This process
cannot be understated and ideally should be done in a way that the variational derivatives of the formulation
themselves denote conservation laws or constitutive equations.

With this in mind, the theoretical Lagrangian problem formulation can be written as

Jo, Jo @(owy — 0y)) dQdt

+ fo, Jo (X = Xo) O — 28 X0dg SV g 4+ (Y - Vs )a"’“f)dgdt
o, Jo (= X% =Y %) + (X = Xo) fu+ (Y = Yo) £, )0t
L(X7ng7¢;gapvxﬂaf): +thfQ % (C) )det

- fszt fsz §¢T%¢) dfudt
th faﬂ (X — Xo)pamnt (Y —Yo)poyyn,) dl'de
+fQ fBQ Jy:C PNy + Y(O’my)pnz) dI'dt
- fQ ¢1X0 + (byYO) ds2
4.5)

Note that the symbols represent the quantities already defined in Section 4.1. Also note that (o, ) p indicates
the prescribed value of the quantity, in this case o,, at the relevant boundaries. This sign convention will be
used to denote the values prescribed at the boundaries in the following chapters.

Further, € denotes the physical domain for the problem, while €2; denotes the time interval considered. X is
the initial position and f is the body force. p and C indicate the density and the compliance tensor for the material
respectively. a

Now, let us look at what the variational derivatives (and thus the equations involving the unknowns in this
formulation) shape up to be.

4.2.1. Constitutive relation
The variational derivative of the Lagrangian formulation with respect to g, when equated to zero, reduces to
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Jo, Jo @(Ty — 73r)) dO2dt B
+ Jo Jo (X = X0) 2 — Q0G0 QNG (v - Yo) e )ddt — B, (46)
+Ja, Jo QT (Qg> dde

where

B, = / % (X = Xo) pogana + (Y — Yo) poyyn,) dl'dt. @.7)
o, Joa

This boundary term shows the displacement (with respect to the initial position Xy) that is being prescribed
at the normal boundaries. Using integration by parts on this boundary term, the relation can be reduced to

Ja, Jo W(omy — 7y2)) dQdt
I(X—Xo) — (X —Xo) — (Y —-Yy) — I(Y—-Yy) —
t+ fo, Jo (= 252G, - A X SN0 5 %%y)dgdt _o.

y Ox Ty T
o o (2" o)t

With g being arbitrary, the resulting relation can be written down as

CjU:%{V(X—Xo)‘FV(X—Xo)T},

because

w:%[V(X—Xo)—V(X—Xo)T}.

This is the relation used in Hooke’s law for linear elastic solids. This is the way the constitutive law for the
material is enforced.

In this study (and all further studies in this document), the compliance tensor C for an isotropic material is
used.

(X —X
Cllgzx + Cl4gyy = %
(X — X
C'220-yw = (ayO) +w
_ oY —Yp)
CBSme - O
Y — Y,
C4lgxx + C1440'yy = ((9y0)7
where
1
Cll = C44 = E
14
Cru=Cyn = 5
1+v
Coy = C33 = 5

with v being Poisson’s ratio of the material and F being Young’s modulus of elasticity.

4.2.2. Conservation of linear momentum
If you take the variational derivative with respect to X and equate it to zero,

Y 00za X v 90yy
Jou Jo (X% = 980y, — oy + V2520 )t
o, Jo (= X% = V%) + X1, + ¥, )doat

= —Bx, (4.8)
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with

By = / j{ ()?(ny)Pny + ?(Uwy)in) drdt. (4.9)
Q JOQ

Using integration by parts on the boundary term results in

Jo Jo (X% + X% 4 7220 4 7200 ) a0t

~ ~ ~ ~ =0.
 Jo Jo (= X% = V%) + X £, + ¥ £, )doat

With the assumption that this should hold for arbitrary X and }7, the resulting equations are

003y  00yy Oy

Ox dy ot

004y O0yy % B
ar Ty ot 0

+f1:O

which is the conservation of linear momentum for a body undergoing unsteady motion.

4.2.3. Conservation of angular momentum

Taking the variational derivative with respect to w, and equating the remaining terms in the Lagrangian formula-
tion to zero,

/Q /Q (@(0ay — 0ya)) dQE =0 (4.10)

Assuming that this holds for arbitrary &, then

Opy — Oyz =0
This equation, if linear momentum is conserved exactly, should also conserve angular momentum exactly.

4.2.4. Momentum-velocity correlation

Taking the variational derivative with respect to ¢, and equating the remaining terms in the Lagrangian formula-
tion to zero,

Jo Jo (= X %= = v 222 )d0dr - [, [, (@' Lo)dodt = -7, @.11)

Ty = /Q (Zp}xo + q?;yo) o 4.12)

Using integration by parts, this equation can be simplified into

Jo, Ja (%%‘%Z + %—’{@)dadt — Jor Jo (E&T%qb)dgdt _0

Assuming that % is arbitrary, then the equation can be reduced to

ox 1
ay 1
ot E%

This equation shows the relation between velocity and momentum. This can be considered another constitu-
tive relation used in this formulation.
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4.3. Spectral bases

As part of the spectral element method, the idea is to discretise the quantities in terms of spectral bases. The
availability of the dual polynomials is beneficial, as the dual quantities can be directly represented using its dual
polynomial representation. With this in mind, the stress components are written as

2

1

N+1N+
ZEDID
i=1

1

t

(0az)iji hi(z) €5(y) ex(t),
1

b
I

M) =
H'Mz <
= M=

Oyz = (oye)iji ei(x) I (y) ex(t),
=1 j=1
N N

Ty = > (0uy)ij Wi(@) e;(y) ex(t),
i=1j=1k=1
N+1N+1 N

=2 Z Ty )ik €i(x) hi(y) ex(t).

s
,_n
h
,_.

k=1

Using these bases, the conservation of linear momentum can be written as

0oms | Ooys  Lim
Ox Oy ¥ N
2

i=1
1

N

Z +1 (U:cx)i+1,j,k — (0z)ijk ) €i(w)
N+1 t

Zj:l k=1 (Oya)igk — (Oya)ij—1k ) €i(z) €

005y 00y,

(

(
N+
=1 Z] 1 Z 1 ((Oay)igpe = (Oay)i-1,5k ) €i(x) €;(y) ex(t) +

- N+
Oz % Z =1 Z] 1 Z 1 {(oyy)igrie = (oyy)ige ) €5(@) € (y)
including the boundary conditions (0yz);,0,x and (oyz ), n+1,% for the equation along x, and (044 )o,;,%x and

(0wy)N+1,5,k Tor the equation along y. Thus, these equations ensure that the derivatives of the stress components
in the z- and y-directions can be represented by the same bases.

The displacements act as the Lagrange multiplier for these equations. Hence, it makes sense to write them as
the dual to the basis function used to write the divergence of stresses. This means that

N N+1 N

X-—X,= Z Z Z Jijk — (Xo)ijk) ei(x)e](y) hy(t)

i=1 j=1 k=1

Y -Y = Z , (V)ije = (Yo)ijk) €i(@)e;(y) hy(t)

The time-derivative of momentum should have the same basis as the divergence of the stresses. Thus, it can
be written as
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X3
t=At ¢2\

To the next iteration
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Figure 4.1: Figure showing the time stepping method for N; = 2, and the initial conditions along with the unknowns

(-1,1) (1,1)
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Figure 4.2: The reference domain

Something important that has to be noted is that the momentum is defined in Ny + 1 levels, while the posi-
tion/displacement is defined only at [V; levels. That is because the spectral bases are used to expand the position
unknowns at those time levels. The initial displacement is provided as a projection in the time direction at all
points in the domain. A pictorial representation for /V; = 2 is seen in Figure 4.1.

The idea is to construct the polynomials using nodes constructed in a square domain, using Gauss-Lobatto
nodes. This is called as the reference domain, and all the incidence matrices used in the formulation are a result
of the properties of the Lagrange polynomials which are constructed in this domain. This domain is shown in
Figure 4.2.

The values of momentum at £ = 1 are also known and is provided as an initial condition. Since there are
N; + 1 equations where momentum acts as the Lagrange multiplier and [V, equations where the position acts as
the Lagrange multiplier, while the unknowns for momentum are in N, time levels, the extra equation produces
the positions for another time level, which are the positions when projected on to the time step.

With this information in hand, a system can be written to find the unknown degrees of freedom

M, EI 0 RI ol —gh
h _fh _gh _ih
E; 0 Eg O Xh _ f g}f( iy (4.13)
0 E¢ M¢ 0 ¢ —1Iy
R, 0 0 0 wh 0

Here, the terms g% and g” indicate the boundary conditions, which are values of shear stresses and the normal
displacements from the initial positions respectively. ig and i indicate the initial conditions for the momentum
and the position respectively. f* indicates the contribution from the forcing function.
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Figure 4.4: Approximate locations of degrees of freedom for X and Y before and after deformation, for N = 2

4.4. Results

This formulation was tested against a Cantilever beam, undergoing alternating shear stress as shown in Figure 4.3,
with F(t) = Asinw ¢t, with F; and F), indicating the normal and shear tractions at every surface of the beam.
There is no forcing assumed, and the initial displacement and momentum are assumed to be zero. However, the
result was that the problem would diverge no matter how stiff the parameters (with high E and low A), were after
one iteration/time-step.

The problem was that the formulation uses basis functions constructed in the reference domain, while the de-
formation happens in the physical domain. As long as the mapping between the reference domain and the physical
domain is orthogonal, that is when the z-coordinate of a particle depends only on the & value of the correspond-
ing particle’s representation in the reference domain (similarly with y-coordinate and ), this formulation can be
applied, and these expansions for the reconstructed functions hold. However, upon deformation, the reference
domain remains the same, while the physical domain changes. This means that the particle’s x-coordinate cannot
be limited to be a function of only £, and similarly for the y-coordinate and 7.

What this entails is that incidence matrices written here will no longer be calculating the gradients in the
physical domain but in the reference domain. This means that the expansions written down will not represent
the physical laws. For example, instead of calculating the divergence of the stress (in the z-direction) in the
physical domain, the incidence matrix will instead be calculating 632“ + 6;’—7”7* This leads to the system blowing
up after a few iterations. Another problem that arises out of this is that angular momentum is automatically not
conserved, because linear momentum is not conserved. Symmetry of stress tensor ensures the conservation of
angular momentum if and only if linear momentum is conserved. To illustrate this, how the degrees of freedom
for X and Y look before and after (an arbitrary) deformation is shown in Figure 4.4. Ideally, the degrees of
freedom should lie on the dashed lines, like how they are before deformation.

Another perspective to this problem can be represented using the idea of the mimetic methods themselves. If
you look at how o, is defined, it is the value of the traction in the x-direction when the surface under observa-
tion has a normal in the x-direction, and similarly o, is the traction in the x-direction when the surface under
observation has a normal in the y-direction. Thus, only when the geometry is a rectangle can o, and oy, can
be associated to the horizontal and vertical boundaries respectively, such that algebraic topology will allow us to
calculate the net flux through the enclosed geometry, which will be the integrated force in the x-direction. When
the geometry is deformed however, the normal at the horizontal boundaries may no longer be in the z-direction,
thus it cannot denote o, anymore. This is why this formulation with these values cannot be used anymore.

In order to further analyse this, there needs to be further analyses on how the constitutive equations need to
be solved on a skewed domain. Once angular momentum is conserved in such a domain, this problem can be
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solved later.

4.5. Summary

In this section, there is an attempt to take the mimetic spectral element method towards solving fluid-structure
interaction problems by trying out a formulation for unsteady linear elastic solids. Here, the stress and position
are used as covector- and vector-valued quantities respectively to create a duality pairing. A Lagrangian problem
formulation is constructed in such a way that variational derivatives of the variables result in two constitutive
relations, one which relates the stress tensor with the strain tensor (Hooke’s law) and another to relate momentum
with velocity, and two conservation laws for linear momentum and angular momentum respectively. For this
formulation, the conservation of linear momentum is constructed to be topological (including the rate of change
of momentum), and for point-wise conservation of angular momentum, the symmetry of the Cauchy stress tensor
is enforced which will conserve angular momentum in combination with the equilibrium of forces. To perform
computations, the spectral bases are constructed using Lagrange polynomials on the reference domain, which
itself is constructed using Gauss-Lobatto nodes. Using this method, the results show that for the first timestep,
the results are as expected. But the solution diverges as soon as there is deformation in the domain when the
physical domain is not orthogonal anymore. This is attributed to how the basis for the problem is constructed
in the reference domain, and implicitly assumes that for this formulation to work the relationship between the
coordinates in the reference domain and the physical (cartesian) coordinates is diagonal, i.e. = depends on £ and
y depends on 7 only. Thus, it is concluded that the constitutive equations, as well as the quantities themselves
need to be transformed into the reference domain first, before attempting to perform computations. This needs to
be tested especially for skewed domains.



Poisson problem

The failure to successfully use mimetic spectral elements to write down the unsteady linear elasticity problem
meant that we had to focus on how we could solve a steady linear elasticity problem for a skewed domain. This
prompted us to look at a simpler problem.

The linear elasticity problem can be written down as two Poisson equations in two linearly independent di-
rections, with a constraint of angular momentum conservation enforced between them. Thus, it was decided that
we would look for a formulation for the Poisson problem that could also be extended to a linear elasticity in a
similar way but would also produce optimal convergence for a skewed domain.

5.1. Introduction

The Poisson problem has been one of the basic numerical test cases for a long time. It has always been customary
to use other weak formulation approaches to solve the Poisson problem. One of the popular approaches is to use
the gradient of pressure in weak formulations. This can be given by

where p is the test function. Another formulation for the Poisson problem is using constrained minimisation,
with another Lagrange multiplier A, where the problem formulation is written as

1
E(q,)\):/ 5|q|2dQ+/ AL(q)dQ2.
Q Q

where AL(q) = V - q — f. As you can see this has the divergence of velocity in the formulation. These have
already been mentioned in Section 3.4.1.

A novel formulation is proposed, with part of the derivatives on p and the other half of the derivatives on
q. The idea is to make this formulation similar to what is planned for linear elasticity formulations, and this is
why the velocities are written down in a mixed basis (with both primal and dual bases). Additionally, how the
hybridisation works when the Poisson problem is formulated this way is an object of curiosity.

5.1.1. Defining the problem
Here, the Poisson problem is looked at, with the pressure being the scalar quantity while the velocity q is the
vector quantity. With this in mind, the problem can be formulated as

Jp
Uw—%—o,

dp
UU—%:O,
Ougy | Ouy
o Tay

43
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These equations show the problem that is being solved in the physical domain. These are further transformed
into the reference domain so that the quantities can be solved in the reference domain. After all computations are
made in the reference domain, it can be transformed back into the physical domain.

5.2. Components in the reference domain

In this section, we will deal with how the components of the quantities are represented in the reference domain.
This will help to map the quantities into the reference domain and back, as well as apply the boundary conditions
to the problem.

5.2.1. Reference domain
In this scenario, the reference domain is chosen to be [—1, 1] X [—1, 1] 2-dimensional square, with the independent
dimensions being & and 7, as shown in Figure 4.2.

This is ideal because the Gauss-Lobatto points which are used to construct the spectral bases lie in this domain.

5.2.2. Velocity
The velocity is described as a (scalar-valued) 1-form.
q = uzdy — uydz. 5.1
When fully transformed into the reference domain, this would look like

q = ugdn — uyd§. (5.2)
Thus, we can convert between the two domains as

wp = w20 0, %

T an naya
on 23

uy*fUE%Jrun%,

and

we = w2 — 0, 2%
Y oz

Uy = 1L7«a§+uya—£

Using these transformations, the velocities in the physical space can be converted into their respective veloc-
ities in the reference domain.

5.2.3. Pressure
The pressure is written down as a scalar O-form. Thus, it does not change whether it is represented in the reference
domain or in the physical domain.

p=p. (5.3)
5.2.4. Body force
The body force/ forcing function is described as a 2-form. Thus, in the physical domain
f= fdx Ady, 5.4)
while in the reference domain, it is seen as
f=f'déAdn. (5.5)
Thus, we can convert between the two domains as
/
= (de{ J)’
f=f(detT).
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5.3. Equations in the reference domain

In this section, the equations in the physical domain are translated into equivalent equations in the reference
domain. By doing this, the resulting equations should be such that the solution obtained using the equations in
the reference domain should be analogous to how the solution would be had the equations from the physical
domain been used.

5.3.1. Velocity-pressure relation
The velocity is written as the gradient of the pressure. In the physical space, this is written as

0P
xr — ax7
Jp

Uy == 67y.

However, these relations change when you consider the reference domain. For example, the components of
the gradient in the reference coordinates can be obtained, not those in the physical coordinates. And the velocities
themselves are represented in a different way in the reference domain.

The components of the gradient in the reference domain can be written as

Op Opdx  Opdy
96 O dE T Iy oL’
Op Opdxr  Opdy
o oxdn " dyon

op_ 0w oy
o Tog  Yog’
dp ox oy

)
{Ch 012][1‘5]_ g%)
Cy O Un affz ’

Thus,

(5.6)

where

, 1 [0zdx 0Oyody]
M detg |06 08 dE 9]’

o L [pror oyoy
127 detg |ono¢ " anog]’

, 1 [0x0x 0Oyody]
C'21 =T 1 aca. T aca. |

detJ |06 On  0O& On|

o 1 [oeor oyoy]
27 detJ |Onon " onon|

These equations can be used for assigning values to the matrices associated with the velocity mass matrix.

5.3.2. Divergence equation
In the physical coordinates, this equation can be written as

Oug ~ Ouy B
ox oy =
Therefore,
Duc 06 Ouon | Ou 0 owon
9 or onow acay apay T
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Oug @g_@% 6u5 omon  onon 6u,7 74_% 8un _@g+anag +F=0
o6 \Oyodx Ox ay E)n dy Ox xay Ox 0y Oy ox N

Therefore,

Bug Bu,,

T +f=0. (5.7)

This shows that the divergence is invariant under transformation if the coordinate basis vectors are used. This
is also the main reason to use coordinate basis vectors, other basis vectors may not result in the same expression
for the divergence.

5.4. Lagrangian formulation
By converting the velocities and pressures to their respective components in the reference domain, the idea is to
solve these equations completely in the reference domain.

For this, the theoretical formulation (in the reference domain) can be written as

Iy (( Oug (’Tnuﬂ) +pf(detj))

£(wp.c)= + Ja (307 (C)u) a0 , (5:8)
B ﬂgasz ) pugngdl’
Jrﬂga(zp(un)PnndF

where u = [ug u,]”, and

C/ — [ Cil CZ/LQ :|
Cy Coy |7

whose values are mentioned in (5.6). Also, note that ) denotes the reference domain, and the boundary
integrals written down are at the boundaries of the reference domain, in the £- and 7- directions.

5.4.1. Velocity-Pressure relation
On taking the variational derivative of the functional with respect to u and equating it to 0, the functional reduces
to

Jo (P — Gy )a®
+ Jo (U (f (:)7)619

This is the formulation that is being solved for. To verify that this is indeed the correct relation, integration
by parts can be used to see that it leads to

= B.. (5.9)

fQ( 8—§u — g{;&;)dfl

+ /o (u (f (Q)!)dﬁ

Assuming that this holds for any arbitrary value of u, this will give the formulation derived in (5.6).
Important consideration is that

B, = j{A(p)pagngdr, (5.10)
oQ

where (p) p is the pressure prescribed at the horizontal boundaries in the reference domain. This boundary
integral makes sure that the correct constitutive relation is solved.
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5.4.2. Divergence equation
On taking the variational derivative of the functional with respect to p and equating it to 0, the functional reduces
to

_Oug  OF - )
/ (( a“; a—gun) +pf(detj))dQ: ~B,, (5.11)
where
B, = j{ D(uy) prgdl. (5.12)
o

With an arbitrary p and assuming this holds for any arbitrary domain, this equation is the same as the diffusion
equation in the reference domain in (5.7). This can be verified by including the boundary terms in the equation
and using integration by parts.

5.5. Spectral bases

In this section, the expansion of the quantities in the reference domain is shown. The overhead bar indicates that
they are reconstructed (using the spectral bases functions).

N+1N+1
Ug Z Z (ug)ij hi(€) e; (),
Ty =D > (un)is ei(€) h(m)

With these bases, one of the terms in the weak formulation for the diffusion equation is

N N+1

—JpZZ@mm4>)mww,

=1 j=1

The idea with this expansion is to make it topological, with p acting as the test function. This can be done by

making p dual to e;(€) €/;(n) . This results in pressure being expanded as

N+1

N
ﬁzz Uh/ 77)'

=1 j=1

<

Note that this expansion holds true as the expansion is in the reference domain, where the dual of the tensor
product will also be the tensor product of the dual.

With this the other term in the weak formulation for the diffusion equation — g—g u,, would also be topological.
This makes the diffusion equation a topological relation.

With these spectral bases, the system can be written to find the unknown degrees of freedom as

Mu ET h )
= G- ] 619

In this representation, let

u" = [(ug)" (uy)"]" . (5.14)

Making it easier to arrange the unknowns for the tensor and vector quantities. In addition, it should be easier
to construct matrices if the quantities are arranged in this order.



48 Chapter 5. Poisson problem

5.6. Incidence matrix

The divergence equation is designed to be topological in the computational (reference) domain. With this, the
matrix that needs to be made should not involve any terms other than &1 or 0.

With the degrees of freedom for velocity arranged as in (5.14), and if the degrees of freedom are arranged in
the z-lexicographic order, the components of E, (for N = 2) are given below.

1 -1 0 0 0 o0 O O O -1 0 0 O

o 1 -1 0 0 0 0O O O o0 -1 0 0

(Ey) = o 0 0 1 -1 0 0 0 O 1 0 -1 0
" o 0 0 0 1 -1 0 0 0 O 1 0 -1

o 0 o0 o0 o0 o0 1 -1 0 0 O 1 0

o 60 o0 0 0 o0 o0 1 -1 0 0 O 1

5.7. Mass matrix

The mass matrix is referred to the equations in this formulation where the velocity components themselves act as
the Lagrange multipliers.

Because there are 2 velocity components in the two-dimensional formulation, there are also 2 equations en-
forcing the constitutive relation. In general, the mass matrix can be written as [(ﬁh)TMguh] . To make it easier to
write it down, M, can be separated into two horizontal matrices, representing each of the constitutive equations,

as
_ | M
o= 1y |

Let us look at how the different components are computed.

5.7.1. Constitutive relation 1
This relation has g as the test function. For this constitutive relation, the integral that needs to be represented is

/ﬂg (C1q ug + Clguyy) dE A dn.

Let M, represent the first term in the integral. Writing down the bases for the components,

Nz+1Ny+1 NI 1 N;+1

[acciueaenan= [ 3 3 3 @Ok E 0o ¢ b ln) de N b
j=1 k=1 I=1

This means that

1

Nz N

Mll gkl — ZZC §r77’]s z(fr) 6;(775) hk:(gr) 6;(775) Wy Ws, (515)
r=1s=1
where w,. and w, are the integration weights associated with the nodes at &, and 7 using Gaussian quadrature,
and N, denotes the number of Gauss-Lobatto nodes used for quadrature.

Similarly,
Nz Na

(M12)ijkl = Z CZILQ (£T7 775) €; (fr) h; (773) hlc (gr) 62(775) Wy Ws, (516)

r=1s=1

where the components of C” are what were derived in (5.6).
Once these matrices are formed My = [My; M)

5.7.2. Constitutive relation 2
A similar method to the way the matrices are derived can be used to determine the matrices for the second consti-
tutive relation, with the test function being w,,. The expressions are given below.

Ny N

(M) 581 = Z Z O3 (&rsms) hi(r) 63- (ns) ex(&r) h;(ns) Wy Ws. (5.17)

r=1s=1
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N, N,

(Ma22) ijkl = Z Z C’22 (&rims) ei(&r) h (773) ex(§r) hf(ns) Wr Ws. (5.18)

r=1s=1

where the components of C” are what were derived in (5.6).
Then we get My = [My; Mys].
With these components, the mass matrix can be set up by vertically stacking M; and M respectively.

5.8. Boundary conditions

The boundary conditions can be enforced using a trick arising from the definition of the dual basis functions
themselves.

5.8.1. Pressures for velocity-pressure relation
The boundary condition for the constitutive relation with u¢ shall be considered first. When looking at the refer-
ence domain, the pressure at the left and right boundaries is prescribed.

On the boundary, the prescribed pressure is expanded as

N+1
/ fndﬁN/ZPPlhz

Using the dual polynomials, this integral can be reformulated as

N+1N+1 N+1

/(')QZZPP lhl d77 / Zp 57 d77 Pa,j-

j=1 1=1
where a = 0 or a = N + 1 depending on whether it is the left or the right boundary respectively.
Thus, the boundary condition becomes

N+1N+1 N+1N+1

/8 ppiignedl = / S5 @) En e mn = S Y (@), pay. (5.19)

=1 1=1 j=1 i=1

Note that the boundary conditions do not require the use of basis functions, and only require the degrees of
freedom, adding to the plus points of the method.

5.8.2. 'Vertical' velocity for diffusion equation
Considering the diffusion equation (where p acts as the test function) the vertical velocity (in the reference domain)
needs to be prescribed at the top and bottom boundaries.

This velocity component can be expanded as

/Q up” (&) d§ ~ /Zunpez

99 11

Using dual polynomials, this can be modified as

/mzzunpez E)h(£)de ~ /Zuemﬁnh’ (§)d€ = (un)j,a

j=11=1

where @ = 0 and a = N + 1 respectively for the bottom and top boundaries.
Thus, the boundary integral can be reformulated as

N N
/GQﬁ(un)PnndF:/aQZZ@lau (&,m) W(€)dE = ZZ@laun (5.20)

j=11=1 j=11=1

Again, these boundary conditions involve only the degrees of freedom and not the basis functions.

An important observation with the boundary condition is that the velocity at the boundary that needs to be
prescribed is the normal velocity to the top and bottom boundary, unlike the pressure boundary condition which
is just a scalar.
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5.8.3. Contributions from the forcing function
The forcing function needs to have the same basis as the derivatives of the velocities, i.e.

B

i=1

N+1

+

i(€)e(n)

1

<.
Il

Similar to the boundary conditions, the degrees of freedom for the body forces can be computed using property
of the dual basis functions.

N N+1

m—/zz Ji.gei()¢ (mM (€ u(n)de A dny

i=1 j=1

— / £ (2(E,m), y(€, m)) det T (5, ma iy (€) ha ()€ A .

Note that these transformations derived are the same ones mentioned in Section 5.2.

5.9. Hybridized system
In a hybridized system, the physical domain is subdivided into several elements. Then each of the elements is
treated as a separate problem on its own, with the physical domain being mapped to the reference domain and all
computations being performed in that domain. Then, each element will have its own mapping, which may not be
the same as the mapping associated to any other element.

In order to not overdefine the problem, the Lagrange multipliers at the internal boundaries of different elements
are used to constrain the values on neighbouring elements to be the same. This will result in a system matrix of

the form
A BT x" f"
[B OHH[O | (521)
Here A contains mass and incidence matrices of each element as mentioned in (5.13), with elements arranged
in (again) x-lexicographic order. This enables it to be ordered in a block-diagonal matrix.
B contains the relations which impose the desired continuity at the boundaries between elements when it does

not lie on the physical boundary of the entire domain. With this formulation, the relations used at the horizontal
boundaries are

EE'l:uNi‘r’

where [ and r indicate values at the left and right boundaries respectively, and at the vertical boundaries,

ﬁ ‘b = ﬁ |t7
where b and ¢ indicate values at the bottom and top boundaries respectively. This is shown in Figure 5.1, for
K,=K,=N=2.

5.10. Results

This formulation is tested against a manufactured solution. Here, the pressure is assumed to be

P (z,y) = sin(2rz) sin(27y),

Then, the velocities will be

°¥(x,y) = 2w cos(2mx) sin(27my),

T
ex
Y

g £

(z,y) = 27 sin(27wx) cos(27y).

With this, the derivatives of the velocities are
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Figure 5.1: Degrees of freedom of quantities for the hybrid formulation on the reference domain with K = Ky =2, N =2

exr
ous

ox

exr
8uy

dy

= —4n? sin(2mz) sin(27y),

= —4r? sin(2mz) sin(27y),

and the forcing function is
e (x,y) = —8n?sin(27x) sin(27y),

5.10.1. Domain

A trapezoid domain is chosen for this problem. The slope of the skewed edge (m) is chosen to be a variable, and
studies are conducted over multiple m, each of which results in a different domain. A sample domain with m = 2
is shown in Figure 5.2. Results with m = 2 are discussed in Section 5.10.2.

(0,1) L+ (1.5,1)
Yy
[ 0 v
€T ”;: i
3 Ny
(an) L,=1 (1a O)

Figure 5.2: Domain with m = 2
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Figure 5.3: The Meshes in the physical domain for two different scenarios

The points on this domain are mapped onto the points in the reference domain (Figure 4.2) using bilinear
transfinite mapping. The Gauss-Lobatto points on the reference domain are then mapped onto the physical domain.
When the domain is divided into several elements, the boundaries of the elements are first calculated using a
bilinear transfinite mapping, and using these maps the Gauss-Lobatto points are mapped onto the physical domain.
Note that the maps for each element can be different. These can be visualised in Figure 5.3. Note that K, and
K, used in the pictures indicate the number of elements used along the z- and y— directions respectively, and

this notation will be used in the subsequent chapters too.
On these domains, the pressure p®* is prescribed on the left and right boundary, and the velocity u;"* is

prescribed at the bottom and top boundary.

5.10.2. Observations and Conclusions
The aim of this formulation is to study how the Poisson problem would be transformed when you are mapping

the physical domain onto the reference domain, and performing your calculations there. Since this formulation is
new, containing both the pressure and a component of velocity as Lagrange multipliers, this study for a skewed
domain would be essential. In addition, like the previous studies, a mixed formulation is used, where the spectral
bases functions are a combination of both primal and dual basis functions. This helps to understand the intricacies
of the formulation and the limitations of the problem at hand. As mentioned before, linear elasticity is essentially
two Poisson problems coupled together using the conservation of angular momentum, which means that tackling
the Poisson problem for a skewed domain is the first step towards extending this theory to elasticity formulations.
With this in mind, let us look at the results. The results for u, as shown in Figure 5.4 look consistent for the
different number of elements and polynomial degree when compared to the exact solution. When comparing the
results for u, with u, in Figure 5.5, it can be seen that the results for u, have a higher resolution. This can be
understood y looking at the polynomial representation of each of these quantities. For example, since u, has a
higher contribution from u¢, which is represented on the reference domain using PNHLN+D) degrees of freedom,
the error in this quantity is much lesser than u, which has a major contribution from u,,, represented using PNN)
degrees of freedom. There is also an error associated at the boundaries of elements in u, and u,, because the
elements are continuous at the left and right boundaries in u¢, and not in the quantities in the physical space. The
polynomial degree of the solutions for u, and u, are not exactly PWHLN+L) and P(N-N) respectively. Both
their polynomial degrees are somewhere in between P(NV+1:N+1) and P(N-N) because ug is of the polynomial
degree PWVFLNFY while u,, is of polynomial degree PNV:N).
Looking at the results for p in Figure 5.6, it is consistent like u, and u,. Additionally, it is observed that p is
constrained to be continuous only at the top and bottom boundaries of the element, and thus the error in p is seen

at the left and right boundaries of the element. p has a degree of freedom of P(N:N+1),
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Figure 5.4: Results for u” in the physical domain

These discontinuities contribute to the numerical error of the system. However, the error

€lin = (‘;_U; + %1: — fdetJ,
shown in Figure 5.7 divergence equation is still a topological relation, with the error in the equation only due to
the projection of f. This means that the errors in u,, u, and p are due to the error in the constitutive relation,
which is where the error should be. But the errors in all quantities and equations do converge as expected, and
optimal convergence is seen with increasing number of elements (Figure 5.9). Figure 5.10 shows exponential
convergence with polynomial degree.
A similar trend can be seen for all these quantities for a different skewed domain in section B.1

5.11. Summary

In this section, a new formulation is tested for the Poisson equation. Here, the pressure (since it is a scalar) does not
change its representation, but the velocity is represented with its equivalent components in the reference domain.
The constitutive law and the divergence equation are rewritten in terms of these components, and the solution is
computed and compared to a reference manufactured solution. Once the results obtained from this formulation
have been converted back into the physical domain, the deviation from the exact solution is calculated. The error
shows convergence as expected, both on increasing polynomial degree and increase in number of elements.
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Figure 5.5: Results for v/ in the physical domain
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Original Lagrangian formulation

The Poisson problem was looked at with a new perspective. With success in maintaining the topological relation-
ship by using differential forms, the next step is to come back to linear elasticity and look at it using bundle-valued
forms in the reference domain. This idea is tested in this chapter.

6.1. Introduction
Compared to the Poisson problem, the linear elasticity problem essentially is a combination of two Poisson prob-
lems, which are coupled using the conservation of angular momentum (or the symmetry of the Cauchy stresses).
The goal is to still perform calculations on the reference domain, like in the previous chapter, by converting
all physical quantities into the reference domain. However, in this formulation, the idea is to not convert all parts
of the quantities into the reference domain. Since the incidence matrices used in the formulation result only in
the change of the form parts of quantities, it is sufficient to convert to form parts of quantities into their respective
reference-domain counterparts. A formulation that does this is explained in this chapter.

6.2. Components in the reference domain

In this section, we will deal with how the components of different quantities are represented in the reference
domain. This will help to map the quantities into the reference domain and back, as well as apply the boundary
conditions to the problem.

6.2.1. Reference domain

In this scenario, the reference domain is chosen to be [ — 1,1] x [ — 1,1] 2-dimensional square, with the
independent dimensions being £ and 7, the same one in Figure 4.2.
This is ideal because the Gauss-Lobatto points which are used to construct the spectral bases lie in this domain.

6.2.2. Stress

The stress is described as a covector-valued 1-form. In the physical domain, it is represented as

=dr® (amdy — Uywdx) +dy ® (awydy — Uyydx). (6.1)

IS}

In the reference domain, this would look like

g =dz @ (0e,dn — 0,5dE) + dy @ (0eydn — 04y dE). (6.2)

It should be noted that even in the reference domain, the covector value part is not converted to its counterparts
in the reference domain. That is, it is not converted into d§ and dn.

With these representations for the stress, we can convert between the two domains as

61
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where det 7 = (g%%z _ %%@Ej) and
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With the way the stress tensor is defined, the resulting traction force on a surface will always be represented in
the components of the physical coordinate system. This is helpful especially when the physical domain is severely
skewed, the location of the boundaries in the reference domain will still be easy to locate, and the resulting traction
can be imposed in the reference domain with the same directional components as in the physical domain.

6.2.3. Displacement
The displacement is described as a vector-valued 0-form, written as
0 0
U= —Qu+ — Q. 6.3
ox dy (63)

This representation ensures that the displacement does not need to be mapped from the reference domain to
the physical domain, or vice versa.

The reason for this representation stems from the fact that the goal of this method is to still make all compu-
tations in the reference domain. With the vector-valued part for the displacement and the covector-valued part
present in the components of the stress tensor, there is a duality pairing between the stress components and the
displacement components.

6.2.4. Rotation
The rotation is defined as the antisymmetric part of the displacement gradient. Thus, it is a second-order tensor.
It is described as a scalar-valued O-form. This means that it remains the same irrespective of the domain, similar
to the displacement.

w:w[ 0 1} (6.4)

6.2.5. Body force
The body force/ forcing function is described as a covector-valued 2-form. In the physical domain, this can be
written as

f=dzr® fydzdy + dy ® f,dzdy, (6.5)

while in the reference domain
f=dz® fidédn + dy ® fodédn. (6.6)

Thus, we can convert between the two domains as

fe=f1/detJ, J1=fzdetJ,
fy =f2/ detT, fo =f,detJ.

where det 7 = (3413%'/7 _ @@),and
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6.3. Equations in the reference domain

The aim of this section is to translate the equations which were already derived in the physical/cartesian domain
into the reference domain. By doing this, the result should be such that the solution obtained in the reference
domain should be analogous to how the solution would be had the equations been solved for in the physical
domain itself.

6.3.1. Constitutive law
For isotropic linear elastic materials, the compliance tensor can be described using only the elastic modulus F
and the Poisson’s ratio v. This means that the constitutive relations can be written as

1 v Ouy
B T BT By
(1 ;V)Uyz _ (’9512;” tw,
U+y) —_Ouy
E Ty a b
1 v Ouy

To convert this in the reference domain, we need to rewrite the stress components in the physical domain into
their respective counterparts in the reference domain. In addition, the derivatives can be rewritten as

o o0 o
ox  0xd¢  Oxon’
o _0 o

9y~ oy o oyon

Thus the equations become
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Eliminating %an from the first two equations, and multiplying the result with det 7, we get

[/ 92\2 2\ 2 v
oe [(32)° () + (30" (5] (&) +
du, By | owe|(B%)(H) + (B ()] (&) +
o¢ +w37§ - 0y Oz v 1 6.7
O¢y _a*ga*g(_ E) (det])+
Ony _%%(*%) (detlj)

Similarly, by eliminating 85? from the first two equations, and multiplying the result with det 7, we get

o | (36 50) (5) + (5¢50) ()| (@) +
o, oy _ | ow|(EE)H) + BRI () + o
o0 o0 T o[22 (- )] () +

Ony _%%( - %) (detlj)
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Eliminating 88“7;’ from the last two relations results in
Oc¢a %Z%z( - %) (detlj) +
Ouy B Oz _ Ona %%(_ %) (detlj) + 6.9)
06 06 oq (550 () + (B (B)] (atr) +
o (= 55 (5) + (- 35 (3)] (o)
Eliminating 8;; from the last two relations, we obtain
Oc¢x %%2( %) (detlj) +
Quy Oz _ ) Tne onon (~ )]+ (6.10)
OO o | (5e5) () + (3Ean) (8)| (@) +
Ony (%%‘;) (HTV) + (%%) (%) (ﬁ)

These equations can be used for assigning values to the matrices associated with the stress mass matrix, and
the mass matrix corresponding to the rotation tensor.

6.3.2. Conservation of linear momentum
The conservation of linear momentum for a steady state, written in the cartesian coordinates, is

00 s
ox
003y

ox

(
(

00y B
3+ fz>dxdy =0,

Doyy _
By + fy>dmdy =0.

Rewriting these in terms of the reference components,

(80@; @ B 00 % B 00¢s @ 00 g) iy

dr Oy dxr Oy dy Ox dy O ¢

(8‘7&1/ On _ Oony 06 Dogy On | Doy, %) e
Or 0y Ox 0y Oy Ox Oy Ox v

G- 250
(%j_%j) +g,7y()§£j+;{§) _o.

Assuming that the coordinate transformations are continuous enough, the mixed partial derivatives are nullified.

In addition, we have

9 _960  0no
or 0z d¢  Oxon’
9 _0608 omo
dy  OyoE  dyon
Thus, the equations become
00¢y 1 00 1 _
BT (detj) * o (detj +fe =0,
80&, 1 80'7,y 1 o
¢ (detj) * on detj) +y =0.
00¢y  O0py _
85 87] —+ fl =0,
Ooey  Oopy B
¢ + (97] + fo =0.

This is the topological relation used for the conservation of linear momentum. This is also the reason the
coordinate basis is used for the divergence of stress, as other bases result in extra terms for the divergence.
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6.4. Theoretical formulation

The theoretical formulation can be written as

on P
Jow (agy or — Ty af/ Ona 85 + Oca gt )dQ

00 ¢y W oo y
+ Jo ((u 5 gn"nx_agafy+” o )detlj+“fw+”fy)d9
tenwig)= L Lo (FTCF)z )df (6-11)
— $oq (upoeane +vpogyny) go7dl
+ $o6 (w(ona) Py + v(0ey) Pric) gz dT

where F denotes the transformation tensor for the components of the Cauchy stress into the reference stresses
as mentioned previously. Thus,

Ozx og  0On 0 0 Otx
1| % % 0 0
Oyz | _ 2 B Onz
Oay det7 | 0 0 F& % Oey |
Oyy 0 0 gg %17}1 Ony
and
oz @

— o9& 0On
det7 | 0 0 G& %
Oy Jy
0 0 g g

6.4.1. Constitutional Law

On taking the variational derivative of the functional with respect to g and equating it to 0, the functional reduces
to

—~ 0 —— 0, ——0
Ja (w (Ugya—z — Oy 85 Oz 35 + O’gr 8Z)dQ
e u v Ty ®
+ Jo ((u%58 = 2w — Se0e, +v%52) 5lr )42 = B, (6.12)
+ Jo&" (F'CF)g ) a0

To understand what this equation represents, if integration by parts is used this results in

Jo (wtdet ) (o552 - @gg T 95+ 0e 1 )40
+ 4 (( — gz&z; — ‘Z—nam — 6—50@ — g—nany))dﬁ =0.
+ Jo &7 ((det 7)FTCF) ) d0

Since g is an arbitrary function, the result reduces to the constitutive laws derived in the section before. This

means that with the variational derivative of g the equations that need to be satisfied are the constitutive relations
for the material.

Important consideration is that for this to hold, the term B, should be

B, = ?{ (uPEEan + va;];nn)dI‘, (6.13)
a0

which makes sure that the correct constitutive relation is solved, using the prescribed values of displacement
at the normal boundaries.

6.4.2. Conservation of linear momentum

On taking the variational derivative of the functional with respect to u and equating it to 0, the functional reduces
to
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_doe, O o0
| (G5 = G = Ggoes +752) + (Ao +5£)d1D))d0 = ~Bu, (614
where
Bu = fA (ﬂ(am)pnn + a(dgy)png)dr. (615)
o

It can be verified that if integration by parts is used to include the boundary terms, this results in the same
equations used to conserve linear momentum that were derived earlier. (Assuming that % and v are arbitrary and
hold for any arbitrary domain).

6.4.3. Conservation of angular momentum
On taking the variational derivative of the functional with respect to w and equating it to 0, the functional reduces
to

~ 0 0 0 on
/Qw(agyai;—onyaé—amag + o 1)at =0 (6.16)

With an arbitrary w and assuming this holds for any arbitrary domain, the symmetry of the stress tensor
is achieved. If linear momentum is conserved, then the symmetry of the Cauchy stress tensor results in the
conservation of angular momentum too.

With these variations equated to zero, the solution obtained using these equations will be a saddle point of the
original Lagrangian functional.

6.5. Spectral bases
In this section, the expansion of the quantities in the reference domain are shown. The overhead bar indicates
that they are reconstructed (using the spectral bases functions).

N+1N+1

Oer = Z Z (0ex)ij hi() €5(n) ,

i=1 j=1

N N
Toe = D Y (ona)ij €i(€) W)

i=1 j=1

N N
Tey = Y Y (0ey)ij Wi(€) ()

i=1 j=1
N+1N+1

Opy = Z Z(Uny)ij e;(f) hj(n) .

i=1 j=1

Using these bases, if we write the conservation of linear momentum in the reference domain, we get

0oz O0yr o N N+1 /
aé. + 8’)’] Z J_Zl ( Ugm i+1,5 — (Ufz)ZJ) €i + lzl ]Zl ( Unz i,j Unw) ,jfl) 61‘(6) e](n) )
oo oo NN N+1 N

ggy + g;y — ; ; ( U&y Ugy)z 1]) i + ; JE:I ( Uﬂy ij+1 — (Uny)z]) ;(f) ej(n) ,

including the boundary conditions (o, )i 0 and (04,4 );, n+1 for the equation along x, and (o¢y )0, ; and (oey ) N+1,5
for the equation along y. Thus, these equations ensure that the derivatives of the stress components in the £- and
1- can be represented by the same bases.

The displacements act as the Lagrange multipliers for the conservation of linear momentum, as mentioned
before. To make these equations completely topological, the bases for the corresponding Lagrange multipliers
are chosen to be the dual of the expansions listed above. Thus,
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N N+1
D> ()i Bi€) hy(n)
i=1 j=1
N+1 N

uy ij hi( h"(ﬁ)
i=1 j=1

The rotation is expanded as

|
M=
Mz

1J h/ h;' (n) -

i=1 j:l

The stress components are converted into the dual of the spectral bases for w and then the equation for the
conservation of angular momentum is written down.
With these spectral bases, the system can be written to find the unknown degrees of freedom as

M, EI RT oh —gh
E, 0 0 u | = | —fh—gh (6.17)

R, 0 O wh 0

In this representation, let
h h o h _h _hT
o' = [U& Opz Ogy UW] , (6.18)
and

u = [u "], (6.19)

making it easier to arrange the unknowns for the tensor and vector quantities. In addition, it should be easier to
construct matrices if the quantities are arranged in this order.

g/ indicates the array containing the normal displacements at the boundaries, while g/ indicates the shear
stresses at the boundaries. The body force is included in the term f*.

The other terms in this system will be analysed in the following sections.

6.6. Incidence matrix

The conservation of linear momentum is designed to be topological in the computational (reference) domain.
With this, the matrix that needs to be made should not involve any terms other than +1 or 0. Looking at how the
divergence operator is expanded using spectral bases, as in Section 6.5, this is accomplished.

With the stress degree of freedoms arranged as (6.18), the matrix can be decomposed into two parts (E, ),
and (E,),, written as

This decomposes the conservation of linear momentum into two directions, z— and y—. @ and ¥" act as
the Lagrange multipliers to enforce the conservation of linear momentum in these directions respectively. Thus,
(E, ). is a linear operator on [ng I ], while (E,), is a linear operator on [O—?y arl.

Following the z-lexicographic arrangement for these degrees of freedom, the components of E, (for N = 2)
are given below.

1 -1 0o 0 o o0 O O O -1 0 0 O

o 1 -10 0 O O O O O -1 0 O

(Ey)w = o 0 0 1 -1 0 0 0 O 1 0o -1 0
o o 0 0 0 1 -10 0 0 O 1 0 -1

o o0 o0 0 o o0 1 -1 0 0 O 1 0

o o0 o0 0 0 o0 o0 1 -1 0 0 O 1
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-1 0 0 0 100 -1 0 O 0 0 O

1 -1 0 0 010 O -1 0 0 0 O

(E,)y = 0 1 o o0 o001 0 O -1 0 0 O
7Y o 0 -1 0 00 0 1 0o 0 -1 0 O

0 0 1 -1 0 0 0 O 1 0o 0 -1 0

o 0 O 1000 0 O 1 0 0 -1

Note that the transpose of this matrix is also used to compute the components of the gradient, which is used
in the constitutive laws to relate the displacements and the rotation with the stress components.

6.7. Mass matrix

The mass matrix is referred to the equations in this formulation where the stress components themselves act as
the test functions. Specifically, this is one of the mass matrices used to enforce the constitutive law.
Because there are 4 stress components in the two-dimensional formulation, there are also 4 equations enforcing

the constitutive relation. In general, the mass matrix can be written as [( )TM o ] . To make it easier to write
it down, M, can be separated into 4 horizontal matrices, representing each of the constitutive equations, as

M, =

Let us look at how the different matrices are constructed.

6.7.1. Constitutive relation 1
This relation has o, as the test function. Thus, looking at (6.7), the relation can be expanded as

My ng + M J » + Mg Ugy + My Uny,

which represents the integral

/E\E; (011 O¢a + 012 Onz + Cis Ogy + 014 Uny) dg§ A dn,

where

! _ 1 i -

=z (%) () (%) ()
o 1 Oz Ox 1 Oy Jy
P detg <8§877> <E> <8§8n)<
;1 Oy Oz v

s = Gar g _agag(—E)} :

gL [Oxoy v

C(14_det\7 _3537}( E)} '

M, represents the first term and the first integral. Writing down the bases for the components,

)

N+1N+1N+1N+1

/ Tga Oy 0cadE Adn = / ST @) kC (&) (oea)ishi(€) €5(n) hi(€) €i(n) dE A dn.

=1 j=1 k=1 [=1

The integral can be simplified using the quadrature using the Gauss-Lobatto nodes. Thus, the terms for M, can
be written as

Ny N

(M11)ijr1 = Z Z C1y (&rsms) hi(r) 63- (ns) Pk (&) 62(778) Wy Ws, (6.20)

r=1s=1
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where w,. and w, are the integration weights associated with the nodes at £, and 7 using Gaussian quadrature,
and N, denotes the number of Gauss-Lobatto nodes used for quadrature.

Similarly,

M12 igkl =

MlS 2]kl

I\4114 zyk:l

Once these matrices are formed M; =

ZZCM &rsms) ei(&r) h

r=1s=1

Z Z Cis (&rsms)

r=1s=1

ZZCM (&rsms) €i (&) h

r=1s=1

6.7.2. Constitutive relation 2
A similar method to the way the matrices are derived can be used to determine the matrices for the second consti-
tutive relation, with the test function being . The expressions are given below.

(M21 igkl =

(Ma2)ijrm =

M23 zyk

M24 igkl =

where

/

21 —

/

22 —

/ —_—
Cos =

/
24

Then we get My, =

22021 (&roms) hi(&r) e

r=1s=1

Z Z Cé2 (5’!‘7 "73) ei(fr) h

r=1s=1

Ny N

(778) hk(fr) 62(775) Wy Ws,

gr) €; (ns) hr (&) 61(775) Wy Ws,

(773) hi (&) 62(773) Wr Wy

[My; Mye My Myl

e;(ns) ex(&) hi(ns) wr ws,

5(ns) e (&) hi(ns) wr ws,

=33 Chy (&rams) B €5(ns) exl(&r) By(ns) wyws,

r=1s=1

Ny Ng

Z Z C'24 €r; 778) ;(fr)

r=1s=1

1 [/0x0x 1
ai (5ea,) @)+ (
() (1)
det7 |\ocac )\ E
N 'ayaﬂE(_V)]
det7 |ocon \ EJ |’
_ 1 '%8@/(_”)]

det7 [Onon \ E/|’

[Ma; Mgy Mgz May].

6.7.3. Constitutive relation 3

The third constitutive relation has o, as the test function. The expressions are given below.

M31 igkl =

(M32) i =

(M3)ijk1 =

22631 (&roms) hi(&r) e

r=1s=1

Z Z CZ/32 (57‘, 773) ei(gr)

r=1s=1

Ny N

ZZCS?) 575 9

r=1s=1

hj(ns) ex(&r) hy(ns) wr ws.

Jy Jy 1+v
o) (57)]
dy Jy 1+v
8€3§>< E )]’

;(778) h;c(fr) el(ns) Wr Ws,

h; (775) h;c(é-»,‘) el(ns) Wy Wy,

ET) €j (ns) hk(f?) er(ns) wy wg,

(6.21)

(6.22)

(6.23)

(6.24)

(6.25)

(6.26)

(6.27)

(6.28)

(6.29)

(6.30)
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Ny N

(M34 igkl = Z Z 034 fr, 77€ fr) (773) h;(f,«) el(%) Wy Ws, (6.31)

r=1s=1

where

, 1 [Oydx / v
O = Gt | o€ o€ (‘E)} :
, 1 [Oydx / v
U2 = 3a7 |2e oy (—E)} )
gz (o) ()~ (ear) ()
37 detg |\ 0€ O¢ E ococ) \E)|’
=gz (o) (7)) ()]
M7 detg [\ O€ On E ocom) \E)]|"

Then we get M3 = [M3; M3y M3z May].

6.7.4. Constitutive relation 4
The third constitutive relation has o,, as the test function. The expressions are given below.

Ny N

(Mar)igir = Y > Chy (&ama) hil&) €5(ns) €(&r) Pu(s) wy s, (6.32)

r=1s=1

IMI42 7.]kl ZZC‘Q fmns €; gr) (775) e;g(g’l") hl(ns) Wy Wy, (633)

r=1s=1

(M45 ijkl = Z Z C43 & 775 gr) € (775) ek (gr) hl(ns) Wr Ws, (6.34)

r=1s=1

N, N

IMI44 ijkl = Z Z C44 §r7 775 §7‘) (775) e?@ (Sr) hl(ns) Wr Ws, (6-35)

r=1s=1

where

oL [oyox v
C‘“_detj anag( E) ’

, 1 [0yox v
C42_detj 87)07}( E) ’

o am (5,) (2) * (3n) (2)]
7 det g |\ 9€ On E ocon) \E)|’
=z (oon) (5) + (Gran) (5)
M7 det g |\ Onon E onon) \E)|"
Then we get M4 = [M41 M42 M43 M44].
With these components, the mass matrix can be set up by vertically stacking M, M, M3 and M respectively.

6.8. Rotation matrix

The Rotation matrix enforces the weak conservation of angular momentum for the system. The idea is to under-
stand and rewrite (6.16) for an element. This looks like

(:’hRUO'h = (:}h (Rlogx + Rgdﬁx + Rgﬂ?y + R40’7}7Ly) y
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where each R; represents integration over the domain, such as

fo (%) scron= YYYyE Do (=5 ) €loce)shul€) ) 14(6) BiCn) 6 A

i=1 j=1 k=11=1

On writing down these integrals for all the stress components, the rotation matrices are written down as

(B1) it = ZZ( ) (611 ha(&r) € () (62 RiCn,) wy s, (636)
r=1s=1
N, N,

(Ra)ijt ZZ( ;’) (&rsms) €i(&r) B (ns) My, (&) My (ns) wr ws, (6.37)
r=1s=1
Nz Ny o

RS ijkl = ZZ ( ) fr;ns h/ gr 7(775) h;g(fr) h;(ns) Wr Ws, (638)
r=1 s=1
Ny Ny

I&4 1jk < > 57";779 h (779) h; (gr) hl(n‘z) Wy Ws - (6.39)
r=1s=1

6.9. Boundary conditions

The boundary conditions can be enforced using a trick arising from the definition of the dual basis functions
themselves. But care should be taken on which perspective you are using depending on which boundary condition
you are finding the contributions of.

6.9.1. 'Normal' displacements for the Constitutive relation
The boundary condition for the constitutive relation with og, shall be considered first. When looking at the
reference domain, the displacement in the z—direction (i.e. in the physical coordinates) is prescribed on the left
and right boundaries in the reference domain.

On the boundary, the prescribed z—displacement is expanded as

N+1
/ y(&m))dn ~ / Z (up)ihi (1) dn,
P

S

where u p is the prescribed displacement. Using the dual polynomials, this integral can be reformulated as

N+1N+1 N+1
/ ZZUplhl dﬁw/ ZU 677 ()dn_uaJ
Gle

where a = 0 or a = N + 1 depending on whether it is the left or the right boundary.
Thus, the boundary condition becomes

N+1 N+1

[ wrgemedt = [ 3757 @, (e ¢hn)dn - Ga)oy ey (640)

Jj=1 1=1 1

2
s
2
s

<
Il
_
Il

In a similar manner, the y—displacement is prescribed to the constitutive relation with ,,, on the bottom and
top boundaries in the reference domain, as

N+1N+1

/(9 Vpaynydl = /69 Z Z Jny (x(&,m))e (f)df = . (UAn;)l,a Vj,a) (6.41)

=1 1=1 1

=
£
=
s

o
I
=
~
Il

where a = 0 and a = N + 1 for the bottom and top boundaries respectively, and vp indicates the prescribed
displacement.
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Do note that the prescribed displacements up and vp are not actually the 'normal’ displacements at the
boundaries, as that would be the components of the displacement along the £- and - directions respectively. This
makes the formulation easier to apply these boundary conditions, as the displacement in the local coordinates
need not be calculated. Instead, as long as the boundary points in the physical domain correspond to the edges of
the boundary in the reference domain, the x- and y- displacements can be prescribed to the horizontal and vertical
boundary points respectively.

Another important note is that the boundary conditions do not require the use of the basis functions, only
requiring the degrees of freedom at the boundaries. This is another benefit of using this formulation.

6.9.2. 'Shear' stresses for conservation of linear momentum

Because the components of the stress tensor are expressed using two different coordinates for the normals and
the component of the traction force, it is necessary to write down the components that need to be prescribed at
the boundaries for this formulation.

Considering the conservation of linear momentum for the stresses along the z-direction (for which w is the
test function), the stress component o, needs to be prescribed at the top and bottom boundaries in the (again)
reference domain.

This stress component can be expanded as

N
/@ RACIESS /a , L lwrale)ic

where (0,);) p is prescribed at the boundaries. Using dual polynomials, this can be modified as

N N
/8@]2::; 0-7795 Pel hl df / ZU /(f)df = (Onm)j,aa

where a = 0 and a = N + 1 respectively for the bottom and top boundaries.
Thus, the boundary integral can be reformulated as

N N N N
| et = [ 33 @i O4E= " (@raloge)ia (642)

j=11=1 j=11=1

Similarly, considering the conservation of linear momentum for the stresses along the y-direction (with v as
the Lagrange multiplier), the stress component o¢, needs to be prescribed at the left and right boundaries. The
integral can be simplified as

N
/ (ng nng‘ ‘/SQZZ alo'gy 577] Z

j=11=1 =11

Mz

al U&y a,js (6.43)

<
I
—

where (0¢, ), is the prescribed shear stress at the boundary. An important observation with these is that
(like the displacements) the tractions at the boundaries need not be resolved into their normal and tangential
components. Instead, the boundaries only require that the tractions be defined in the - or y-directions depending
on which boundary is being observed. Like the displacements, this boundary condition does not require the use
of basis functions. Using the degrees of freedom for this purpose is another benefit of using this formulation.

6.9.3. Contributions from the forcing function
The forcing function in both directions needs to have the same basis as the derivatives of the stresses, i.e.

N N+1

=3 (Fa)isei(©); (),

i=1 j=1

N+1 N

Ty =D (f)iei©)e;(n).

i=1 j=1

Similar to the boundary conditions, the degrees of freedom for the body forces can be computed using the
property of the dual basis functions.
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N N+1

Fedia = [ 32 30 (e i€ mde A by

i=1 j=1

- /Q £5 (2(E,m), y(E,m) (det TR (€)hu (n)dE A diy.

N+1 N

(et = [ 30 S ueil€)es hul©)hi(n)d A dy

i=1 j=1
- / £5 (€, m), y(€,m) (det T ha ()L (m)dE A diy.

Note that the det 7 term enters the integral because of the change of integration volumes, from the physical
domain to the reference domain.

6.10. Hybridized system

Like the formulation for the Poisson equation in Chapter 5, this formulation can also hybridized. The intent is

that the physical domain is divided into various subdomains, with the formulation applied to each subdomain as

if it were independent. And Lagrange multipliers at the boundaries of the elements enforce continuity between

elements, with each subdomain allowed to have its own function map between the physical and reference domains.
Similar to the hybrid system in Chapter 5, the hybrid system will look like

A BT x" i
ERdikank 64
However, A will contain the diagonal blocks of mass, incidence and rotation matrices, with each block be-
longing to an element and the elements themselves arranged in x-lexicographic order.

Similar to the Poisson formulation, B contains the relations which enforce continuity to be the same at the
element boundaries. The continuity relations with this formulation, at the horizontal boundaries, are

Oe || = 0ga |,

5|l:6|r7

where [ and r denote the left and right boundaries respectively. At the vertical boundaries,

a\77Z|b:6—\77;|757

a|b:a|tv

where b and ¢ indicate the bottom and top boundaries respectively. A sample hybridized domain with K, =
K, = 2and N = 1 is indicated in Figure 6.1, where the coupling and the Lagrange multipliers between them
can be observed.

6.11. Results

This formulation is tested against a manufactured solution. Here, the displacements are assumed to be
u®(z,y) = sin(27z) sin(27y),
U€$

(x,y) = sin(27x) sin(27y).

The exact rotation

W (z,y) = % ( — ) = 7 (cos(2mx) sin(27y) — sin(27wx) cos(2my)) .
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Figure 6.1: Degrees of freedom of quantities for the hybrid formulation on the reference domain with K, = Ky, =2, N =1
And the strains

cos(2mx) sin(27y) 3 [sin(27x) cos(2my) + cos(27x) sin(27y)]

ez y) =2 3 [sin(27x) cos(2my) + cos(27x) sin(27y)] sin(27x) cos(2my)

The stress components are equal to

2rE
ol (x,y) = % [cos(2mx) sin(27y) + v sin(27wx) cos(2my)]
— VUV
ex 2K . : exr
oz (T,y) = 1) [sin(27x) cos(2my) + cos(2mz) sin(2my)] = o5y (,y),
o _ 2rE . .
oy (T, y) = 12 [sin(27x) cos(2my) + v cos(2mx) sin(27y)] .

In order to balance the forces generated by these stresses, there is a body force prescribed, which is given by

[ (x,y) = % {;(2 — v) sin(27x) sin(27y) — %(1 + v) cos(2mx) cos(27ry)} ,
[y (zy) = % B(Z — v) sin(27x) sin(27y) — %(1 + v) cos(2mx) cos(27ry)} .

6.11.1. Domain
The same trapezoidal domain as in the Poisson formulation, visualised in Figure 5.2 is used to test this formulation.
The points on this physical domain are mapped onto the points in the reference domain (Figure 4.2) using
bilinear transfinite mapping. The Gauss-Lobatto points on the reference domain are then mapped onto the physical
domain. When the domain is divided into several elements, the boundaries of the elements are first calculated
using a bilinear transfinite mapping, and using these maps the Gauss-Lobatto points are mapped onto the physical
domain. Note that the maps for each element can be different. These can be visualised in Figure 5.3.
On these domains, the displacement u“* and the stress component og,; are prescribed on the left and right
boundary, and the displacement v“* and o7 is prescribed at the bottom and top boundary.
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6.11.2. Observations and Conclusions

From Figure 6.2 and Figure 6.3, we can observe that the numerical solutions are consistent with how the exact
manufactured solution looks like. In this discretisation, the continuity of u in the vertical direction and v in
the horizontal direction is clearly seen especially at low resolutions. One can also observe how « has a higher
resolution in the 7-direction, while v has a higher resolution in the £-direction, due to how the spectral bases
functions are defined for both these quantities. Even Figure 6.8 are as expected, however, there is no continuity
between elements observed, which is seen clearly for K, = K, =8 and N = 1.

One can observe consistent numerical solutions for the Cauchy stress components 0.5, 04y, 0y, and 0., when
compared to the exact solution in Figure 6.4, Figure 6.5, Figure 6.7 and Figure 6.6 respectively. However, the
continuity of these quantities between elements cannot be established as easily as it was for displacements. This is
because continuity between the non-orthogonal elements is established using the reference domain components, of
which o¢, and o), are better resolved and continuous between elements while o¢, and o, have a comparatively
lower resolution without enforcement of continuity between elements. As a general comment, it can be said
that the resolution of the Cauchy stress components is somewhere in between that of P(N+1:N+1) (which is the
resolution of ¢, 0,,) and PN (which is the resolution of o¢y, 0yy).

However, this complication means that the equation to enforce the symmetry of the Cauchy stress tensor in
this formulation involves contributions from all 4 components, which also include components of the Jacobian,
which vary continuously throughout the element. This means that while we can replicate that the error in the
conservation of linear momentum ¢;;,, is seen to be pointwise exact (see Figure 6.9a, Figure 6.9¢ and Figure 6.9¢)
like in [23], the symmetry of the Cauchy stress tensor, which was pointwise exact in [23], is only weakly enforced
as can be seen in Figure 6.9b, Figure 6.9d and Figure 6.9f. The reason is probably due to the different resolutions
for all the stress components within an element as mentioned before.

The weak enforcement of symmetry of the Cauchy stress tensor can be seen in Figure 6.13, where optimal
convergence is observed for the error in symmetry of the stress tensor on increasing the number of elements. A
similar optimal convergence trend is observed for other physical quantities too, while the conservation of linear
momentum is seen to be pointwise with the L, error being of the order of 107'°. An exponential convergence
trend (as desired) is observed in Figure 6.14, for all physical quantities as well as the error in the symmetry of the
Cauchy stress tensor. The error in linear momentum is again seen to be of very low order.

An important observation made is that there are no spurious kinematic modes appearing anywhere. This
formulation helps avoid these kinematic modes, and convergence results are proof of this.

Further results in Section B.2 are in line with the observations made here, even though that was conducted on
a different domain.

6.12. Summary

In this section, a new formulation was tested to construct a hybridized formulation to simultaneously conserve
linear momentum, and angular momentum exactly regardless of the number of elements the domain is subdi-
vided into, and the polynomial degree of spectral bases used for quadrature within the element. The idea was to
represent the stresses in the form of a covector-valued pseudo-form, with the form part being transformed into
its corresponding counterpart in the reference domain. The displacements are consecutively written as vector-
valued 0-forms, such that the covector- and vector-valued parts of these quantities nullify each other. With this
in mind, a hybrid formulation was constructed in a way that the total energy written down in the physical domain
remains conserved, and the conservation of linear momentum remains topological. However, this attempt did not
establish a strong conservation of angular momentum, with the Cauchy stress tensor being only weakly symmet-
ric. However, convergence is seen for other quantities, including the symmetry of the Cauchy stress tensor. No
indication of spurious kinematic modes is seen.
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Figure 6.2: Results for u” in the physical domain
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Figure 6.3: Results for v” in the physical domain
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Figure 6.4: Results for crgx in the physical domain



6.12. Summary

79

1.0 {

0.8 1

0.6 1

0.4 1

0.2 1

LA

0.0 -
0.

1.0 ~

0.8 1

0.6 1

0.4 1

0.2 1

I W .
0 0.5 1.0 1.5

@K,=1,K,=1,N=38

h
Oyy

AA A J

AL

0.0 -
0.

| W .

0 0.5 1.0 1.5

©K,=8K,=8N=1

1.0

0.8

0.6 1

0.4 1 ‘ ‘ '
0.2 1 y
0.0 -‘—L

0.0 0.5 1.0 1.5

MK, =3K,=3,N=4

O_GX

vy

&1\

0.2 1 /
0.0 -‘—L

0.0 0.5 1.0 1.5

0.6 1

0.4 1

(d) Exact solution
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Dual Lagrangian formulation

With the current formulation not helping conserve angular momentum in a strong sense, an alternative formulation
was devised where the transformed shear stresses would have more degrees of freedom per element than the
transformed normal stresses. In this way, the higher resolution of the shear stresses should play a bigger role in
the equation for equating the Cauchy shear stresses. This will hopefully produce a formulation that conserves
angular momentum within the element up to machine precision.

7.1. Problem formulation

With the goal of having a higher resolution for the shear components, the formulation was changed to prescribe
the tangential displacements and the normal stress components at the boundaries. This enables the shear stress
components to be on the primal mesh, resulting in a higher resolution. This is also why this formulation can be
seen as dual to the one written in Chapter 6.

This dual theoretical formulation can be written as

L(g,u,w,&) =

a
Jow ( yay Unyai Umra +0e g, )dQ
00 8oy v
+ Jo (_75051+u + v 58 anany)detlj+“fr+”fy)d9
+Ja %gT(FTgF)g)dQ 1)

— $o0 (upOyany + vpogyng) i 7dl
oo (U(U&)Pnf + U(Uny)P”n{ﬁdF

where F denotes the transformation tensor for the components of the Cauchy stress into the reference stresses
as mentioned previously. Thus,

O¢x gg gZ O¢x
=F 0-7’]’1' = 71 dig on (;) 80 O.nw
Tty det7 | 0 0 9% & ey
Oy 0 0 %151 %y] Ony

7.1.1. Constitutional Law
On taking the variational derivative of the functional with respect to g and equating it to zero, the functional

reduces to

Na ~
fQ ( (0-57! Oy — Ony 65 Onx 82 + 0'51 )dQ
00z dogy v A
+ o (( dgG&x +ugE v 32 dnany) detlj)dﬂ =B,. (7.2)

+Jog

T(FTCF)g )dQ

89
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This results in the constitutive laws as derived in Section 6.3.1, which can be verified by using integration by
parts as,

— 9 — a1 4¢
fg( (det J) (gﬁyay Unyafj 0'1w8§+05¢6n>d9

+f§2 ((*gaém*%gnx*afgaﬁy*%%y))dg =0,
+ Jo &' ((det7)FTCF)g )l

Important consideration is that

B, = % (uP?fn;nn + vp(?g;ng)dl", (7.3)
a0

which makes sure that the correct constitutive relation is solved, using the values of the displacement at the
tangential boundaries.

As mentioned before, an important distinction from the formulation in chapter 6 is that in this formulation,
the tangential displacement is prescribed, while in chapter 6 the normal displacements are prescribed.

7.1.2. Conservation of linear momentum

On taking the variational derivative of the functional with respect to u and equating it to zero, the functional
reduces to

ou aa,,x _Oogy _@ 1 _
/Q(( el Tl T — 5 w)gag T e Sy )d2= By, (7.4)

where

By = % (ﬁ(aiz)Pné + E(Uny)Pnn)dr- (7.5)
Bl¢)

With an arbitrary u and v and assuming this holds for any arbitrary domain, this equation is the same as the
one derived for the conservation of linear momentum in subsection 6.3.2. It can be verified by including the
boundary terms using integration by parts. This means that the linear momentum will be conserved point-wise.

Again there is a distinction made between the boundary conditions for this formulation from the one in Chapter
6, with the normal stresses being prescribed instead of the shear stresses in Chapter 6.

7.1.3. Conservation of angular momentum

On taking the variational derivative of the functional with respect to w and equating it to zero, the functional
reduces to

/o o¢ 3 an
/Qw(agya—y—anya—y—a T 1)ad =0 (7.6)

With an arbitrary @ and assuming this holds for any arbitrary domain, means that the symmetry of the Cauchy
stress tensor is enforced. This means that the angular momentum is conserved.

This is the same equation that is solved for the symmetry of the Cauchy tensor in Chapter 6. However, the key
difference is that in this formulation the shear stress is not used to ensure continuity of components of displacement
between elements, as was in Chapter 6. The normal stresses are tasked with that job here, meaning that the shear
stresses can be better resolved within the element. The intention is that this will conserve angular momentum
exactly in this formulation, compared to the previous one.



7.2. Spectral bases 91

7.2. Spectral bases

In this section, the expansion of the quantities in the reference domain are shown. The overhead bar indicates
that they are reconstructed (using the spectral bases functions).

N N
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Do note that these expansions are dual to the ones used in Chapter 6.
Using these bases, if we write the conservation of linear momentum in the reference domain, we get

O00¢y L 000 _ N+12N: <(U oo, ) { | N+1 N - N |
o€ on p ¢x)i,j ex)i—1,5) €(€) ei(n) + 2 ; ((Un:p)z,j+1 (Uﬁw)w) e;(€) ej(n),
aa§y+50ny:zNjN+1((a Vvt s — (o )__> oy +zN:N 1<0 o), )e-(&)e'-(

73 an —~ = cy)it1,j ty)ij ) Ci s ) ny)ii—1) € HOR

including the boundary conditions (o¢ );,0 and (o¢z ), v+1 for the equation along z, and (07, )o,; and (0 ) N 41,5
for the equation along y. Thus, these equations ensure that the derivatives of the stress components in the &- and
7- can be represented by the same bases.

The components of displacement act as the Lagrange multipliers for the conservation of linear momentum,
as mentioned before. To make these equations completely topological, the bases for the corresponding Lagrange
multipliers are chosen to be the dual of the expansions listed above. Thus,
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Again, we can observe that these expansions for the displacement are dual to the ones used in Chapter 6. The
rotation is also expanded as

N N
D= (w)ij hi(€) hi(n) -

i=1 j=

[

to ensure that the rotation has the same number of degrees of freedom as o, and o¢,, which also means that
this representation is dual to the one seen in Chapter 6. Similar to Chapter 6, the stress components are converted
into a dual of the spectral bases for w and then the equation for the conservation of angular momentum is written
down.

With these spectral bases, the system can be written to find the unknown degrees of freedom as
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M, E; RT [ o" ~g
E, 0 0 ot | = | gl | (7.7)
R, 0 0 wh 0

In this representation, let

o = [ot, oh oty o] (7.8)
u' = [uh oM. (7.9)

Making it easier to arrange the unknowns for the tensor and vector quantities. In addition, it should be easier for
the construction of the matrices.
The other terms in this system will be analysed in the following sections.

7.3. Incidence matrix

The conservation of linear momentum is designed to be topological in the computational (reference) domain.
With this, the matrix that needs to be made should not involve any terms other than 41 or 0, as is evident from
how the divergence of stress is written down using spectral bases, mentioned in Section 7.2.

With the stress degree of freedoms arranged as (7.8), the matrix can be decomposed into two parts (E, ), and
(Eg )y, written as

This decomposes the conservation of linear momentum into two directions, z— and y—. @" and 2" act as
the Lagrange multipliers to enforce the conservation of linear momentum in these directions respectively. Thus,
(Ey), isa lvinear operat(?r on [U?g? crf;m], while (E, ), is a linear operator on [J?y ol l.

Following the z-lexicographic arrangement for these degrees of freedom, the components of E,, (for N = 2)
are given below.

-1 0 0 0 100 -1 0 0 0 0 0
1 -1 0 0 010 0 -1 0 0 0 0
€y -|0 L 0 0001 0 0 -1 0 0 0
o)z 0 0 -1 0 000 1 0 0 -1 0 0
0O 0 1 1000 0 1 0 0 -1 0
0 0 0 1 000 0 0O 1 0 0 -1]
(1 -1 0 0 0 0 0 0 0 -1 0 0 0]
01 -1 0 0 0 0 0 0 0 -1 0 0
&), |0 0 0 1 -1 000 0 1 0 -1 0
=10 0 0 0 1 -10 0 0O 0 1 0 -1
00 00 0 0 1 -1 0 0 0 1 0
000 00 0 0 0 1 -1 0 0 0 1 |

Note that the transpose of this matrix should give the matrix which will be used to calculate the gradient,
which is used in the constitutive law. Also note that the parts for the two directions z— and y— are switched from
the original formulation in this one.

7.4. Mass matrix

Similar to the previous formulation, here the mass matrix can be separated into 4 horizontal matrices, representing
each of the constitutive equations.
M,

M, =

Let us look at how the different components are written down as
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7.4.1. Constitutive relation 1
The matrices for this constitutive relation (with o¢, as the test function) can be written as

(Mll ijkl = Z Z C111 fra 773 (gr) ej(ns) h’;c(fT) 61(775) Wr Ws, (710)

r=1s=1
where w, and wj are the integration weights associated with the nodes at £,- and 7, using Gaussian quadrature,
and N, denotes the number of Gauss-Lobatto nodes used for quadrature.

Similarly,
(M12 ijkl = Z Z 012 fra 775 57) (773) h;c (fr) el(ns) Wy Ws, (7.11)
r=1s=1
(MIB igkl = Z Z 013 €ra 778 (gr) e;‘ (778> h;q(gr) el(778> Wy Wy, (712)
r=1s=1
I\4114 wkl ZZCM &«,775 €; fr) (775) h;c(g’l‘) ez(ns) Wy Wg, (7.13)
r=1s=1

Note that the coefficients C1;, C1, Ci3, C1, are the same ones used in the previous formulation, written in
(6.7).
Once these matrices are formed M; = [My; Mo Mjz Myy]

7.4.2. Constitutive relation 2
The matrices for this constitutive relation (with o, as the test function) can be written as

(M1 )i = 2122021 &sns) (&) €(ns) €5, (&) hu(s) wr ws, (7.14)
(Mas)iji = lelczz (&rsms) €5(6r) Dy () €4(&r) ha(ns) wy ws, (7.15)
(M23) ik = Z:X;Ozg &) hi(&r) €5(ns) €5, (&) hu(ns) wr ws, (7.16)
(Miga)ijh = 221024 &r1s) €i(€r) B () € (&) ha(ns) wyws, (7.17)

where the coefficients C%;, Ch,, Ch3, Ch, are the same ones used in the previous formulation, written in (6.8).
Then we get Mg = [Mgl M22 Mgg M24]

7.4.3. Constitutive relation 3
The third constitutive relation has o¢,, as the test function. The expressions are given below.

(Ma1)ijm = Z;Zlcgl (&) H(Er) €5 () hac(&r) €1 () wy s, (7.18)
(Ma2)ijm = Z;Zlcﬂ &rsms) €(6r) hi(ns) b (&) €](s) wr ws, (7.19)
(Mss)iji = lelc‘” (&rsms) ha(&r) €5() hae(&r) () wy ws, (7.20)
(Miga)ijh = 2222034 (&rsms) €i(&r) () hic(&r) €1 () wy ws, (7.21)

where the coefficients C%;, C4,, C43, C%, are the same ones used in the previous formulation, written in (6.9).
Then we get Mg = [Mgl M32 Mgg M34]
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7.4.4. Constitutive relation 4
The third constitutive relation has o, as the test function. The expressions are given below.

N, N

IMI41 ijkl = Z Z C‘41 67‘7 ns ;(fr) €; (773) €k (fr) h;(ns) Wy Ws, (7.22)

r=1s=1

Ny Ny

(M42 ijkl = Z Z C42 57’7 779 fr) (779) (& (ST) h; (776) Wy Wg, (723)

r=1s=1

Nz N

(M43 ijkl = Z Z C143 §r7 ns z(fr) 6;' (775) €k (57") h;(ns) Wr Ws, (724)

r=1s=1

Ny N

M44 Ukl Z Z 044 57“7 77@ fv ) (773) €k (57") h;(%) Wy Ws, (7.25)

r=1s=1

where the coefficients C};, Cls, Cls, Cliy are the same ones used in the previous formulation, written in
Equation 6.10.

Then we get My = [M41 Myo Mys M44]
With these components, the mass matrix can be set up by vertically stacking M, Ma, M5 and My respectively.

7.5. Rotation matrix

The Rotation matrix enforces the weak conservation of angular momentum for the system. The idea is to under-
stand and rewrite (7.6) for an element, and integrate each component over the domain, as done in the previous
formulation.

On writing down these integrals for all the stress components, the rotation matrices are written down as

85) (frans) h/(gr) €J(773) hk(gr) hl(ns) Wr Ws, (7.26)

N, N,
(R2) ukl ZZ <—) (&rims)e (fr) (77%) hi(&r) ha(ns) wrws, (7.27)

RB 2]kl ZZ ( ) 57’7775 z(fr) e;(ns) hk(gr) hl(ns) Wy Wg, (728)

No

N (Ox
(Ry) ijkl ZZ ( ) (&ryms) ei(&r) b (775) hi (&) hi(ns) wr ws. (7.29)

r=1s=1

Note that the coefficients are the same ones used in the previous formulation, however, the matrices themselves
have a different basis owing to the different spectral bases used for both the stress components and the test function

w.

7.6. Boundary conditions

As before, the boundary conditions can be enforced using a trick arising from the definition of the dual basis
functions themselves. But care should be taken on which perspective you are using depending on which bound-
ary condition you are finding the contributions of. Unlike in the previous formulation, where the *normal’ dis-
placements and the ’shear’ stresses are prescribed, in this formulation the ’shear’ displacements and the *normal’
stresses are prescribed.
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7.6.1. 'Shear' displacements for the Constitutive relation
The boundary condition for the constitutive relation with o, shall be considered first. When looking at the
reference domain, the displacement in the x—direction (i.e. in the physical coordinates) is prescribed on the top
and bottom boundaries in the reference domain.

On the boundary, the prescribed z—displacement is expanded as

N+1

/ 2(Em)de~ [ > (up)ihi () d,

o0 13

where up indicates the prescribed horizontal displacement. Using the dual polynomials, this integral can be
reformulated as

N+1N+1 N+1

/ag Z Z up)ihi(§)e;(§)dE =~ / Z u® )el(€)de = u; 4,

i=1 [=1

where a = 0 or a = N + 1 depending on whether it is the bottom or the top boundary.
Thus, the boundary condition becomes

- N+1N+1 N+1N+1
/8 wpoanydl = /8 S @ e m) O = D (T (7.30)
=1 =1 =1 I=1

In a similar manner, the y-displacement is prescribed to the constitutive relation with o¢,, on the left and right
boundaries in the reference domain, as

N+1N+1

/Upa'gyngdr / DD (06 v (w(Em) i

j=1 =1

O'ny 1 Vaj (7.31)

HM+

where a = 0 and a = N + 1 for the left and right boundaries, respectively.

Do note that the prescribed displacements up and vp are not actually the ’shear’ displacements at the bound-
aries, as that would be the component of the displacement along the £- and n- directions respectively. This makes
the formulation easier to apply these boundary conditions, as the displacement in the local coordinates need not
be calculated. Instead, as long as the boundary points in the physical domain correspond to the edges of the
boundary in the reference domain, the z- and y- displacements can be prescribed to the horizontal and vertical
boundary points respectively. Similar to the previous formulation, only the degrees of freedom are enough to
prescribe these boundary conditions.

7.6.2. 'Normal' stresses for conservation of linear momentum

Because the components of the stress tensor are expressed using two different coordinate systems for the normals
and the component of the traction force, it is necessary to write down the components that need to be prescribed
at the boundaries for this formulation.

Considering the conservation of linear momentum for the stresses along the z-direction (for which w is the
Lagrange multiplier), the stress component o¢, needs to be prescribed at the left and right boundaries in the
reference domain.

This stress component can be expanded as

| oz aeman~ [ Seerat

Using dual polynomials, this can be modified as

[ St~ [ ot 5 = 0

where @ = 0 and a = N + 1 respectively for the left and right boundaries.
Thus, the boundary integral can be reformulated as
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N

N N N
[ iepner = [ S S @it @) bdn = 3> @aloeas (132

j=11=1 Jj=11=1

Similarly, considering the conservation of linear momentum for the stresses along the y—direction (with v as
the Lagrange multiplier), the stress component o, needs to be prescribed at the bottom and top boundaries. The
integral can be simplified as

N N N N
/6 o)yl = /a DSty (€M) RO =D a3

i=11=1 i=1 1=1

An important observation with these is that (like the displacements) the tractions at the boundaries need not
be resolved into their normal and tangential components at the boundaries. Instead, the boundaries only require
that the tractions be defined in the x- or y- directions depending on which boundary is being observed. As in
Chapter 6 only the degrees of freedom are required to prescribe these boundary conditions.

7.7. Contributions from the forcing function

The forcing function in both directions needs to have the same basis as the derivatives of the stresses, i.e.

N+1 N

fo= Z Z(mi,je;(s)ej(n)
. N N+1
fy= Z Z (fy)igei(€)es(n)

Similar to the boundary conditions, the degrees of freedom for the body forces can be computed using the
property of dual basis functions.

N+1 N

it = [ 30 S isei(€des tbu(ehimae A d

i=1 j=1

- /Q £ ((€,m), y(€,m) (det T hu ()] (m)dE A diy

N N+1

(i = [ 2 3 (F eI (ki€ de A b

i=1 j=1
- / £5 ((E,m), y(€,m) (det T hy(€)ha () dE A iy

Note that the det 7 term enters the integral because of the change of integration volumes, from the physical
domain to the reference domain, exactly like the previous formulation.

7.8. Hybridized system
Just like the formulation in Chapter 6, it is possible to hybridize the physical domain with this one. This makes
the method attractive when looking at it from a computational perspective.

The idea is very similar to the one used in the original formulation. In order to not overdefine the problem,
the Lagrange multipliers are used to constrain quantities neighbouring elements to be the same. This will result

in a system matrix of the form
A BT x" f"
0 ] [T ] 734

The matrix A contains element stiffness matrices, arranged in (again) x-lexicographic order. This enables it
to be ordered in a block-diagonal matrix, with the stiffness matrix for each element having contributions from the
mass, incidence and rotation matrices for each element.
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Figure 7.1: Degrees of freedom of quantities for the hybrid formulation on the reference domain with K = Ky =2, N =1

B contains the relations which enforce the required continuity at the element boundaries, as long as it is also
not a boundary of the physical domain. With this formulation, the relations used at the horizontal boundaries are

eyl = ogyl,

ﬁ'l = a‘r ?

where [ and r denote the left and right boundaries respectively. At the vertical boundaries,

UAn;|b = Un:v‘t’

ol = v,

where b and ¢ denote the bottom and top boundaries respectively. These relations differ from the ones in Chapter 6
in that these enforce continuity between the shear stresses at the element boundaries, and displacements at normal
boundaries instead of tangential boundaries. The differences can be clearly visualised in Figure 7.1.

7.9. Results

This formulation is tested against a manufactured solution. A different manufactured solution is used from Chapter
6, such that the resulting Cauchy shear stress components are zero. Here, the displacements are assumed to be

u®(x,y) = cos(2nx) cos(2my),
v

“(x,y) = sin(27x) sin(27y).

The exact rotation

o 1 /0v Ou\ .
w (x,y) = 5 <3x 6y) = 27 (cos(2mx) sin(27y)) .
And the strains

e _ — sin(27x) cos(27y) 0
e“(z,y) =2m [ 0 sin(27x) cos(27y)

9
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The stress components are equal to

2rE
Ooa(Ty) = — 1 1 ” [sin(27z) cos(2my)] ,
ope(z,y) = a5y (z,y) =0,
o 2rE .
oy (T,y) = T [sin(27x) cos(2my)] .

In order to balance the forces generated by these stresses, there is a body force prescribed, which is given by

2

o 47
fm (xay)__1+y
A% E
1+v

[cos(27mx) cos(27y)],

[y (@, y) = — [sin(27z) sin(27y)] .

7.9.1. Domain

The domain is the same as the one in the original formulation (Figure 5.2) with the mesh and the elements gen-
erated in the same way as in the original formulation (Figure 5.3). On these domains, the displacement v** and
the stress component o¢; are prescribed on the left and right boundary, and the displacement u** and o7 is

prescribed on the bottom and top boundary.

7.9.2. Observations and Conclusions

For both v and v displacements, the results are consistent with the manufactured solution apart from when NV = 1,
as seen in Figure 7.2 and Figure 7.3. For N = 1, the displacements are overestimated. However, continuity is
seen for all discretizations, in the horizontal direction for u and in the vertical direction for v.

The reason for this overestimation can be seen in Figure 7.7, where fro N = 1 there is a singularity observed at
the corners of the element. One probable cause for this discontinuity is the definition of w at the primal boundaries
at the element, which may cause it to be overdefined at the boundaries. However, apart from N = 1, there is
decent consistency in results for w, when compared with the manufactured exact solution.

Again, for both the normal stresses o, and oy, there is a problem when N = 1. However, the results in
Figure 7.4 and Figure 7.5 show that for other polynomial degrees and discretization, there is a good correlation
with the exact solution. There is a similar observation for the shear stress components o,,, and o, shown in
Figure 7.6. The exact solution for these components is zero all through the domain, which is close to the numerical
results obtained, apart from when NV = 1. However, even with higher resolution for the shear stresses, it is seen
in Figure 7.8 that the symmetry of the Cauchy shear stresses is not strongly enforced. The value of the error seen
with this formulation is lesser than the ones seen in Figure 6.9, probably owing to the higher resolution used for
the shear stresses.

The results shown in Figure 7.9 and Figure 7.10 show that there is optimal convergence observed on increasing
the number of elements, and spectral convergence on increasing the polynomial degree respectively, for all cases
except when N = 1. For N = 1, divergence in results of quantity is seen, with almost a constant value of error
when looking at the value of the error in symmetry of the Cauchy shear stresses. The observed singularity at the
corners of the element is probably the cause for this error. For higher polynomial degrees the results look optimal.
But again, one should notice that the symmetry of the Cauchy stress tensor is only weakly imposed.

For a polynomial degree greater than 1, no spurious kinematic modes are observed. And similar results for
an alternate skewed domain are seen, with them listed in section B.3.

7.10. Summary

In this section, a modified formulation was tested to construct a hybridized formulation to simultaneously conserve
linear momentum, and angular momentum exactly regardless of the number of elements the domain is subdivided
into, and the polynomial degree of spectral bases used for quadrature within the element. The idea was to modify
the previous formulation, such that the Cauchy shear stresses can be represented with a higher number of degrees
of freedom, which would ideally eliminate the error in the symmetry of the Cauchy shear stress thus resulting in
exact angular momentum conservation in the discrete scenario. However, while the error did reduce, it could not
be eliminated with this change. In addition, because the shear displacements and the normal stresses are being
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Figure 7.2: Results for u” in the physical domain

prescribed to the formulation instead of the normal displacements and the shear stresses respectively, there are
singular modes seen for N = 1, with suboptimal convergence. However, this is eliminated by further refining
the polynomial degree.
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Figure 7.3: Results for v/ in the physical domain



7.10. Summary 101
h h
O-JL‘J,‘ 0-23‘23
1.0 7 1.0
L A A At ’
0.8 1 0.8
2 2
0.6 1 0.6 1
0 0
0.4 1 0.4
_9 —2
0.2 1 0.2
. . —4 - . —4
0.0 4 0.0 -
0.0 0.5 1.0 1.5 0.0 0.5 1.0 1.5
@K, =1,K,=1,N=8 b K,=3K,=3N=4
exX
1.0 VT
) LA A At
0.8 - 0.8 1
2
0.6 20 0.6
0
0.4 1 0 0.4 1
-2
0.2 1 _ 0.2 1
20 4
oo | NN BN o
0.0 0.5 1.0 1.5 0.0 0.5 1.0 1.5

©K; =8K,=8N=1

(d) Exact solution

Figure 7.4: Results for agm in the physical domain
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Figure 7.5: Results for a;;y in the physical domain
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Figure 7.6: Results for o;}x and Ua}cly in the physical domain
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Figure 7.7: Results for w” in the physical domain
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Figure 7.8: Error in the symmetry of the Cauchy stress tensor
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Complete Transformation

So far, the linear elasticity formulations contain the value parts in the physical domain, while the form part is
transformed into the reference domain. With the symmetry of the Cauchy stress tensor was not achieved even
when the ’shear’ components were given more degrees of freedom, other avenues were looked at to conserve
angular momentum. The next simple idea would be to change the formulation of stress components, such that
both the value and the form parts will be in the same coordinate system. This means that symmetry can again be
enforced.

Here, a trial of the method in which both the vector- and covector-values, as well as the forms are in the
reference domain is considered. In this way, the nature of the computational domain is used effectively and
calculations with the forms are carried out easily. With this, the stress tensor can also be refined accurately and
the assumption is that symmetry of the stress tensor can be exact because both the value and the form parts are in
the same coordinate system.

8.1. Components in the reference domain

In this section, we will deal with how the components of the quantities are represented in the reference domain.
This will help to map the quantities into the reference domain and back, as well as apply the boundary conditions
to the problem.

8.1.1. Reference domain

In this scenario, the reference domain is chosen to be [ — 1,1] x [ — 1,1] 2-dimensional square, with the
independent dimensions being £ and 7, as shown in Figure 4.2.

This is ideal because the Gauss-Lobatto points which are used to construct the spectral bases lie in this domain.

8.1.2. Stress
The stress is described as a vector-valued 1-form. In the physical domain, it is represented as
g= 2 ® (0rady — oyedz) + 2 ® (02ydy — oyydz). (8.1)
Or dy

When fully transformed into the reference domain, this would look like

9

0
g¢ © (oeedn = 7uede) + 5 ® (0ydn — oy dE). (82)

g:

One of the several distinctions from previous formulations is that this formulation considers the stress to be a
vector-valued form, while previous formulations considered the stress to be a covector-valued form.

Assuming that the - and y as functions of (£, ) are known, the stress components can be converted between
the two domains as

109
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1 Oz Ox Oz Or Oz Or Oz Ox
=gz | (55 ) 7 (3re ) e+ (G ) 7o+ (3o ) 7]
o= g [(20Y o (200 (200 (000 ]

vt detg |[\ocag) " T \angoe ) " T \acan ) " \ogon ) ")

1 [[/0xdy Ox Oy Ox Oy Ox Oy
=gz |(55¢) e+ (Grt) e+ (G ) ot (G ) o)
(2 (B2 (28 (38

Y detg |\ O€0E) onoc) " ocom) " omon) M|’

and

1 dy Oy Oy Ox oz Oy Jzx Ox
(B () (50 (58]
detJ [\ Ono on on on on on on
1 [/ Ooyoy Oy Ox Oz Oy Oz Ox
v g [ 22 o (220 ) g (220 5, (0205
Y17 detg |\ acan) T \acan) v T \ogon ) "M acan) M|’
s (2 () () (52,
"M det I |\ 0¢ 0¢ e oc o¢ ) Y" ocoe) ™ ococ) v’

where det J = g—gg—f’] - g—f]g—‘g.
Apart from this, the stresses in the reference domain can be related to the Lagrangian stresses (used in the
formulations in chapter 6 and chapter 7), which are represented with the vector-value in the physical domain

while the form part is transformed into the reference domain given by

0 0
g=5 @ (eadn — 0yzd€) + oy ® (ogydn — oy dé),

as
1 oy ox 1 . or
7€ T ety %oy "oy 7 = Getg | T¢oe T |
. 1 o @ o ox o 1 Y Yy iy or
ng det7 |0 ny on |’ " et T nx o¢ ny a¢ |’
and
Ox Ox oy Oy
ng:UggangrUgnafn, Ufy:U&%*Ufnafnv
Oz Ox Jy oy
Unngnfaig"'annaina Uﬁyzgﬂfaif_Faﬁnain'

With this transformation, the equation written down using the Lagrangian formulation can be used to derive
the equations for when the stresses are determined in the reference domain, as will be done in subsection 8.2.2.

Do notice that the stresses are actually written as vector-valued forms instead of covector-valued forms, as
in previous formulations. This is because to transform the Lagrangian stresses to the stresses in the reference
domain, only the components of the inverse Jacobian are required (i.e. %7 %’ %, 2—2) if stress is written as
a vector-valued form. These components are invariant in the reference domain, that is the derivatives of these
components with respect to £ or 7 is zero, assuming that these functions are smooth. This will help when writing

down the divergence of stress when using the reference stresses.
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8.1.3. Displacement
The displacement is described as a covector-valued O-form. In the physical domain, it looks like

u=dr ® u; +dy ® uy, (8.3)
while in the reference domain, it will look like
u=dé ® ue + dn @ uy,. (8.4)

The reason to use the covector-valued form for the displacement instead of the vector-valued form like in
previous formulations for displacement, is to accompany the change to vector-valued forms for the stress compo-
nents.

The components can be converted between them as

Upe = U gnLu @
== M or Tox’

23 In
Uy u§a—y+una,

and

or Y
Ug uma—g—i—uyag,
" —u 8$—|—u dy
T oy Yom'

Note that the displacement is covector-valued, instead of being vector-valued as in previous formulations.
This is just a consequence of writing stress components as vector-valued forms instead of covector-valued forms.
With displacements having a covector value, the value part is again nullified because there is a duality pairing
between components of displacement and components of stresses.

8.1.4. Rotation

The rotation is defined as the antisymmetric part of the displacement gradient (of the displacement in the physical
domain). Thus, it is a second-order tensor. It is described as a scalar-valued O-form. Which means that it remains
the same irrespective of the domain.

w:w{_ol ” (3.5)

8.1.5. Body force

The body force/ forcing function is described as a vector-valued 2-form. In the physical domain, this can be
written as

0 0
f= 2 ® frdady + oy ® fydxdy, (8.6)
while in the reference domain
0 0
f= déd déd 8.7
a§®f5§n+a ® fpd&dn. (8.7)

Thus, we can convert between the two domains as

Jo = detj {fgag f"an}

1
fy = det 7 |:f§ 5 fnani| 5

and

f __fl +fy87£-

23
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8.2. Equations in the reference domain

The aim of this section is to translate the equations which were already derived in the physical/cartesian domain
into the reference domain. By doing this, the result should be such that the solution obtained in the reference
domain should be analogous to how the solution would be obtained had the equations been solved in the physical
domain itself.

8.2.1. Constitutive law
For isotropic linear elastic materials, the compliance tensor can be described using only the elastic modulus
and the Poisson’s ratio v. This means that the constitutive relations can be written as

Ouy
Ci104z + Craoyy = Oz
02207;:,: = 85;; +w
C330y = % —-—w
ou
Cua0yy + Ci1040 = Tyy’
where
1
Cn=Cy = B
14+v
Coo = C33 = ( V; )
Ciy=0Cq = F

with v being the Poisson’s ratio, and F being the Young’s modulus of the material.
In order to make it easier to rewrite the components, the stress tensor will be written in a vector format

R _ [ h b ~h k1T il P damqh — |sh ~h _h _h
ol =[oh, op, ok, op] , while in the reference domain, it would look like o, = [055 ope af, ann]

The linear operator to convert the physical stresses into their reference domain counterparts can be written as

Ozx O¢e
ny a 13
= F 7 , 8.8
Ozy 7| oen 8)
Oyy Onn
where
a ) o) )
b0 0 (% L& 0
4,§ﬂ 9¢ 0 0 0 92 g &
F = ox ox 0§ on
o= 0 0 on _o¢ Oy 0 9y 0
gn 52y ot Jy on dy
0 0 - 0 2 0 o

To convert this in the reference domain, we need to rewrite the stress components in the physical domain into
their respective counterparts in the reference domain. In addition, the derivatives can be rewritten as

o 9cd ond
oz 00t owon
d 9cd o
dy  OyoE  dyom’

Thus, if the components of the gradient of displacement in the physical domain are written as a vector V ,u =

Qugy Ougy Ouy Ouy
oxr Oy Oz Oy
can be related as

T
. . - due 9
, while its counterpart in the reference domainis Ve ,u = | 55 5= Guy Oty

T
56 o 0F on , then they
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Oug %

Dy 3155

) o

oy | =Fu| s | (8.9)

x )

“Ty 815,

oy Tn

where

g g 0 &L o0 21 oo
% o o¢ on
oy Jy 0 0 0 ox 0 ox
oY & B Yo W oy
0 0 a0 ou 0 a0 0 Fe

Now, rewriting the constitutive equation in terms of o-?_n and V¢ ,u, we have

[C[Fo¢,] = FuVequl + |~

This means that the relation can be rewritten by taking the linear operator F; ! over the equation as

(€] [of,)] = [Vequl + (det T) [R] [w"] . (8.10)
Here,
0
r=| 4
0
and
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where
,  (Ox 2 on Oz on dy Oz dy on 0x on dy
o= (5) |o (5rae) + o (-arae) |+ (Geae) [o= (-iae) o= (o)
oy\? On Ox on Oy
+(58) o (5rae) vou (amae) )
, _ (Ox 2 o€ Ox o€ dy Jzx Jy o0& Ox o€ Oy
= (5) [on (-5o) o (meae)| + (5ee) [o= (5 ) + o (~pae))
ay\° o¢ Oz dE dy
+(5) oo (o) o ()]
, (9x)\? on Ox on dy dz Ay on Oz a¢ Dy
= (5) [ (Grar) von (o)) + (Geae) (o= (avar) +o= (5o
ay\? on 0x on 0y
() [on (5rn) won (-aran)|
, (9x\? ot Ox o¢ By oz Oy Ot O o¢ dy
c=(3¢) [ (o) + O (arar)) * (5eae) o= (5aan) +0= (5y0m)]
oy o€ Ox I€ Dy
+(5) lon (o) + o ()|
, [0z 0z | on Ox on Oy Ox Oy | on Ox
Cn = (san) “u (ayag) * <‘x5 ! <8£8n) 0 85]
Oy Oz on oy Jy dy n Oz on dy
+ (% an) [wane) * (ao) o (375¢) +on (o) |
,_ (Ox 0\ | _ 0oz 9oy, (dx0y\ | 0¢ 9z
C”‘(m) _C“< By af)WM(axas)_ +<3§3n> _C”(a 85”
Oy Ox o0& Oy dy Oy 5 ox o0& dy
+(3eam) [Csyat) * (5ean) (o0 (a3 ) +0 (5|
, _ (00 on 0z ooy Oz 9y on 9z
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Oy ox\ [ 0¢ Oy \ ] Oy Oy On Ox on Oy
+(atan) [ (5yam)) + () o0 (5y80) +0= (“ara))
(902 _0¢ox 9¢ 9y 9z 9y 08 9z
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o= (Gean) (o (5ran) ~on (anan )| (i) [ o= (525
+(avae) [0 (o) |+ () [0 (5755) + oo (33 )|

= (aa) [0 () + 0 (o) |+ (5r) [0 (5250

~(ore) on (55 30)] () o (-5555) e (5552))

ci= () [en (5re) v (B0 + (5o [on (-5256) + 0 (530).
() [ (5r3) ~on (-5150)]

= (5) en (55) veu (R3] + (o) [on (350) + o (-555%).
() [on (5) e (23]

o= () oo (i) +ou (5] () lem (-32) e (550
() [on (B3) - o (-5232)

cin=(5) [on (5) - (o) (o) o= (250) + o (5030
(@) [on (55) v (53]

and

o o€ T R
or Oy | _ | 0§ On _ o on
o on| = |ow ou| T g7 | % x|
9z By 9 I I
These equations can be used for assigning values to the matrices associated with the stress mass matrix, and
the mass matrix corresponding to the rotation tensor.

8.2.2. Conservation of linear momentum
With the Lagrangian stresses, the conservation of linear momentum can be written down as

00¢y 00y
2¢ oy

LT (f, detT) =0

¢ on

+ (frdetJ) =0

Therefore,

Jogy 0§ | Dogy O doyg O | Doy O 123 [
( o0& 8x+ o0& Oy + on 8x+ on Oy +detJ fm@erfy@y =0

0ocs O 00ey O | [0y O gy O oc L oE\
(ag ar o ay) T oy an T oy oy ) T e, T, ) 0

Since the components of the inverse Jacobian 25, 95 91 91 are invariant under € or 7, these components
oz’ dy’ Oz’ Oy

can be taken under the differential. Then, these equations can be rewritten in terms of the reference stresses as
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60'55 60',75

56+ o tle=0 (8.11)
Jogy | Ooyy _
S Ty =0 (8.12)

This is also why stress is written as a vector-valued quantity. If it was written as a covector-valued quantity,
you would need to multiply the equations with components of Jacobian, which may not be invariant under £ and
7, unlike the components of the inverse Jacobian.

8.3. Theoretical formulation

By converting the stresses and displacements to their respective components in the reference domain, the idea is
to solve these equations completely in the reference domain.
For this, the theoretical formulation (in the reference domain) can be written as

widetJ(O'gn — O’n§>dQ

oo, Que Quy 0oy
+ Jo ((ue e~ FnOne — 5 0en + Uy g ) +ug fe +uy fn)dQ
+Ja (37 (€)2)d ’

= $oa ((ue) poeene + (up) poyyny)dl
+ fa() (UE(Uni)Pnn + Un(0'57,)pn§)dr

£(zuw.c) = (8.13)

where components of C’ are listed previously.

8.3.1. Constitutional Law
On taking the variational derivative of the functional with respect to g and equating it to 0, the functional reduces
to

Jo (wldet ) (o2, — ¢ ) 4
+fg( g""g—gﬁ - %—7;57,2 d@g Ten + Uy Unn)dg = B,, (8.14)
+ o & (C)e )

which is the equation that is solved in the formulation.
Using integration by parts, it can be seen that

Jo, (wldet ) (o2, — 7y ) 4
ou Oug —— ,
+ Ja (— FETEE — PrOng — FeOen — Tn’am])dﬁ =0.

+ o g (C)a)d0

Assuming that this holds for any arbitrary value of g, this will give the constitutive law derived previously.
An important consideration is that

B, = f (1) pgene + (1) 7y (8.15)

which makes sure that the correct constitutive relation is solved, using the values of the displacement at the
normal boundaries.

8.3.2. Conservation of linear momentum
On taking the variational derivative of the functional with respect to u and equating it to zero, the functional
reduces to

ol ou, ou do
(1655 = e = e +ua gt + e ety )40 = B, (8:16)
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where

By = %h (ﬂz(ang)pnn —‘y-a,/](Ugn)Png)dF. (8.17)
a0

With an arbitrary u¢ and u,, and assuming this holds for any arbitrary domain, it can be shown (using integra-

tion by parts) that these equations satisfy the equilibrium of forces, and thus the conservation of linear momentum.

8.3.3. Conservation of angular momentum
On taking the variational derivative of the functional with respect to w and equating it to zero, the functional
reduces to

/ & det T (ey — oye )42 = 0. (8.18)
Q

This equation looks easier than its counterparts in Chapter 6 and Chapter 7. With an arbitrary w and assuming
this holds for any arbitrary domain, that means that angular momentum must be conserved, assuming that linear
momentum is also conserved exactly.

8.4. Spectral bases

In this section, the expansion of the quantities in the reference domain is shown. The fully transformed stress
components are the ones which are reduced onto the reference domain here, not the Lagrangian stresses as in
previous formulations where the value part remains in the physical domain. The reason for this is to ensure that
the fluxes at the boundaries of the element are exact, which happens only when the displacements are converted
to the reference domain. When the value part of the displacements is converted to their reference counterparts in
this way, the value part of the stress components also needs to be in their reference domain counterparts so that
the inner duality pairing between the stress components and displacements can be made.
With this in mind, the stress components (fully-transformed) are written down as

N+1 N+1

O¢e = Z Z(Uss)ig‘ hi(€) €5(n)
von

> (one)is €il€) hy(n)

J

&
sy

I
™

ﬁ
Il
-
Il
-

(gen)ij hi(€) ej(n)

Q
iy

I
[
] =

=
A
= 0
+>~

1

O = (onn)ij e;(6) hj(n)
— =

©
I
=

<
Il

Note that these expansions are similar to the expansions used for the Lagrangian stresses used in Chapter 6.
For the conservation of linear momentum, the derivative of the normal stresses can be written as

_oow N N+1 /
537£ = Uug ; = (<U§§)i+1,j - (Ugg)i,j) ei(§) 6j(77)
o N+1 N /
n an = Up £ ; ((Unn)i,jJrl - (Unn)i,j) e; (€) €j(77) )

In order to make these relations topological, u¢ and u, have to dual to the expansions of ag—? and g;;”
respectively. Thus,
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(ug)ij hi(€) hi(n)

<.
Il
_
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(un)ij hi(€) I (n) .

@
Il
—
<.
Il
-

With these spectral bases for u¢ and u,, the other terms in the conservation of linear momentum %,&Un& and

%nggn are also topological. This makes conservation of linear momentum topological.
The rotation is expanded as

N
Z ij hi(€ h;(n) .

1j5=1

€l
I
Mz

2

The stress components are converted into the dual of the spectral bases for w and then the equation for the
conservation of angular momentum is written down.

With these spectral bases, the system can be written to find the unknown degrees of freedom as

Ma ]Eg RT O'h _gg
E, 0 0 u' | = | gl (8.19)
R, O 0 wh 0
In this representation, let
h_[-h _h _h _h T
o = [0 one oty om] (8.20)
u' = [u? “Z } , (8.21)

Making it easier to arrange the unknowns for the tensor and vector quantities. In addition, it should be easier to
construct matrices if the quantities are arranged in this order.
The other terms in this system will be analysed in the following sections.

8.5. Incidence matrix

The conservation of linear momentum is designed to be topological in the computational (reference) domain.
With this, the incidence matrix that needs to be made should not involve any terms other than +1 or 0.

With the stress degrees of freedom arranged as Equation 8.20, the matrix can be decomposed into two parts
(Es)¢ and (E,),, written as

This decomposes the conservation of linear momentum into two directions, {— and 7—. Egh and ﬁ;h act as
the Lagrange multipliers to enforce the equilibrium of forces in these directions respectively. Thus, (E, )¢ is a
linear operator on [o’?5 .07}72]’ wh.ile (Eo )y, is a linear operator on [Ué‘n af}n].

Following the z-lexicographic arrangement for these degrees of freedom, the components of E,, (for V = 2)
are given below.

1 -1 0 0 0 0 0 0O O -1 0 0 O
0O 1 -10 0 0 0 0 0 0 -1 0 0
(E,)e = o 0 0 1 -1 000 0 1 0 -1 0
/¢ o 0 001 -10 0 0 0 1 0 -1
o0 00 0O 0 1 -1 0 0 0 1 0
o0 00 0O 0 O0 1 -1 0 0 0 1
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-1 0 0 0 100 -1 0 O 0 0 O

1 -1 0 o0 O0O1O0 O -1 0 0 0 O

(Eo), = 0 1 o o0 o001 0 O -1 0 0 O
7/m o 0 -1 0 000 1 o 0 -1 0 O
0 0 1 -1.0 0 0 O 1 0o 0 -1 0

Note that the transpose of this matrix is also used in the constitutive relation.

8.6. Mass matrix

The mass matrix is referred to the equations in this formulation where the stress components themselves act as
the Lagrange multipliers. Specifically, this is one of the mass matrices, which is used to enforce the constitutive
law.

Because there are 4 stress components in the two-dimensional formulation, there are also 4 equations enforcing

the constitutive relation. In general, the mass matrix can be written as {( T'M,o } . To make it easier to write
it down, M, can be separated into 4 horizontal matrices, representing each of the constitutive equations, as

My
M,
M3
My

M, =

Let us look at how the different components are written down as.

8.6.1. Constitutive relation 1
This relation has o¢¢ as the test function. With this

Mll z]kl Z Z 011 gra 7]5 z(fr) 6; (775) hk(&“) 62(775) Wy Ws, (822)

r=1s=1

where w,. and w, are the integration weights associated with the nodes at £,- and 75 using Gaussian quadrature,
and N, denotes the number of Gauss-Lobatto nodes used for quadrature.

Similarly,
(Mi2)ijut = Z Z Clz (& ms) €(&0) Wy (n5) Pr(&r) €7(ns) wy ws. (8.23)
r=1s=1
MIB ijkl = Z Z 013 €ra 778 ;<§r> €; (775> hk(gr) 62(778> Wy Ws- (8.24)
r=1s=1
I\4114 ijkl = Z Z C*14 €ra 778 (fr) hj (775> hk(gr) 62(778> Wy Ws- (8.25)
r=1s=1

Once these matrices are formed My = [My; Mjo M3 Myy]. The coefficients are those derived in (8.2.1).

8.6.2. Constitutive relation 2
A similar method to the way the matrices are derived can be used to determine the matrices for the second consti-
tutive relation, with the test function being o,¢. The expressions are given below.

(M21)ijrr = 22021 (&rams) Ba(&r) €)(ns) ex(&r) hy(ns) wy ws. (8.26)
r=1s=1

(Mas) ijkl = 22022 (&ryms) €i(&r) h (773) ex (&) hi(ns)wr Ws- (8.27)
r=1s=1

(M23)ijkt = 22023 (&rams) Bi(&r) €5(ns) ex(&r) hiy(ns) wr ws. (8.28)

r=1s=1
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Ny N

(M24 igkl = Z Z 024 fr, 77€ fr) (778) €k (57") h;(%) Wy Ws.- (8.29)

r=1s=1

where the components of C” are what were derived in (8.2.1).
Then we get My = [My; Moy Mas Moyl

8.6.3. Constitutive relation 3
The third constitutive relation has o¢,, as the test function. The expressions are given below.

MSI ijkl = Z Z 031 §T7 ns fr) (778) hk; (gr) el(ns) Wr Ws. (830)

r=1s=1

(Ms32) Ukl ZZC& &rims) €i(&r) b (778) h;c(gT) er(ns) wy w. (8.31)

r=1s=1

Nz N

(M33 ijkl = Z Z 033 §r7 778 fr) € (775) hk; (gr) el(ns) Wr Ws. (832)

r=1s=1

Ny N

(Maa)ijir = D > Cha (€n,715) €4(&) B (ns) Hi(&r) ex(ny) wr ws. (8.33)

r=1s=1

where the components of C” are what were derived in (subsection 8.2.1).
Then we get M3 = [M3; M3y M3z May].

8.6.4. Constitutive relation 4
The third constitutive relation has o, as the test function. The expressions are given below.

M41 ijkl = Z Z C141 §r7 ns fr) ;‘(778) e?q(fr) hl(ns) Wr Ws. (834)

r=1s=1
Ny Ny

(M42)ijkl = Z Z 04/12 (fr, 7)3) ei(fr) h; (778) e;e(fr) hl(%) Wy Ws- (8.35)

r=1s=1

Nz N

(Mag)ijer = > > Chg (&oms) 1i(&r) €5(1) €4(€r) hu(ns) wr ws. (8.36)

r=1s=1

Ny N

M44 Ukl Z Z 044 57“7 77'3 fr) (773) e;e (57") hl(ns) Wy Ws- (8.37)

r=1s=1

where the components of C” are what were derived in (subsection 8.2.1).
Then we get M4 = [M41 M42 M43 M44].
With these components, the mass matrix can be set up by vertically stacking M, M, M5 and M respectively.

8.7. Rotation matrix

The rotation matrix can be represented as

0
R

R = ng
Ren
0

where,
(Rnﬁ)ijkl = - Z Z detj(gra ns)ei(fr) h; (775) h;g(é'r‘) h;(ns) Wr Ws- (838)
r=1s=1

and
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N x

N,
(Ren)ijrt = szetj(&ms)hé(ﬁr) ej(ns) hy, (&) hi(ns) wy ws. (8.39)

r=1s=1

8.8. Boundary conditions

The boundary conditions can be enforced using a trick arising from the definition of the dual basis functions
themselves. Let us see this in more detail.

8.8.1. Normal displacements for the Constitutive relation
The boundary condition for the constitutive relation with ¢, shall be considered first. When looking at the refer-
ence domain, the displacement in the £ —direction is prescribed on the left and right boundaries in the reference
domain.

On the boundary, the prescribed xz—displacement is expanded as

N+1

/aQ ug” (& n)dn = /m ;((UE)P)lhl (n) dn.

Using the dual polynomials, this integral can be reformulated as

N+1N+1 N+1

L3 S wormme i~ [ 3 6 ) = ()

Jj=1 =1

where a = 0 or a = N + 1 depending on whether it is the left or the right boundary.
Thus, the boundary condition becomes

N+1N+1

| rdzenar = [ 5737 @0, o €meindn= 30 3 @)y (oo (840

j=1 1=1 1
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In a similar manner, the y—displacement is prescribed to the constitutive relation with o, on the bottom and
top boundaries in the reference domain, as

N+1N+1 N

[ wnrgmndt = [ 303 @ (1) €000 = 3 3 @ ()i (84D

Jj=1 [I=1 =1

+
[
2
+
=

<.
Il
-

where a = 0 and a = N + 1 for the bottom and top boundaries respectively.

An observation to be made here is that these displacements are the normal displacements to the physical
boundaries, which are prescribed at all the boundaries. This is one of the reasons this approach was tested (where
both the stress components and the displacement components are resolved into their reference domain counter-
parts), so that with the normal displacements at the boundaries, the constitutive laws also act as equations which
conserve fluxes through the boundaries of the element.

Also, note that both these boundary conditions are independent of basis functions, and only involve the degrees
of freedom. This is another strength of this approach.

8.8.2. Shear stresses for conservation of linear momentum
Considering the conservation of linear momentum for the stresses along the £—direction (for which ug is the
Lagrange multiplier), the stress component o,,¢ needs to be prescribed at the top and bottom boundaries in the
reference domain.

This stress component can be expanded as

N
[arenacs [ S eraoas

Using dual polynomials, this can be modified as
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/GSZZZ UT]& Pel d£ / ZU § 7] h/ )d{ = (O"rlf)j,aa

j=11=1

where a = 0 and a = N + 1 respectively for the bottom and top boundaries.
Thus, the boundary integral can be reformulated as

/ Ug (0¢) ppdl’ = /mzz Ue)1,a00t (€,m) By(€)dE = ZZ Ue)a(0ne)j (8.42)

j=11=1 Jj=11=1

Similarly, considering the conservation of linear momentum for the stresses along the n—direction (with w,,
as the Lagrange multiplier), the stress component o¢,, needs to be prescribed at the left and right boundaries. The
integral can be simplified as

N N
/ Uy (0¢n) p nedl’ = / ZZ Up)ai0gy (§,m) ZZ Un)a,i(Ten)a (8.43)
Gl j=11=1

An observation with these boundary conditions is that these stress components are the components of traction
that is always tangential to the physical boundaries. As mentioned before, these boundary conditions also do not
involve the use of basis functions, only the degrees of freedom, which is another strong point of this formulation.

8.9. Contributions from the forcing function

The forcing function in both directions needs to have the same basis as the derivatives of the stresses, i.e.
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Similar to the boundary conditions, the degrees of freedom for the body forces can be computed using the
property of the dual basis functions.

N N+1

(fe) kl—/zz (fe)igei(€)e(mhi(§)hu(n)dé Adn
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~ [ (%) 5 wtematesnn + (52 ) 45 ateom. ot | m@itnyae nan.

Note that these transformations derived are the same ones mentioned in subsection 8.1.5.

8.10. Hybridized system
With the current formulation, it is possible to hybridize the physical domain. This makes the method attractive
when looking at it from a computational perspective.

The idea behind the hybridized system is that the physical domain is divided into various subdomains, and
this formulation is applied individually to each element as if it were an independent problem on its own. The
reference domain remains the same for each element and is the same reference domain used for formulations
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Figure 8.1: Degrees of freedom of quantities for the hybrid formulation on the reference domain with K = Ky =2, N =1

with a single element, shown in Figure 4.2. This makes each element have its own function map between the
physical and the reference domains.

In order to not overdefine the problem, the Lagrange multipliers at the internal boundaries of different elements
are used to constrain the values on neighbouring elements to be the same. This will result in a system matrix of

the form . , .
50 =0 w49

A contains the elemental stiffness matrix, with elements arranged in (again) lexicographic order. This enables
it to be a block-diagonal matrix.

B contains the relations which enforce the continuity of the quantities in the reference domain, at the element
boundaries. With this formulation, the relations used at the horizontal boundaries are

Oee 1 = 0ce |r
ﬂ;\l:ﬂ;h,

where [ and r indicate the left and right boundaries respectively. At the vertical boundaries,

O |b =0 |0

ug b = ug |1

where b and ¢ indicate the bottom and top boundaries respectively. How the hybridized domain looks like, in
terms of degrees of freedom in the reference domain is shown in Figure 8.1.

8.11. Results

This formulation is tested against a manufactured solution. The manufactured solution is the same one tested in
Section 7.9

8.11.1. Domain

A trapezoid domain is chosen for this problem. In order to quantify the effects of the ”skewness”, the slope of the
skewed edge (m) is chosen to be a variable, and studies are conducted over multiple m, each of which results in
a different domain. A sample domain with m = 2 is shown in Figure 5.2.
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The points on this domain are mapped onto the points in the reference domain (Figure 4.2) using bilinear
transfinite mapping. The Gauss-Lobatto points on the reference domain are then mapped onto the physical domain.
When the domain is divided into several elements, the boundaries of the elements are first calculated using a
bilinear transfinite mapping, and using these maps the Gauss-Lobatto points are mapped onto the physical domain.
Note that the maps for each element can be different. These can be visualised in Figure 5.3

On these domains, the displacement u¢™ and the stress component ogy are prescribed on the left and right
boundary, and the displacement u7” and oy¢ is prescribed at the bottom and top boundary.

8.11.2. Observations and Conclusions

Looking at the results, it is great to see that even when the unknowns are calculated in the reference domain,
the solution obtained on reconstruction and transformation back to the physical domain seems to be consistent
for Uz, Uy, 04z, 0yy and even w, as long as the solution is resolved well, as seen in Figure 8.2, Figure 8.3,
Figure 8.4, Figure 8.5 and Figure 8.7. Even the symmetry of the Cauchy stress tensor is strongly enforced, as
seen in Figure 8.8. However, there is something erratic seen in Figure 8.6, the shear stresses themselves show
a significant error, that does not go away on increasing the refinement, considering that the exact solution for
the shear stresses is also exactly zero. A similar trend is observed when looking at errors with respect to the
exact solution for all other quantities too which seemed to be consistent, as observed in Figure 8.9 for u, and u,,
Figure 8.10 for the normal stresses and Figure 8.11.

Further examination reveals that, with the use of hybrid elements, the surprising story is that there are very
minimal discontinuities observed at the boundaries of the element, when looking at the quantities u, Uy, 02z, Tyy
and even w. The exception to this is when the solution is not resolved well enough within the element, for example
when N = 1, which should also be the cause for the observed discontinuities. However, the discontinuities are
more readily observed in the solution for quantities o,, and oy, even when the solution is well-resolved for
all the other quantities. The physical shear stresses also show a high error that does not seem to go away with
refinement.

To confirm this, we can look at Figure 8.12, which is the convergence plot on increasing the number of
elements. This indicates there is a limiting error that is not related to the refinement in the element width. A look
at Figure 8.13 reveals the same story, this error does not go away with polynomial refinement. This shows there
might be an error in the formulation, and that the tangential stress at the boundaries may not be the right Lagrange
multiplier to couple elements when using this formulation.

The aim of developing this formulation in the first place was to eliminate the problems caused by the La-
grangian formulations, where the symmetry of the Cauchy stress tensor could not be enforced. With both the
forms and the vector value for the stress components in the reference domain, the shear stresses in the reference
domain can be used to enforce the symmetry in the reference domain, as well as in the physical domain. However,
this formulation has a different error encoded into it, rather than a numerical problem.

The main problem with this formulation lies with how w is used. By its definition, w is defined as the antisym-
metric part of the displacement gradient tensor. What is implicit, but not mentioned so far is that this also means
that w depends on what the undeformed state of the body. This means that w(z, y) is a better representation of the
rotation tensor. However, as z(£,n) and y(&, n)) are functions of the reference coordinates, the displacements u,,
and u, should be functions of (&, 7). This can be viewed as the displacements of particles, indicated by the label
(&,m) in the reference domain will move u, and u,, along the - and y-directions respectively. When you convert
the displacements into their reference counterparts, (£, ) is no longer a label to the physical world, instead you
are observing the displacement field in the directions in the reference domain, which will lead to this particle
being in a new position (¢’,n"). However, the rotation tensor is still defined with respect to the undeformed state
of the body, which is a function of (z,y). This means that the antisymmetric part of the displacement gradient
with respect to the undeformed domain can be decomposed into two parts, calculating how the undeformed do-
main looks from the reference domain and its labels, and then calculating the displacement gradient taking into
consideration how the configuration changes from the undeformed domain. In this formulation, while the (an-
tisymmetric part) of the displacement gradient is calculated, how the configuration changes with respect to the
undeformed domain is not taken into consideration. This is why there is an error in this formulation.

Another point of view for this formulation is that while the definition of the stress components in this domain
is symmetric with the definition of w, the strain tensor does not account for the antisymmetric displacement
gradient in the reference domain. The strain tensor is symmetric, but this symmetry is enforced by w, which is
the rotation tensor in the physical domain. The antisymmetric displacement gradient in the reference domain,
which is 88“ 1— % is not accounted for in this formulation. This tensor field should generate an unbalanced
rotational force in the reference domain, which does not appear in the equilibrium of forces. This unbalanced
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force is added on to the shear stress component in the reference domain as a result, because the normal stresses
in the reference domain are already defined because of the normal displacement boundary conditions.

To have another perspective on the error, let us look at what happens when you transform the value parts into
the reference domain. In the physical domain, at each point, there is a different value for £ and 7, and hence is a
continuous variable. When the form parts were converted onto the reference domain, the only change happened in
the quantities we associate to the geometries. Because the geometry/domain changes under transformation from
the physical to the reference (or vice versa) components should also reflect this change under transformation.
However, the vector directions along which forces are balanced for example remain the same, which means the
exterior derivative related to the geometrical components will still be accurate, along that direction. When you
transform the directions, how £ and n vary across the physical domain also needs to be taken into account. A
simple exterior covariant derivative is not enough to get the complete variation of the physical quantity in the
reference coordinates.

This means that the system only converges until a limiting value, and there is a limiting error value for each
system. A similar result is observed when a different skewed domain is used, mentioned in section B.4.

8.12. Summary

In this section, a formulation is tested with all stress and displacement components transformed into their respec-
tive components in a reference domain. With the stresses written as vector-valued forms, the conservation of
linear momentum is again topological, with the forces balanced in terms of reference components. The displace-
ments are now written as covector-valued forms in the reference domain, thus (again) nullifying the value parts.
With this formulation, the stress tensor is made symmetric by equating the shear components in the reference do-
main. This formulation can also be hybridized. This results in linear momentum being conserved up to machine
precision, and even the symmetry of the stress tensor maintained up to machine precision. However, the shear
stresses show an inherent error, which is confirmed by the convergence studies in both polynomial degree and the
mesh width. This is due to the rotation not being taken into consideration in the reference domain, as the rotation
tensor is defined with respect to the undeformed physical domain. This means that when you are writing down
the rotation tensor in the reference domain, it should be with respect to the undeformed reference domain, which
is not done in this formulation. This results in freedom for the reference domain to rotate, which is seen as an
error in shear stresses in the final formulation.
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Conclusions and Recommendations

The mimetic spectral element method had already been applied to solve the Poisson problem and the Linear
elasticity problem. However, they were restricted to working in an orthogonal domain, where the coordinates in
the physical domain were only related to the coordinates in the reference domain with a diagonal relationship. To
account for arbitrary domains, with the goal being that the computations should still be in the reference domain, a
new formulation must be devised, taking into different parameters for computation. With this motivation, several
formulations were put forward and analysed. While the symmetry of the stress tensor was not maintained in
all these methods, there was point-wise conservation of linear momentum in all these methods for an arbitrary
domain. An extension of the Poisson problem was put forward too, that serves as an alternative to the previous
formulations for an arbitrary domain.

The motivation to use and the understanding of the mimetic methods were derived from completing the lit-
erature review. This begins with trying to have a geometric description of physics, an idea that came together
from combining mathematical ideas of exterior calculus with the insights of Tonti. When concepts from algebraic
topology work together with geometric descriptions, it results in a natural discretisation which is able to describe
physics. The most important aspect of this discretisation is that the metric and topological aspects of a physical
problem can be distinguished easily, leading to better choices for the representation of physical variables and the
separation of errors in numerical computation. With the mimetic spectral method, a high-order solution can be
obtained with the ability to be extended to hybrid formulations and exact conservation of angular momentum.

This thesis aims to prepare the mixed hybrid mimetic spectral element method for Fluid-Structure Interaction
when it could be used to simultaneously ensure the symmetry of the Cauchy stress tensor and the equilibrium of
forces. The first step in this endeavour would be to look at unsteady Linear elasticity and how the conservation of
angular and linear momentum would work. However, this revealed that we had to take some steps back in order
to find the right formulation. For this, a new Lagrangian functional was proposed, such that the minimisation
of this functional would lead to the constitutional laws and topological relations separately, with a constitutional
relation used to couple the rate of change of displacement with the momentum. The spectral bases used in the
literature were extended to the time domain as well, such that the conservation of linear momentum would remain
topological even with the introduction of unsteady force due to changes in momentum over time. However, all of
these led to a formulation that would diverge as soon as there was some deformation introduced into the otherwise
rectangular domain. The conclusion was that the spectral bases, which were constructed on the reference domain,
could not tackle the deformation because then the mapping from the reference domain to the physical domain
would not be a simple diagonal mapping, instead, a coordinate in the physical domain will need a linear operator
that relates the coordinates in the reference domain to them.

With this, the decision was to devise a novel formulation that would solve the Poisson problem when the
physical domain is skewed, in this case, a trapezium. With the help of the transformation of differential forms,
the quantities in the physical domain are mapped to the reference domain, and the linear elasticity formulation was
modified to solve a diffusion equation using mixed spectral bases. Again, a Lagrangian functional was constructed
such that the minimisation of this functional in the reference domain would lead to multiple equations that would
model the Poisson problem. The modification from previous studies that were in the domain, was that the mass
matrix in the constitutive equation also contains the pull-back operator within it, apart from the constitutional law
itself. This means that even in the reference domain, the divergence equation is topological, and the results for the
physical quantities converge on further refinement. Additionally, the formulation was hybridized, and optimal
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results were obtained.

This meant the step-up to linear elasticity could be made, as it is essentially Poisson equations in two dif-
ferent directions, coupled together using the conservation of angular momentum. This would mean that while
the Poisson problem could be tackled with differential forms, the vector-valued and covector-valued forms were
used to represent displacements and stress components, respectively. The stress components were consequently
chosen to have covector-values in the physical domain, while the forms would be transformed to their equivalents
in the reference domain. Another Lagrangian functional was written in such a way that its minimisation would
model the linear elasticity problem in the reference domain, with the mass matrix containing contributions from
both the constitutive law and the pull-back operation, with the value parts of the quantities playing no part due
to duality pairing. While the conservation of linear momentum was point-wise, angular momentum could not be
conserved point-wise like in a rectangular domain. However, all physical quantities (and the error in conserva-
tion of angular momentum) did converge on further refinement. The difference in this formulation from the one
on the orthogonal domain is that the symmetry of the Cauchy stress tensor requires enforcing a linear relation
between all four stress components when it is converted in the reference domain, which all have different degrees
of freedom. This formulation did not result in spurious kinematic modes.

In an attempt to solve this problem, an alternative formulation was developed, in which the spectral bases
representing the stress components in the ’shear’ directions would have higher degrees of freedom compared
to the ‘normal’ stresses, while the opposite was true in the previous formulation. The rotation, which had the
same degrees of freedom as the ’shear’ components in previous formulations, also followed suit. The idea was to
ensure that to ensure the symmetry of the Cauchy shear stresses in the reference domain, those stress components
which are multiplied by the diagonal components of the mapping would have higher degrees of freedom. The
result was that while the error in the symmetry of the Cauchy tensor was lower than in the previous formulation,
the point-wise equality seen on rectangular domains was again not observed. The results again showed optimum
convergence, apart from when the degree of the polynomial degree is one, where spurious modes are observed at
the corners of the element.

In further pursuit of strong conservation of angular momentum, all the quantities were transformed into the
reference domain, and another formulation was set up. The stress components were vector-valued this time, while
the displacements were covector-valued. With this ensuring another topological formulation for the conservation
of linear momentum and the symmetry of shear components in the reference domain, the requirement for the
conservation of angular momentum, the Lagrangian functional was set up for these components. However, the
results obtained were not converging and had an inherent error in the formulation itself. This was chalked down
to an error in defining the rotation tensor, meaning that the reference domain was free to rotate about its axis.
This results in the shear stress in the reference domain not being balanced, meaning that linear momentum is not
conserved, and more terms need to be accounted for. Another explanation for this behaviour was that with the
change in directions (from the physical coordinate directions to the reference coordinate directions), there was
also a change in the quantities themselves, which could not be modelled only through operations on associated
geometries. This means that one should also take into account how the reference coordinate directions will vary
by location in the physical domain.

While the goal with this thesis was regarded as too ambitious, there were several steps taken to extend the
thesis towards the goal, although the goal itself was not reached. With more continuum mechanics to tackle, the
future holds promise for working with vector- and covector-valued forms in these applications. Future avenues
for development include:

* Understand how the formulation with full transformation to the reference domain can be implemented
such that there is convergence. Specifically, the formulation should maintain the point-wise conservation
of linear and angular momentum.

» All studies conducted here are based on the same isotropic linear elastic material, which means that the
compliance tensor in the physical domain (which relates the Cauchy stress tensor to the Cauchy-Green
strain tensor) is the same. A replication of these studies using other constitutive relations (and thus, different
compliance tensors) will help in understanding how the reference domain can capture changing constitutive
relations.

» With the Lagrangian formulation for solids developed, where the values remain in the physical domain, the
idea is to extend these studies to develop a Lagrangian method for fluids. This avoids the use of non-linear
terms in the conservation of linear momentum as particles are tracked in this method, like in [17].

» Extending the study for solids in deformed domains into the formulation for unsteady solid simulations.
This would mean extending this study into the time domain as well.
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* A three-dimensional implementation for linear elasticity can be studied as well. Although it should be
straightforward for the cases with partial transformation of stress components, the changes in the mapping
with the addition of an extra dimension need to be taken into account.

 All of these case studies are conducted on a trapezoidal domain, where domain decomposition is easily
achieved, and the element’s boundaries can be modelled exactly as a linear function. It would be interesting
to see if the same results are seen when the mapping is a polynomial function of the reference coordinates,
not just linear, like in a circular domain. It should also be noted to look at domains where the transformation
from the physical domain to the reference domain involves all non-zero components of the deformation
gradient.

+ This implementation was done using a high-level programming language. Another extension would be to
look at the performance of this algorithm when it is implemented in parallel with multiple elements.
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Experimental setup and other choices

This chapter consists of further explanations of the choices made in plotting as well as brief explanation of the
repository that helps investigate bundle-valued forms for Linear elasticity problems.

A.l. Element width

One important measure that needs to be considered while plotting is the measure of the element width. Because
physically the elements are skewed, it is necessary to make a good estimate of the element width to see how
computed solutions behave on refinement.

The first step taken is to ensure that all results were plotted for equal number of elements along the coordinate
directions, i.e. K; = K. This enables us to consider the skewness only in one of the directions, and not to be
influenced by how the elements themselves are divided.

For all skewed domains, the idea was that if L, is the length of the top boundary, with K, indicating how
many elements are along the x-direction, then the element width is assumed to be

_ L
- &

Do note that this was chosen as the representative width for each element would be different, and thus it was
necessary to come up with a unique value for the purpose of analysis.

h

A.2. Experimental setup

The choices for the experimental setup, including how the repository is maintained is explained here.

A.2.1. Hardware

The machine on which this thesis will be carried out has an Intel i7-9750H CPU, with 16GB RAM. The compu-
tational setup consists of running codes on a Python environment and consists of many files of code grouped in
folders based on their use. In general, these sets of codes depend on the numpy and scipy open-source libraries.
The pickle library is also used to store and read solution data and the matplotlib.pyplot library is used for plotting
results. In addition, the os library is used as a means to automate the opening and closing of files with the help
of their addresses. Python 3.7 is used for running the experiments, which is part of an Anaconda installation on
Ubuntu 22.04 operating system. This setup is selected as everything is open source and is widely used, meaning
it is also well documented.

A.2.2. Code methodology
The settings for the simulation is mentioned in settings.py file. The method used, along with the domain that
should be used for the simulation. Along with this, the exact solution (when analysing the results where the
manufactured solution is known) and the initial conditions (for unsteady linear elasticity) are prescribed in the
files exact_solution.py and initial_conditions .py respectively.

In the Problems/ folder, there is a code which calls functions from other folders to solve a specific problem. A
typical problem file will do everything from assembling the matrices and running the postprocessing routine. All
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Grid spacing
& weights

Basis functions H Mapping %—

’ Incidence matrices

’ Mass matrices ‘<—{ Reduction ‘
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’ Reconstruction }—>’ Plotting

Figure A.1: Schematic diagram of the implementation of the hybrid mimetic spectral element method

of these tasks of actually specifying the details of the matrices, the vectors etc are imported from their definitions
in the other files, and this file only assembles it such that the correct system for this problem formulation is
solved. For example, the Problems.Linear_Elasticity_Lagrangian file contains details about how the Original
Linear Elasticity formulation in the Lagrangian method is assembled.

The pets folder contains the descriptions of several programs which are essential to MSEM. From the spectral
bases for the method to the assembly of the system and the construction of various matrices are in various files
in this folder, and each file has a specific purpose. For example, Defs.mapping is used to mention details of
the mappings between the reference domain and the deformed/undeformed domain, and Defs.matrices contains
functions to make the various Hodge and incidence matrices that will be used in other files. Defs.grid is used
to generate both the reference domain and the mesh for the physical domain. Defs.quad contains details about
quadrature and are where the basis functions are generated. Defs.reduction is the main file where reduction
operations take place, including generation of the vectors for the boundary conditions and the forcing function.
Additionally, Defs. index is a library that assists in the global and local indexing of variables while setting up and
generating matrices.

In addition, the pata/ and pPlots/ folders contain data and plots generated of previous experiments. The visual
representation of the repository is done in Figure A.2, while how the repository is used is depicted in Figure A.1.
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Results for other domains

This section contains the results from sections with arbitrary domains which are skewed differently.
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Figure B.1: Domain with m = 10
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Appendix B. Results for other domains

B.1. New Poisson formulation
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Figure B.17: Results for errors in u/* and uz from the exact solutions
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Figure B.19: Results for errors in ag’}y and O'Zz from the exact solutions
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B.3. Dual Lagrangian formulation

1.0

0.8

0.6

0.4

0.2

0.0

1.0

0.8

0.6

0.4

0.2

0.0

uh
0.0 0.5 1.0

(a)Km::l,Ky:].,NZS

uh
0.0 0.5 1.0

© K, =8K,=8N=1

1.0

0.5

0.0

—0.5

—1.0

1.6

0.8

0.0

—0.8

1.0

0.8

0.6

0.4

0.2

0.0

0.5 1.0

b K, =3,K,=3N=4

UEX

0.5 1.0

(d) Exact solution

Figure B.22: Results for " in the physical domain

0.8

0.4

0.0

—0.4

—0.8

0.8

0.4

0.0

—0.4

—0.8



B.3. Dual Lagrangian formulation 173
Uh ’Uh
1.0 1.0 L0
0.8
0.8 1 0.8 1
04 0.5
0.6 1 0.6 1
0.0 0.0
0.4 1 0.4 1
—0.4 _05
0.2 1 0.2 1
—0.8
0.0 . . 0.0 : | —1.0
0.0 0.5 1.0 0.0 0.5 1.0
@K, =1,K,=1,N=8 MWK, =3K,=3N=4
,Uh v
1.0 77— 1.0
0.8
0-8 | 3.0 0-8 _ . .
04
0.6 1 L5 0.6 1
0.0 0.0
0.4 1 0.4 1
~15 —-04
0.2 1 0.2 1
30 -0.8
00 +—m———F==7— 0.0 . .
0.0 0.5 1.0 0.0 0.5 1.0

©K; =8K,=8N=1
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Figure B.28: Error in the symmetry of the Cauchy stress tensor
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Figure B.31: Results for u” in the physical domain
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Figure B.42: Results from the polynomial convergence study
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