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1 Introduction

A new and exciting quantum era is upon us, as technologies such as quantum internet and quantum com-
puting are rapidly developing. With quantum internet it will be possible to securely transfer information,
and combined with quantum computing, challenges such as breaking encryptions on classical computers can
be overcome. However, to implement such a quantum internet, we need reliable quantum bits that minimize
information loss [1]. The Nitrogen-Vacancy (NV) center in diamond shows a promising future in solving this
problem. In order to gain better understanding of the NV center, the parameters in its Hamiltonian will
have to be better understood quantitatively. In this report, it will be analysed how to obtain the parameters
using frequency measurements.

The Hamiltonian of the NV center contains unknown parameters, such as the zero-field splitting and the
magnetic field. Knowing how the frequency measurements depend on the parameters will give greater un-
derstanding of the NV center. Including the nitrogen nuclear spin gives us the opportunity to find more
parameters such as the quadrupole splitting. Analytically finding expressions for all of these parameters
is very time consuming to do, and therefore the method of second order perturbation is used in this re-
port to find approximations. With this method, estimations of the eigenvalue differences and parameters
were found, including new estimations for the quadrupole splitting. As we don’t exactly know whether the
quadrupole splitting is positive or negative, there are two estimates found given by ∆+

Q = 4949.25(2) kHz

and ∆−Q = −4949.11(1) kHz.
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2 Method

Consider a diamond lattice. In practice, this lattice contains impurities as shown in figure 1. The Nitrogen-
Vacancy (NV) center consists of an empty space in the lattice with a nitrogen atom next to it. The NV
center can be considered a spin-1 (S = 1) particle and in this report it will be referred to as ’the electron’,
where the spin will be denoted as ms. The electron is either in its ground state, ms = 0 or in one of the
(degenerate) excited states, ms = ±1. The frequencies of the spin transitions ms = 0→ ±1 can be measured.
By applying a magnetic field along the NV axis, we can lift the degeneracy of the excited states. Then we
can measure different frequencies for spin transitions ms = 0→ +1 and ms = 0→ −1.

Figure 1: A diamond lattice with an NV center consisting of a nitrogen atom (yellow) and a vacancy (white).
Figure from [8].

The eigenfrequencies of the NV center Hamiltonian depend on several factors. To sum up a few:

• The magnetic field alignment.

• The strain on the crystal influences the energy levels of the electron associated with their respective
spin states.

• The nitrogen atom has a nuclear spin, which splits the energy levels of the electron.

• The 13C atoms within the lattice have a nuclear spin which affect the electron’s energy levels.

The effects of the first three influences will be explored in this report. From the Hamiltonian, these influences
can be described in a quantitative way by finding its eigenvalue differences which correspond to the frequency
differences in electron spin transitions, and further in this report also the nitrogen nuclear spin transitions.
However, finding analytic expressions for these can get quite time consuming as more factors are taken
into consideration. This will also make it more complex to extract the parameters from the Hamiltonian.
To simplify this process, in practice we make approximations by neglecting terms. We can also solve this
problem numerically.
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Instead of attempting to find analytic expressions which is time consuming or find parameters numerically,
estimations using (second order) perturbation theory for these eigenvalue differences could be used as an
alternative. There are thus three ways to find the influence that the parameters in the Hamiltonian have on
its eigenvalue differences.

• Finding the eigenvalues analytically and use that to find expressions for the parameters.

• Vary a parameter for multiple measurements and see how the measurements change.

• Approximating the eigenvalues with perturbation theory to get a simplified expression to find approx-
imated expressions for the parameters.

Perturbation theory might be preferred since it not only simplifies the calculations, but it can also give us
insight into how the parameters influence the measurements.
In order to see how good of an approximation perturbation theory gives, the approximations of the eigenvalue
differences for one specific will be compared to both the analytic expressions (if possible) and the exact values.
The exact values for the eigenvalue differences are found by finding the eigenvalues of the Hamiltonian
numerically using a script. The used values for the parameters can be found in Appendix C.
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3 Perturbation Theory

Perturbation theory uses the solution of a simplified problem to approximate the solution of a more complex
problem caused by a ‘perturbation’. For us, this means that by writing the Hamiltonian as H = H0 + xH′,
where H0 is the simplified matrix (usually a diagonal matrix) and H′ is the ‘perturbation’ matrix caused by
the parameter x, using the eigenvalues of H0 we can find an approximation of the eigenvalues of H in terms
of x. However, it is not trivial that such approximations are possible or even exist in some cases. For that
we need to make some assumptions for H, where the importance of these assumptions will be clear in the
derivation. In the following sections, first a part of perturbation theory will be formally derived, where in
the second part we will take a simplified approach to the derivation.

3.1 Formal Perturbation Theory Derivation

In this section, we will show that an n× n matrix A, with real eigenvalues λ that are power series in some
perturbation parameter ε and are convergent for small |ε| and can have a multiplicity greater than one, has
corresponding eigenvectors u, where its elements ui, i = 1, . . . , n are also power series in ε and convergent
for small ε. This is the foundation for the approximations we will be able to make, because knowing that we
can write the exact eigenvalues of H as convergent power series, we can use a finite amount of terms as our
approximation. The following proof is based on the proof in Perturbation Theory of Eigenvalue Problems
by Franz Rellich [3], where the full derivation of Perturbation Theory can be found.

Let the metric space be a Hilbert space. Suppose we have the eigenvalue problem Au = λu, where A
is Hermitian square n×n matrix and has elements aij which are power series in the perturbation parameter
ε which are convergent for small |ε|, λ is the eigenvalue corresponding to eigenvector u, and all eigenvectors
of A are orthonormal. We can find the eigenvalues by solving the equation det(A−λI) = 0, with I the n×n
identity matrix. Finding λ requires solving the polynomial

λn + c1λ
n−1 + · · ·+ cn = 0,

where ci, i = 1, . . . , n depends on ε and which converge for small |ε|.
We can write the solutions to this polynomial as power series,

λ(ε) = a0 + a1ε+ . . . . (1)

Then for such an eigenvalue, we need to show that there exists an eigenvector u(ε) = (u1(ε), u2(ε), . . . , un(ε)),
where each ui(ε), i = 1, . . . , n converges for small |ε| and ||u(ε)|| = 1. In other words, we need to show that
this vector u(ε) is a solution for the equation

n∑
k=1

aik(ε)uk(ε) = λ(ε)ui(ε), i = 1, . . . , n.

To prove this, we first need some definitions and prove the following lemma.

Definition 1. Given a matrix M , the (i,j) minor of M is obtained by removing the i’th row and j’th column
of M .

Definition 2. The cofactor Mij of a matrix M is the determinant of the (i,j) minor of M .

Definition 3. The spectrum of a matrix M is the set of all eigenvalues of M .

Lemma 1. Let γik(ε), i, k = 1, . . . , n denote the elements of an n × n matrix which are all power series
convergent in a neighbourhood of ε = 0, and let

det(γik)i,k=1,...,n = 0.

Then there exists a vector

α(ε) = (α1(ε), . . . , αn(ε)) (2)
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where its elements are power series which are convergent in a neighbourhood of ε = 0 such that

n∑
k=1

γik(ε)αk(ε) = 0

and for ε ∈ R we have that ||α(ε)||2 = 1, so

n∑
k=1

|αk(ε)|2 = 1.

Proof. First of all, if all elements γik(ε) = 0 for i, k = 1, . . . , n, then it is trivial that we can take any normed
vector with constants as elements as α(ε).
Let’s assume that not all γik are zero. Then there exists an integer r with 1 ≤ r ≤ n− 1 such that a r × r
minor determinant of the matrix is non-zero, but every r + 1 minor vanishes. Then we can assume without
loss of generality that

det(γik)i,k=1,...,r 6= 0.

Let us denote Γki(ε) as the cofactor of γik(ε) in the determinant

det(γik)i,k=1,...,r+1,

and let us define the vector f(ε) with elements

fk(ε) =

{
Γk,r+1 for k = 1, . . . , r + 1,

0 for k = r + 2, . . . , n.

Note that all fk, k = 1, . . . , n are power series in ε that are convergent for small |ε|. Also note that

n∑
k=1

γik(ε)fk(ε) =

r+1∑
k=1

γik(ε)Γk,r+1(ε) = 0, i = 1, . . . , n.

The last equality holds, because this summation can be interpreted as finding the determinant of the matrix
of the elements γik, i, k = 1, . . . , r + 1 and we have assumed that every r + 1 minor determinant is zero.
From f(ε) we can now construct α(ε),

α(ε) =
f(ε)

||f(ε)||
.

Recall that the elements of f(ε) are convergent power series in ε and real for ε ∈ R. Then the norm can be
written as formal Laurent series:

||f(ε)||2 = |f1(ε)|2 + |f2(ε)|2 + · · ·+ |fn(ε)|2 = ε2m(b0 + b1ε+ . . . ), b0 6= 0,m ∈ Z,

where m is the order of the series. Then the norm can be written as

||f(ε)|| = εm(d0 + d1ε+ . . . ).

The elements of α(ε) are then given by

αk(ε) =
fk(ε)

εm(d0 + d1ε+ . . . )
, k = 1, . . . , n.

Since every fk(ε) has order m, every αk(ε) is analytic for small |ε| which means they can be written as
convergent power series. Also, ||α(ε)|| = 1. Therefore we shown the existence of the vector α(ε) that has the
properties as in the lemma.
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With this lemma we can prove the theorem that proves the existence of an eigenvector u(ε) where its elements
are convergent power series in |ε| for a given eigenvalue λ(ε) = a0 + a1ε+ . . . .

Theorem 1. Suppose elements aik(ε), i, k = 1, . . . , n of Hermitian matrix A(ε) are convergent power series
in a neighbourhood around ε = 0 and real for ε ∈ R. Suppose λ = λ(0) is an eigenvalue of matrix A = A(0)
with multiplicity h > 1 and suppose the interval (λ−d1, λ+d2) with d1, d2 ∈ R≥0 contain no other eigenvalues
of A other than λ.
Then there exist power series

λ1(ε), . . . , λ2(ε),

f
(ν)
1 (ε), . . . , f (ν)

n (ε), ν = 1, . . . , h,

that are convergent in a neighbourhood of ε = 0, which satisfy the following conditions:

1. The vector φ(ν) = (f
(ν)
1 (ε), . . . , f

(ν)
n (ε)) is an eigenvector of A(ε) belonging to the eigenvalue λν(ε),

with λν(0) = λ and for ε ∈ R all the eigenvectors are orthonormal,

〈φ(ν)(ε), φ(µ)(ε)〉 = δνµ, ν, µ = 1, . . . , h.

2. For each pair of d′1, d
′
2 ∈ R≥0, with d′1 < d1 and d′2 < d2, there exists ρ ∈ R≥0 such that the spectrum

of A(ε) in the interval [λ− d′1, λ+ d′2] consists of the points λ1(ε), . . . , λh(ε) if |ε| < ρ.

Proof. In Lemma 1 we have proved condition 1 of the theorem in the case when h = 1. If we assume that
the theorem holds for h− 1, then by using induction, we can prove it for h.

Assume the theorem holds for h−1. From Lemma 1, we know there exists a vector φ(1)(ε) = (f
(1)
1 (ε), . . . , f

(1)
n (ε)),

where its elements are power series of ε and convergent for |ε| small. We define the matrix P (ε) such that

P (ε)u = 〈φ(1), u〉φ(1),

with elements pik(ε) = f
(1)
i (ε)f

(1)
k (ε), i, k = 1, . . . , n. Let us define B(ε) = A(ε)− P (ε), which has elements

bik(ε) = aik(ε)− pik(ε). Note that bik(ε) are power series in ε that are convergent for small |ε| and note that
the matrix B(ε) is Hermitian.
Define ψ1 = φ(1)(0) and take vectors ψ1, . . . , ψh the set of orthonormal vectors belonging to the same
eigenvalue λ = λ(0) of A = A(0). Then we have that for j = 2, . . . , n,

B(0)ψj = A(0)ψj − P (0)ψj = λψ1 − 〈ψj , ψ1〉ψj = λψj .

Since this holds for j = 2, . . . , n, λ is an eigenvalue of B(0) with multiplicity of at least h− 1.

Now we if we can prove that the multiplicity is exactly h − 1, then we know what the first part of the
theorem holds for B(ε). From there we can show that it also holds for A(ε).

Assume that the multiplicity is greater than h − 1. Then there should exist a vector ψ with ||ψ|| = 1
such that B(0)ψ = λψ and 〈ψ,ψj〉 = 0 for j = 2, . . . , h. We know that

B(0)ψ1 = A(0)ψ1 − P (0)ψ1

= λψ1 − 〈ψ1, ψ1〉ψ1

= (λ− 1)ψ1

Then we must have that 〈ψ,ψ1〉 = 0, because then the multiplicity is greater than h− 1. Therefore,

A(0)ψ = B(0)ψ + P (0)ψ

= λψ + 〈ψ1, ψ〉ψ1

= λψ.
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This means that ψ is also an eigenvector of A(0) and that all the eigenvectors ψ,ψ1, . . . , ψn are orthogonal.
Then the eigenvalue λ of A(0) has multiplicity h + 1, which is a contradiction. Thus, the multiplicity of λ
from B(0) cannot excede h− 1.

Now we know the first part of the theorem holds for B(ε), we can say that there exist power series λν(ε)

and f
(ν)
1 (ε), . . . , f

(ν)
n (ε) for ν = 2, . . . , h in ε, such that they are all convergent in a neighbourhood of ε = 0

and the vector φ(ν) = (f
(ν)
1 , . . . , f

(ν)
n ) is an eigenvector of B(ε) with eigenvalue λν(ε) with λν(0) = λ and for

ε ∈ R, all the eigenvectors are orthonormal, so 〈φ(ν), φ(µ)〉 = δνµ for ν, µ = 2, . . . , h.

We know from Lemma 1 that φ(1)(ε) = (f
(1)
1 , . . . , f

(1)
n ) is an eigenvector of A(ε) with eigenvalue λ1(ε),

so A(ε)φ(1)(ε) = λ1(ε)φ(1)(ε). Then B(ε)φ(1)(ε) = (λ1(ε)− 1)φ(1)(ε).

For small |ε|, λν(ε) 6= λ1(ε) − 1, so 〈φ(ν), φ(1)〉 = 0. If not we would have that 〈φ(ν), φ(1)〉 = 1 since
||φ(1)(ε)||2 = 1, but then λν(ε) = λ1(ε)− 1 which is false. Then for ν = 2, . . . , h,

A(ε)φ(ν) = B(ε)φ(ν) + P (ε)φ(ν)

= λν(ε)φ(ν) + 〈φ(1), φ(ν)〉φ(1)

= λν(ε)φ(ν)(ε).

Then indeed, the vectors φ(ν)(ε) are eigenvectors of A(ε) belonging to the eigenvalues λν(ε) for ν = 1, . . . , h,
where 〈φ(ν)(ε), φ(µ)(ε)〉 = δνµ, ν, µ = 1, . . . , h. Therefore we have proven the first part of the theorem.

The second part of the theorem is nearly trivial, as for all eigenvalues of A(ε), we have that λi(|ε|)→ λ for
i = 1, . . . , h, since λi(0) = λ and all λi(ε) are convergent power series in ε.

Now we have formally proven that for a hermitian n× n matrix A with elements that are convergent power
series in some (small) variable ε has eigenvalues λ(ε) with corresponding eigenvectors u(ε) with elements that
are all convergent power series in ε. Using this knowledge, we can possibly approximate the eigenvalues of
A(ε) by taking a finite amount of elements.

3.2 Simplified Perturbation Theory Derivation

For the simplified derivation, we will assume that the multiplicity is 1 for all eigenvalues of the Hamiltonian
H. Note how in equations 1 and 2, the eigenvalues and eigenvectors of H can be written as power series,
which was proven to be possible in the previous subsection. Indeed, in our final approximation for the
eigenvalues, we only consider the first three elements of both power series. This is referred to as ‘second
order’ perturbation theory.

The following practical derivation will result in explicit equations which will be used to approximate the
eigenvalues of the Hamiltonian. This derivation can also be found in David J. Griffith’s Introduction to
Quantum Mechanics [4].

We start by splitting the Hamiltonian into two parts. One part consists of a diagonal matrix and the
second part represents a perturbation that changes the eigenvalues of the system. If we call our Hamiltonian
H, an m×m matrix, we can write it as

H = H0 + λH ′. (3)

H0 describes the unperturbed system and has eigenvalues E0
n and eigenvectors φ0

n. H ′ is the perturbation,
with λ indicating the order of the correction. We can write the eigenvalues En and the eigenvectors φn of
H as power series in λ. Then we get

En = E0
n + λE1

n + λ2E2
n + . . . λiEin + . . .

φn = φ0
n + λφ1

n + λ2φ2
n + . . . λiφin + . . .

8



Here, i shows the order of the correction. If we substitute this into H, we get the following result:

Hφn = (H0 + λH ′)φn

= (H0 + λH ′)(φ0
n + λφ1

n + λ2φ2
n + . . . )

= H0φ0
n + λ(H0φ1

n +H ′φ0
n) + λ2(H0φ2

n +H ′φ1
n) + . . .

= Enφn

= (E0
n + λE1

n + λ2 + E2
n + . . . )(φ0

n + λφ1
n + λ2φ2

n + . . . )

= E0
n + λ(E0

nφ
1
n + E1

nφ
0
n) + λ2(E0

nφ
2
n + E1

nφ
1
n + E2

nφ
0
n) + . . .

(4)

Re-writing this gives the equation below.

H0φ0
n + λ(H0φ1

n +H ′φ0
n) + λ2(H0φ2

n +H ′φ1
n) + · · · =

E0
n + λ(E0

nφ
1
n + E1

nφ
0
n) + λ2(E0

nφ
2
n + E1

nφ
1
n + E2

nφ
0
n) + . . .

(5)

Then first order terms together give equation 6 where taking the inner products with φ0
n with both sides

results in equation 7

H0φ1
n +H ′φ0

n = E0
nφ

1
n + E1

nφ
0
n (6)

〈φ0
n|H0|φ1

n〉+ 〈φ0
n|H ′|φ0

n〉 = E0
n 〈φ0

n|φ1
n〉+ E1

n (7)

By re-arranging equation 7 the first-order correction to the energy is shown below.

E1
n = 〈φ0

n|H0|φ1
n〉+ 〈φ0

n|H ′|φ0
n〉 − E0

n 〈φ0
n|φ1

n〉

Since the Hamiltonian is always Hermitian, the resulting equation for the first order correction is given by

E1
n = 〈φ0

n|H ′|φ0
n〉 . (8)

To find the second order correction, we can write equation 6 as

(H0 − E0
n)ψ1

n = −(H ′ − E1
n)ψ0

n. (9)

Using the above equation we can find ψ1
n. This is an inhomogeneous differential equation for ψ1

n and the
solution is a linear combination of all the unperturbed wave functions.

ψ1
n =

∑
m6=n

c(n)
m ψ0

m (10)

To determine c
(n)
m , ψ1

n is plugged into equation 9 and taking the inner product with ψ0
l due to orthogonality

we find

c(n)
m =

〈ψ0
m|H ′|ψ0

n〉
(E0

n − E0
m)

. (11)

Using the second order terms from equation 5 and taking the inner product with ψ0
n gives

〈ψ0
n|H0|ψ2

n〉+ 〈ψ0
n|H ′|ψ1

n〉 = E0
n 〈ψ0

n|ψ2
n〉+ E1

n 〈ψ0
n|ψ1

n〉+ E2
n 〈ψ0

n|ψ0
n〉 .

Using equations 10, 11, that H0 is Hermitian, 〈ψ0
n|ψ0

n〉 = 1 and that 〈ψ0
n|ψ1

n〉 = 0, we find the second order
correction E2

n to the energies:

E2
n =

∑
m 6=n

| 〈φ0
m|H ′|φ0

n〉 |2

E0
n − E0

m

. (12)

Since λ is small, we will only consider the first two orders of corrective eigenvalues. Then, using equations
8 and 12, the approximation for the eigenvalues of H will thus be

En = E0
n + 〈φ0

n|H ′ |φ0
n〉+

∑
m 6=n

| 〈φ0
m|H ′ |φ0

n〉 |2

E0
n − E0

m

. (13)

Note that if the eigenvalues of H0 are close, E0
n −E0

m is very small and then the second order correction to
En will be very large, and perturbation theory will no longer give an accurate approximation.
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4 System of the Electron Spin

In the simplest case, we only consider the electron spin, where the elements of the HamiltonianH only depend
on the zero-field splitting ∆ZFS , the gyromagnetic ratio γe and a magnetic field denoted by (Bz, B⊥), where
Bz is the magnitude of the magnetic field along the ẑ direction, and B⊥ is the magnitude of the magnetic
field perpendicular to ẑ. This magnetic field is applied to lift the degeneracy of the excited states due to the
Zeeman effect, i.e. the multiplicity of the eigenvalues of H are 1. The presence of B⊥ changes the eigenvalues
in regard to a system where B⊥ is absent. Aligning the field such that B⊥ = 0 will simplify the problem of
finding the eigenvalue differences. We want to know how the eigenvalues depend on B⊥ so we can align the
magnetic field to the NV axis (so B⊥ = 0).

4.1 Magnetic fields expressed in measured energy differences.

The Hamiltonian of this system is given below, where the operators Ŝz and Ŝx are the spin matrices as
shown in equations 16. For simplicity, we take ~ = 1 throughout the entire report. From the Hamiltonian,
we want to find expressions for the magnetic field (Bz, B⊥) and the electron zero-field splitting ∆ZFS . Note
that we cannot extract the electron gyromagnetic ratio γe in this problem, as this is always multiplied by
the magnetic field. Therefore, γeBz is considered as a single parameter. The method of extraction of ∆ZFS

and Bz is close to the method as in the supplementary to [6].

H = ∆ZFS(Ŝz)
2 + γeBzŜz + γeB⊥Ŝx (14)

=

∆ZFS + γeBz
γeB⊥√

2
0

γeB⊥√
2

0 γeB⊥√
2

0 γeB⊥√
2

∆ZFS − γeBz

 (15)

Ŝz = ~

1 0 0
0 0 0
0 0 −1

 , Ŝx =
~√
2

0 1 0
1 0 1
0 1 0

 (16)

The reason the Ŝy operator is not present in H is because for now the orientation of the perpendicular
magnetic field B⊥ is irrelevant and such, without loss of generality, we can take this to be along x̂.

The eigenvalues of the matrix H are the eigenenergies corresponding to the different spin states ms of
the electron. The change in frequency due to spin transitions from the ground state to one of the excited
states are measurable. The energy differences are denoted as ω± for the spin transitions ms = 0 ↔ ±1,
where ω+ > ω−, and the frequency differences are denoted as f± = ω±

2π . Since ω+ and ω− are measurable,
we want to express (γeBz, γeB⊥) and ∆ZFS as functions of ω+ and ω−. Because the frequency differences
of the electron spin transitions are measurable, the eigenvalues of H are written as λ1 = λ0, λ2 = λ0 + ω+

and λ3 = λ0 + ω−. Then by finding the eigenvalues, we can find expressions for ω+ and ω−.
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Bzγe
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∆ZFS
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ms = −1
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ω− ω+

E
n

ergy

Figure 2: Energy levels for different spin states ms in absence of B⊥. ω± are the difference in energies
between the ground state and the ±1 spin states, where we take ω+ > ω− as a convention. In practice, a
frequency difference f between electron spin transitions is measured, which is related to the energy differences
by ω± = 2πf±. For B⊥ = 0, parameters ∆ZFS and γeBz can be calculated with equations 18 and 19.

If B⊥ is set to zero, the energy levels of the electron for different spin states are shown in Figure 2.
H(B⊥ = 0) = H0 is given by equation 17. The eigenvalues of H0 are the values on the diagonal of the
matrix, and thus it follows that ω± = ∆ZFS ± γeBz, where we take that Bz > 0 since ω+ > ω−. Then we
can extract the expressions for ∆ZFS and γeBz, shown in equations 18 and 19.

H0 =

∆ZFS + γeBz 0 0
0 0 0
0 0 ∆ZFS − γeBz

 (17)

∆ZFS =
1

2
(ω+ + ω−) (18)

γeBz =
1

2
(ω+ − ω−) (19)

In reality it might be that B⊥ 6= 0. Then H as shown in equation 15 has off-diagonal terms, which makes
finding its eigenvalues less trivial. We will now find expressions for the parameters in H for B⊥ 6= 0.

To find λ1, λ2 and λ3, we have to solve ||H − λiIr|| = 0, where I3 is the 3 × 3 identity matrix. This
means that there are three polynomials as in equation 20 which have to be solved for each λi.

−B2
⊥∆ZFSγ

2
e +B2

⊥γ
2
eλi +B2

zγ
2
eλi −∆2

ZFSλi + 2∆ZFSλ
2
i − λ3

i = 0 (20)

Instead of solving this third degree polynomial for eigenvalues λi which we cannot measure anyway, it is
better to find expressions for the eigenvalue differences ω+ and ω−. First we find expressions for Bz and
B⊥, and eliminate λ0 from the equations. This results in the expressions in equations 21a-21b. From the
assumption that Bz > 0, the solution is the positive square root. For B⊥, the solution can be either positive
or negative.

B2
z =

−(∆ZFS − 2ω+ + ω−)(∆ZFS + ω− + ω+)(∆ZFS − 2ω− + 2ω+)

27γ2
e∆ZFS

(21a)

B2
⊥ =

−(2∆ZFS − ω− − ω+)(2∆ZFS + 2ω− − ω+)(2∆ZFS − ω− + 2ω+)

27γ2
e∆ZFS

(21b)
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Up until now, the results for Bz and B⊥ are exactly as in [6]. But the expressions for Bz and B⊥ depend
on the unknown parameter ∆ZFS still. In [6], ∆ZFS was approximated as in equation 18. But we only take
this to be a good estimate if we manage to set B⊥ = 0. In that case, B⊥ is a known parameter and then we
can extract both γeBz and ∆ZFS from the two equations 19 and 18.

Still, using the expressions of Bz and B⊥ to find ω+ and ω− directly is difficult. By substituting aver-
age ω̄ and difference δω (shown below) in Bz and B⊥, we find analytic expressions for ω− and ω+ using
equations 24a-24b.

ω̄ =
ω+ + ω−

2
(22)

δω =
ω+ − ω−

2
(23)

First solving for ω̄ and δω simplifies equations 21a-21b and the substitution is shown below.

B2
z =

−∆3
ZFS + 3∆ZFSω̄

2 − 2ω̄3 + 9∆ZFS(δω)2 + 18ω̄(δω)2

27γ2
e∆ZFS

(24a)

B2
⊥ =

−8∆3
ZFS + 6∆ZFSω̄

2 + 2ω̄3 + 18∆ZFS(δω)2 − 18ω̄(δω)2

27γ2
e∆ZFS

(24b)

The resulting equations for ω̄ and δω are 25-26, simplified using some new functions in equations 27a-27b.

ω̄ = 2−
1
3 Re

[
(F +

√
F 2 − 4G3)

1
3

]
(25)

δω = 2−
1
3 3−

1
2 Im

[
(F +

√
F 2 − 4G3)

1
3

]
(26)

F (Bz, B⊥) = ∆ZFS(32γ2(B2
⊥ − 2B2

z ) + 2∆2
ZFS) (27a)

G(Bz, B⊥) = 3γ2(B2
⊥ +B2

z ) + ∆2
ZFS (27b)

The increase of both ω̄ and δω are plotted as a function of B⊥ for a specific case in figure 3 using values for
the parameters as in Appendix C. Below both plots, the difference between the exact values for ω̄ and δω and
the analytic functions is plotted. e(x) here is defined as the difference between the eigenfrequency differences
found analytically or approximated (F (x)) with the eigenfrequency differences of the Hamiltonian found
numerically using a script (F (x)ex), so e(x) = F (x)ex −F (x). This difference is a few µHz at its highest for
B⊥ between -10 and 10 Gauss. But this should actually be zero, so this non-zero difference is most likely
due to machine precision

12



(a) Increase of the average of the frequency differences
for electron spin transition ms = 0↔ ±1.

(b) Increase in difference of the frequency differences for
electron spin transition ms = 0↔ ±1.

Figure 3: These graphs show the increase of the average and difference of the frequency differences for both
spin transitions from the ground state to the excited states. Since f± = ω±

2π are measurable, we use the

notations f̄ = ω̄
2π and δf = δω

2π , where df̄(B⊥) = f̄(B⊥) − f̄(0) and d(δf(B⊥)) = δf(B⊥) − δf(0) are the
increase of f̄ and δf for different B⊥. Both graphs show parabolic behaviour, where (a) is at its minimum
and (b) is at its maximum for B⊥ = 0. Below each graph, the difference between the analytic and exact
values, e(B⊥), is plotted for f̄ and δf . The magnitude of these are in µHz and non-zero. Since e(B⊥) is very
small in comparison with the frequencies f̄ and δf (in GHz), this is most likely due to machine precision.

From ω̄ and δω we can then retrieve expressions for ω+ and ω−, where we either take the positive or negative
solution of δω such that ω+ > ω− (equations 28). ω+ and ω− are shown in figure 4 as functions of B⊥.

ω+ = 2−
1
3

(
Re
[
(F +

√
F 2 − 4G3)

1
3

]
+ 3−

1
2 Im

[
(F +

√
F 2 − 4G3)

1
3

])
ω− = 2−

1
3

(
Re
[
(F +

√
F 2 − 4G3)

1
3

]
− 3−

1
2 Im

[
(F +

√
F 2 − 4G3)

1
3

]) (28)
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(a) Increase in frequency difference for electron spin
transition ms = 0→ +1.

(b) Increase in frequency difference for electron spin
transition ms = 0→ −1.

Figure 4: The above graphs show the increase of the frequency differences of the spin transitions as functions
of the perpendicular magnetic field. Both graphs show parabolic behaviour, where both frequency differences
are at their minimum for B⊥ = 0. Below each graph, e(B⊥) is plotted. Just as in figure 3, the magnitude
of e(B⊥) is very small compared to the frequencies (in GHz).

To summarise the findings, we have found ∆ZFS and γeBz if B⊥ = 0, but if B⊥ 6= 0, it is not possible
to find all parameters as there are three parameters, but only two equations. Also, analytically finding the
parameters of the Hamiltonian if B⊥ 6= 0 is possible, but it is a lengthy process due to the off-diagonal terms.
From now on, we will only approximate these parameters.

4.2 Estimating the energy differences using second order perturbation theory.

In the previous subsection it was shown that the analytic functions for ω+ and ω− were time consuming
to find, and it was not immediately clear how they depend on the parameters due to complexity of the
expressions. Instead, we could also approximate these functions using (second order) perturbation theory.
Since the system is non-degenerate due to the applied magnetic field, we can use the method as derived in
3.2, where the Hamiltonian elements proportional to the parameter B⊥ will be treated as the perturbation.
We start by splitting up H such as in equation 3, where H0 = H(B⊥ = 0) is given by equation 17 which is
a simple diagonal matrix. The perturbation H′ is then given by the equation below.

H′ = γB⊥Ŝx =
γB⊥√

2

0 1 0
1 0 1
0 1 0

 (29)

FromH0 the eigenvalues can be read from the diagonal of the matrix in equation 17 which are the unperturbed
energies. These three energies are denoted as E0

i in equations 30. These have corresponding eigenvectors
which are given by equations 31

E0
1 = ∆ZFS + γBz

E0
2 = 0

E0
3 = ∆ZFS − γBz

(30)

E0
2 = 0 is an allowed eigenvalue since Det(H0) = 0, which means H0 has no inverse. Therefore, there exists

an eigenvector belonging to the eigenvalue E0
2 = 0. H0 has three eigenvectors corresponding to the ground

14



state and the two excited states.

|ψ0
1〉 =

1
0
0

 , |ψ0
2〉 =

0
1
0

 , |ψ0
3〉 =

0
0
1

 (31)

The first-order corrections on the energies are calculated using the formula in equation 8. As a result, we
find that all E1

n are zero. Now looking into the second-order corrections to the energies, we find non-zero
corrections to the energies. Using equation 12, the second-order energy corrections are the sums below.

E2
n = γ2B2

⊥

∑
m6=n

| 〈ψ0
m| Ŝx |ψ0

n〉 |2

E0
n − E0

m

All possible 〈ψ0
m|H ′ |ψ0

n〉 for n,m = 1, 2, 3, n 6= m are shown below.

〈ψ0
2 | Ŝx |ψ0

1〉 =
1√
2

[
0 1 0

] 0 1 0
1 0 1
0 1 0

1
0
0

 =
1√
2

[
0 1 0

] 0
1
0

 =
1√
2

〈ψ0
1 | Ŝx |ψ0

2〉 = 〈ψ0
3 | Ŝx |ψ0

2〉 = 〈ψ0
2 | Ŝx |ψ0

3〉 =
1√
2

〈ψ0
3 | Ŝx |ψ0

1〉 = 〈ψ0
1 | Ŝx |ψ0

3〉 = 0

Calculating E2
n for n = 1, 2, 3 using the above calculations will give the results below, and from there, we

have found the second order corrections to the eigenenergies as shown in equations 33.

E2
1 =

γ2B2
⊥

2(∆ZFS + γBz)

E2
2 =

∆ZFSγ
2B2
⊥

γ2B2
z −∆2

ZFS

E2
3 =

γ2B2
⊥

2(∆ZFS − γBz)
.

(32)

E1 ≈ E0
1 + E2

1

E2 ≈ E0
2 + E2

2

E3 ≈ E0
3 + E2

3 .

(33)

Since E1, E2 and E3 are the eigenvalues of H, the measurable eigenvalue differences are then ω+ = E1 −E0

and ω− = E3−E0. Using the approximations for the energies (equations 33), we have found approximations
for ω±, denoted as ω′± as given by the following equations:

ω′+ = E0
1 + E2

1 − (E0
2 + E2

2)

= ∆ZFS + γeBz +
γ2
eB

2
⊥

2(∆ZFS + γeBz)
+

∆ZFSγ
2
eB

2
⊥

∆2
ZFS − γ2

eB
2
z

ω′− = E0
3 + E2

3 − (E0
2 + E2

2)

= ∆ZFS − γeBz +
γ2
eB

2
⊥

2(∆ZFS − γeBz)
+

∆ZFSγ
2
eB

2
⊥

∆2
ZFS − γ2

eB
2
z

.

(34)

These results are shown in figure 5 as functions of B⊥, where below, e(B⊥), the difference between the

approximations f =
ω′±
2π and the exact values are plotted. Since the expressions are quadratic equations in

B⊥, the plots are two parabolic functions.
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(a) Increase in frequency difference for electron spin
transition ms = 0→ +1.

(b) Increase in frequency difference for electron spin
transition ms = 0→ −1.

Figure 5: Approximations using second order perturbation theory of the frequency differences for electron
spin transitions ms = 0 → +1 (a) and ms = 0 → −1 (b) plotted as functions of B⊥. Both show parabolic
behaviour, where their magnitudes increase for increasing B⊥ in case of γeBz < ∆ZFS . In the bottom
graphs, e(B⊥) is plotted for each f±(B⊥).

It is clear that the approximations are very close to the exact solutions for small B⊥, since f± are in the
order of GHz and the error is in the order of 10 Hz. As B⊥ grows bigger, the difference between the ap-
proximations and exact solutions grow seemingly exponentially larger. This is because as B⊥ increases, the
change in eigenvalues of H cannot be treated as a small perturbation to the calculation of its eigenvalues
anymore, and a higher order perturbation theory might be preferred. For ω−, the error of the approximation
grows larger than for ω+. This is due to the difference of the unperturbed eigenvalues of H for ms = 0 and
ms = −1 being smaller in comparison to the eigenvalues difference corresponding to ms = 0 and ms = +1,
so the correction to the energy of the spin transition ms = 0→ −1 caused by B⊥ is larger. Now if we were
to take γeBz close to ∆ZFS , The corrective terms E2

1 and E2
2 as in equations 32 will become very large, and

the corrective terms of the approximations in equation 34 caused by B⊥ will become very large.

Comparing e(B⊥) in figures 4 and 5, we see that for γeBz < ∆ZFS the approximations are already larger
than the exact solutions, so if we were to take γeBz close to ∆ZFS , the approximations would grow even
larger in comparison to the exact solutions since the denominators in the fractions of equations 34 will be-
come smaller. Looking back at equation 17, if we were to take γeBz close to ∆ZFS , the energies belonging
to ms = 0 and ms = −1 would be very close to each other, and the system may be better described as
degenerate. Therefore, it may be necessary to use degenerate perturbation theory instead. However, in
experiments we generally avoid the parameter regime where γeBz ≈ ∆ZFS , so the use of non-degenerate
pertrubation theory here is justified.
With equations 34 we can find approximations for both Bz and B⊥, shown in equations 35-36. To stay
consistent, we have that ω′− < ω′+, so B′z > 0. B′⊥ can be either positive or negative.

B′z =
3∆ZFS(ω′+ − ω′−)

γ(ω′+ + ω′− − 8∆ZFS)
(35)

B′⊥ = ±
2
√

∆ZFS(2ω′+ − ω′− − 4∆ZFS)(2∆ZFS − ω′+ − ω′−)(4∆ZFS + ω′+ − 2ω′+)

γ
√

3
√

(−8∆ZFS + ω′+ + ω′−)2
(36)
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4.3 Magnetic field alignment

Setting B⊥ = 0 would allow us to find ∆ZFS and γeBz using equations 18 and 19. Therefore, we align the
field such that B⊥ = 0.
The calibration of the magnetic field in practice is done by measuring the average of the energy differences
and changing the magnetic field such that this average is at its minimum. An example of calibration in
practice is shown in figure 6. We now want to know if using this method indeed corresponds to a magnetic
field that is perfectly aligned, i.e. B⊥ = 0.

4.58 4.60 4.62 4.64 4.66 4.68 4.70 4.72 4.74
Magnet position X-axis (mm)

0

5

10

15

20

Fr
eq

ue
nc

y 
di

ffe
re

nc
e 

(k
H

z)

1.42 1.44 1.46 1.48 1.50 1.52 1.54 1.56
Magnet position Y-axis (mm)

0

5

10

15

20

Fr
eq

ue
nc

y 
di

ffe
re

nc
e 

(k
H

z)

Figure 6: The frequency difference is measured for different (x, y) positions of a permanent magnet [5]. We
want to confirm that the magnetic field perpendicular to the spin-direction is zero if the magnet is positioned
such that the frequency difference is minimized.

Taking the derivative of the analytic average ω̄ with respect to B⊥, shows that its derivative is zero for
B⊥ = 0. This means that the average is at either a minimum or a maximum. For our parameter regime
where 0 < γeBz < ∆ZFS , this results in a minimum. See Appendix A for the derivation.

From equations 34 we can also find the average of the energies, shown in equation 37. As in figure 4,
the energy differences are at their minimum for B⊥ = 0 when using the values for the other parameters as
in Appendix C where γeBz < ∆ZFS , therefore the minimum of the approximated average ω̄′ as in equation
37 is also at its minimum.

ω̄′ = ∆ZFS +B2
⊥

3γ2
e∆ZFS

2(∆2
ZFS −B2

zγ
2
e )

(37)

Indeed, for this simple system the method of calibration seems justified. However, in reality we have to take
many other factors in consideration that are not included in this simplified model. In the next sections, we
will have a look at more complicated models to see if this method can still be applied.
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5 System with added strain

In section 4 we have neglected the strain on the crystal. Now we will see how taking this strain in con-
sideration will affect our Hamiltonian and how the strain influences the accuracy of our approximations
of its eigenvalues. Then there will also be an attempt to extract expressions for the strain using these
approximations.

5.1 Using second order perturbation theory on system with added strain

The strain will be denoted as (εx, εy, εz). This time, we treat the terms of the Hamiltonian containing
the strain and our unwanted (small valued) magnetic fields Bx and By as a perturbation. Unlike as in
section 4, we cannot take an arbitrary coordinate system consisting of just a ẑ and x̂ direction due to the
strain. Therefore we have to fix our coordinate system and also include the operator Ŝy (equation 40). The
resulting Hamiltonian H is shown in equations 38-39. In comparison with the matrix in equation 15, the
matrix including the strain has more non-zero off-diagonal terms. Finding the eigenvalues analytically would
be even more time consuming, as we have seen that even when neglecting the strain, the expressions for
these eigenvalues are already large and complicated.

H = (∆ZFS + εz)Ŝ
2
z + γe(BzŜz +BxŜx +ByŜy) + εx(Ŝ2

x − Ŝ2
y) + εy(ŜxŜy + ŜyŜx) (38)

=


∆ZFS + εz + γeBz

γe(Bx−iBy)√
2

εx − iεy
γe(Bx+iBy)√

2
0

γe(Bx−iBy)√
2

εx + iεy
γe(Bx+iBy)√

2
∆ZFS + εz − γeBz

 (39)

Ŝy =
1√
2

0 −i 0
i 0 −i
0 i 0

 (40)

Instead of finding analytic expressions for the eigenvalue differences, it is more efficient to find approxima-
tions using perturbation theory. These will then be compared to the exact values of the eigenvalue differences
for varying Bx and By, and (εx, εy) using values for the other parameters as in Appendix C.

To find the approximations, as in section 4, we start by splitting up the Hamiltonian such that H = H0 +H′
where H0 = H((Bx, By) = (0, 0)) with the strain set to zero. H0 and H′ are given in equations 41 and 42.
Again H0 is a diagonal matrix from which we can read the eigenvalues.

H0 = (∆ZFS + εz)Ŝ
2
z + γeBzŜz (41)

H′ = γe(BxŜx +ByŜy) + εx(Ŝ2
x − Ŝ2

y) + εy(ŜxŜy + ŜyŜx) (42)

Analogous to the method in section 4, ω′+ and ω′− are calculated and the resulting expressions are as in
equations 43. By setting the strain (εz, εx, εy) = (0, 0, 0) and taking either Bx = 0 or By = 0, we get the
same results as in section 4 as expected.

ω′+ = ∆ZFS + εz +Bzγe + γ2
e (B2

x +B2
y)

3(∆ZFS + εz)−Bzγe)
2((∆ZFS + εz)2 −B2

zγ
2
e )

+
ε2x + ε2y
2Bzγe

ω′− = ∆ZFS + εz −Bzγe + γ2
e (B2

x +B2
y)

3(∆ZFS + εz) +Bzγe)

2((∆ZFS + εz)2 −B2
zγ

2
e )
−
ε2x + ε2y
2Bzγe

.

(43)

Note that with this added strain, ∆ZFS has been shifted by εz, so estimating ∆ZFS is impossible if only ω+

and ω− are known and εz is unknown.
As equations 43 do not depend on the x̂ and ŷ components of the magnetic field and the strain, for simpli-
fication let us write B2

⊥ = B2
x + B2

y , which is the magnitude of the magnetic field perpendicular to ẑ, and
ε2⊥ = ε2x + ε2y, the strain perpendicular to ẑ.
ω′+ and ω′− as in equations 43 are quadratic in ε⊥. The increase of the frequencies are plotted in figure 7.
From these equations we can also conclude that the change of magnitude of these functions for varying ε⊥
are independent of B⊥.
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(a) Increase in frequency difference for electron spin
transition ms = 0→ +1.

(b) Increase in frequency difference for electron spin
transition ms = 0→ −1.

Figure 7: Frequency differences for electron spin transitions ms = 0 → +1 (a) and ms = 0 → −1 (b) as
functions of ε⊥. Here, the influence of B⊥ was neglected and thus set to zero. Notice how ω′+ increases
and ω′− decreases for larger ε⊥. This means the difference in magnitude of the energy levels of the excited
spin states increases. e(B⊥) is plotted below each graph for f±(B⊥). This difference is very small as f±
are in GHz. Note that neither e(B⊥) are smooth curves. This is due to the way the exact frequencies are
calculated, as they are calculated using a discrete interval for ε⊥.

From now on, let ∆Z = ∆ZFS + εz, the zero field splitting that has increased by εz. Then the perturbations
that influence ω′+ and ω′− are only caused by B⊥ and ε⊥. ω+ and ω− are plotted in figure 8 as functions of
B⊥. The strain is set to (εx, εy, εz) = (400, 400, 10) kHz. The other parameters have values as shown in the
Appendix, with γeBz < ∆ZFS . The magnitude of these functions are minimal at B⊥ = 0.

The difference between the exact and approximated energy differences e(B⊥) are also shown in figure 8.
In comparison with e(B⊥) in figure 5, the difference between the approximations the exact solutions are
larger, where especially for ω′− the error near the region of B⊥ = ±10 Gauss has doubled.
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(a) Increase in frequency difference for electron spin
transition ms = 0→ +1.

(b) Increase in frequency difference for electron spin
transition ms = 0→ −1.

Figure 8: Frequency differences for electron spin transitions ms = 0 → +1 (a) and ms = 0 → −1 (b) as

functions of B⊥. Comparing the approximated expressions f ′+ =
ω′+
2π (a) and f− =

ω′−
2π (b) with their respec-

tive exact solutions shows there is an increased e(B⊥) for larger B⊥. As B⊥ grows larger, the approximation
becomes less accurate and the approximations become larger than their exact values. Both top plots are
near identical to the ones in figure 5, but both e(B⊥) have increased.

From the expressions for ω′+ and ω′−, we can also extract approximations for Bz and B⊥. These are given by
equations 44-45. Taking the square root from both sides of both expressions results in a positive or negative
solution. For Bz we take the positive solution, since we have assumed that ω− < ω+. For B⊥, its sign can
be either positive or negative.

B′2z =
(−3(ω′+ − ω′−)∆Z +

√
3∆Z

√
4(ω′+ + ω′−)ε2⊥ + 3∆Z((ω′+ − ω′−)2 − 32ε2⊥))2

4γ2
e (ω′+ + ω′− − 8∆Z)2

(44)

B′2⊥ =
2∆Z − ω′+ − ω′−

6γ2
e (ω′+ + ω′− − 8∆Z)2

(
− 3
√

3∆Z(ω′+ − ω′−)
√

4(ω′+ + ω′−)ε2⊥ + ∆Z(3(ω′+ − ω′−)2 − 32ε2⊥))2

+ 32(ω′+ + ω′−)∆2
Z − 128∆3

Z + 6(ω′+ + ω′−)ε2⊥ + ∆Z(7ω′2+ − 22ω′+ω
′
− + 7ω′2− − 48ε2⊥)

) (45)

Finding expressions for εx, εy and εz in terms of known parameters is not possible from equations 43, even if
we were to set B⊥ = 0. In section 4, there were three parameters (counting γeBz as one) and two equations
of which it was experimentally possible to find all parameters. But now there are three more parameters
introduced, (εx, εy, εz), which makes it impossible to find expressions for the parameters independent of each
other anymore. Therefore it is not possible to find values for the strain with equations 43 using just the
method of second order perturbation theory.
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5.2 Magnetic Field Alignment

If B⊥ = 0, and the strain neglected, we get the same situation as in the previous section. We want to see if
the method of alignment is still valid if the strain is included in the model.
The approximated average energy difference ω̄′ is given in equation 46, which is a quadratic function in B⊥.
Indeed, this is very similar to equation 37.

ω̄′ =
ω′+ + ω′−

2
= ∆Z +B2

⊥
3γ2
e∆Z

2(∆2
Z −B2

zγ
2
e )

(46)

We can then conclude that its minimum is at B⊥ = 0 for our parameter regime as shown in the Appendix,
since ω̄′ is a quadratic function of B⊥ and γeBz < ∆ZFS + εz. This can also be concluded by looking at
figure 8 where both ω′+ and ω′− are minimal at B⊥ = 0. Therefore, including the strain in the model did not
show that the current method of calibrating the magnetic field is invalid.
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6 System with added nitrogen nuclear spin

In the previous two sections, we have only considered the electron spin. However, the nitrogen atom in the
NV center has a nuclear spin-1 which also affects the energy levels of the electron. This spin causes the
energy levels to split as shown in figure 9, and the dimensions Hamiltonian of this system will be three times
larger and more complicated due to off-diagonal terms as we will see. Expressing eigenvalues of the resulting
matrix would be very difficult to do analytically, therefore we will have to rely on perturbation theory. After
finding these approximations for the eigenvalues, the results will be compared to yet another exact case for a
specific set of values (see Appendix C). It will be interesting to compare the error with the previous sections,
to see how good of an approximation perturbation theory gives for a larger and much more complicated
system.

Electron nitrogen

E
n

erg
y

∆Q −A|| −Bzγn

∆Q +A|| +Bzγn

∆Q −A|| +Bzγn

∆Q +A|| −Bzγn

∆Q +Bzγn

∆Q −Bzγn

∆ZFS

Bzγe

Bzγe

ms = 0

ms = −1

ms = +1 mJ = 0

mJ = −1

mJ = +1

mJ = 0

mJ = +1

mJ = −1

mJ = 0

mJ = +1

mJ = −1

Figure 9: Splitting of the energy levels of the electron due to the nitrogen spin in absence of the magnetic
field (Bx, By) perpendicular to ẑ, strain and the perpendicular hyperfine coupling A⊥.
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6.1 Finding the energy differences with added nitrogen nuclear spin

Let us consider the system as described in section 5, where we now take the nuclear spin of the nitrogen
atom into account. Just like the electron, the nitrogen nuclear spin has three energy levels for spin states
mJ = −1, 0, 1. For the joint system, there are thus a total of nine possible states |ms,mJ〉. The Hamiltonian
will therefore be a 9× 9 matrix, given by equation 47, where He, Hn and Hhf are given by
equations 48-50 1 [7].

H = He +Hn +Hhf (47)

He = (∆ZFS + εz)Ŝ
2
z + γe(BxŜx +ByŜy +BzŜz) + εx(Ŝ2

x − Ŝ2
y) + εy(ŜxŜy + ŜyŜx) (48)

Hn = ∆QĴ2
z + γn(BxĴx +ByĴy +BzĴz) (49)

Hhf = A⊥(ŜxĴx + ŜyĴy) +A‖(ŜzĴz) (50)

There are now also a few more parameters to consider in these equations. ∆Q is the quadrupole splitting of

the nitrogen atom, γn is the nitrogen gyromagnetic ratio and Ĵx, Ĵy, Ĵz are the same spin matrices as Ŝx, Ŝy
and Ŝz. A‖ and A⊥ are the hyperfine coupling between the electron spin and nitrogen nuclear spin, where
A‖ is along the ẑ direction and A⊥ is perpendicular to ẑ.

Writing H as a matrix shows that there are now many off-diagonal terms which makes analytically calculat-
ing the eigenvalues of this 9× 9 matrix very difficult. Instead of attempting to do this, we will be estimating
the eigenvalues of this matrix using perturbation theory, where again we treat the magnetic field perpen-
dicular to ẑ, (Bx, By), the strain, and now also the perpendicular hyperfine coupling A⊥ as the perturbation.

Synonymous to the methods of sections 4 and 5, we start by writing H = H0 + H′, where H0 and H′
are given by equations 51-52.

H0 =(∆ZFS + εz)Ŝ
2
z + γeBzŜz + ∆QĴ2

z + γnBzĴz +A‖ŜzĴz (51)

H′ =γe(BxŜx +ByŜy) + εx(Ŝ2
x − Ŝ2

y) + εy(ŜxŜy + ŜyŜx)

+ γn(BxĴx +ByĴy) +A⊥(ŜxĴx + ŜyĴy)
(52)

The energy differences of the spin states will be denoted as ωke± for fixed mJ = k and measuring energy
transition ms = 0 → ±1, and ωkn± for fixed ms = k and measuring energy transition mJ = 0 → ±1.
Note that the energy differences of belonging to ms = ∓1→ ±1 and mJ = ∓1→ ±1 cannot easily be mea-
sured in practice. If it were possible, then it would not give any new information on the energy levels anyway.

The approximated eigenvalues of H obtained with second order perturbation theory are shown in appendix
D and the eigenvalue differences are shown in E for both the electron spin transitions and the nitrogen
nuclear spin transitions.

The frequency differences for all electron spin transitions are shown in figure 10. The increase of frequencies
for different B⊥ were nearly identical, therefore only the frequency differences themselves are shown.

1Note that there are implied tensor products between all operators. For operators Ŝi and Ĵj , i, j = x, y, z, we actually have

Ŝi⊗I3, I3⊗ Ĵj and ŜiĴj = Ŝi⊗ Ĵj , where I3 is the 3×3 identity matrix. Then we actually have H = He⊗I3+I3⊗Hn+Hhf ,
but we leave out all tensor products ”⊗” and identity matrices I3 in equations 47-50 as a convention.
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(a) f−1
e+ (blue), f0

e+ (red) and f+1
e+ (black) plotted as

functions of B⊥, which are the frequencies correspond-
ing to the spin transitions ms = 0 → +1 for fixed
mJ = −1, 0,+1.

(b) f−1
e− (blue),f0

e− (red) and f+1
e− (black) plotted as

functions of B⊥, which are the frequencies correspond-
ing to the spin transitions ms = 0 → −1 for fixed
mJ = −1, 0,+1.

Figure 10: The frequency differences of the spin transitions ms = 0→ +1 (a) and ms = 0→ −1 (b) for fixed
nitrogen spins mJ = −1, 0, 1 are plotted as functions of B⊥. Each plot shows parabolic behaviour, where at
B⊥ = 0 their magnitudes are minimized.

As an example, we shall compare f0
e+ and f0

e− with the exact solutions as these quantities are usually
measured in practice. The results are shown in figure 11.

(a) e(B⊥) for electron spin transition
ms = 0→ +1.

(b) e(B⊥) for electron spin transition
ms = 0→ −1.

Figure 11: The error of the estimations e(B⊥) for f0
e+ (a) and f0

e− (b) compared to their respective exact
solutions are plotted as functions of B⊥. Both f0

e± grow larger than their exact values as B⊥ increases. Note
how the error has increased nearly ten-fold compared to estimations in figures 5 and 8, where the influence
of the nuclear spin of the nitrogen atom in the models was not included. This increase in e(B⊥) is due to
the perpendicular hyperfine coupling A⊥ in equation 47.

Compared to the previous findings in figures 5 and 8, the error now has increased by a significant amount, as
it is now in hundreds of Hz. Interesting is how now the difference between the approximation and the exact
value of f0

e− seems to be smaller than f0
e+ which was not the case in the previous sections. The increase in

e(B⊥) for the frequency differences of both spin transitions is due to the perpendicular hyperfine coupling
A⊥. This is further explored in figure 12.
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(a) e(A⊥) for electron spin transition
ms = 0→ +1.

(b) e(A⊥) for electron spin transition
ms = 0→ −1.

Figure 12: The error of the estimations e(A⊥) for f0
e+ (a) and f0

e− (b) compared to their respective exact
solutions are plotted as functions of A⊥. In these plots, B⊥ = 0. Both f0

e± grow larger than their exact
values as A⊥ increases. The error becomes very large for larger A⊥. In practice, A⊥ is fairly well known
and about −2.7 MHz [7].

Indeed, for increasing A⊥, the difference between the exact values and the approximated values for f0
e±

increases significantly.

6.2 Magnetic Field Alignment

Let us assume mJ = 0 as an example. Using second order perturbation theory, the average ω̄ is a quadratic
function in B⊥ and can be written as in equation 53, where the functions F and G are independent of B⊥,
used to simplify the analysis of ω̄. The full expression can be found in Appendix B.

ω̄ = B2
⊥F +G (53)

Taking the derivative with respect to B⊥ gives
δω̄

δB⊥
= 2B⊥F , so its derivative is zero at B⊥ = 0. Then

using the parameters as in Appendix C where γeBz < ∆ZFS + εz, ω̄ is minimal for B⊥ = 0. This can also
be confirmed by looking at figure 10, where ω0

e+ and ω0
e− are at their minimum at B⊥ = 0.

Just as in the simplified models in sections 4 and 5, the method of magnetic field calibration has not
been proven to be incorrect if the influence nuclear spin of the nitrogen atom is also considered.

6.3 Estimating the quadrupole splitting

Using the approximations of the measurable frequencies, an estimate for the quadrupole splitting ∆Q can
be found. Looking at the averages of the measurable frequency differences due to the nitrogen nuclear spin
transitions for different spins of the electron, there are a few options for the estimate. These are plotted as
functions of ∆Q in figure 13. The perpendicular magnetic field B⊥ and the strain are neglected.

From these expressions, there might be a better estimate. Looking at figure 13, it seems that averaging
all the average frequency differences of all the nitrogen nuclear spin transitions for all electron spin states
may be a better approximation. The average of all nitrogen nuclear spin transitions for all electron spins is
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given by the approximation

+1∑
i=−1

(ωin+ + ωin−) =6∆Q + 3A2
⊥

(
1

−A‖ +Bz(γe − γn) + ∆Q + ∆Z
+

1

−A‖ +Bz(γn − γe) + ∆Q + ∆Z

)
+ 3A2

⊥

(
1

Bz(γn − γe) + ∆Q −∆Z
+

1

Bz(γe − γn) + ∆Q −∆Z

)
,

=6∆Q + 3A2
⊥

(
2(∆Q + ∆Z −A‖)

(∆Q + ∆Z −A‖)2 −B2
z (γe − γn)2

+
2(∆Q −∆Z)

(∆Q −∆Z)2 −B2
z (γe − γn)2

)
.

(54)
Since ∆Q and A‖ are very small compared to ∆Z , the second term containing all the fractions is very small
as well. To see how well of an approximation this is, it is plotted in figure 13 along with the averages for
each electron spin separately as functions of A⊥.

(a) Accuracy of the estimation of ∆Q for the average
of frequency difference for nitrogen spin transitions for
different electron spins (ms = +1 (black), ms = 0 (blue)
and ms = −1 (red)) as functions of A⊥. The average
of all three frequency difference average for the nitrogen
spin transitions is plotted in orange.

(b) Accuracy of the estimation of ∆Q for the average of
all frequency differences for the nitrogen spin transitions
for all electron spins as function of A⊥.

Figure 13: In figure (a), the differences average of all frequency differences for the nitrogen nuclear spin
transitions for each electron spin states and the quadrupole splitting are plotted along with the difference
between the frequency difference of all nitrogen nuclear spins for all electron spin states with the quadrupole
splitting. As the orange curve is difficult to see in (a), it is again plotted in (b). In figure (b), the second
term of equation 54 is plotted as a function of A⊥ (divided by 6). Note how the difference between the
average of all nitrogen nuclear spin transitions for all electron spin states and the quadrupole splitting us
in the order of a few Hz for our parameter regime, while the difference between the average of all nitrogen
nuclear spin transitions for each electron state separately and the quadrupole splitting is in the order of kHz.

Indeed for increasing A⊥, the average of all nitrogen nuclear spin transitions for all electron spins is a better
estimate for the quadrupole splitting.

Neglecting the second term in equation 54 already results in a fairly good approximation for ∆Q. Then
the error on the estimate is only a result of the accuracy of the measurements, which are in the order of
0.1 Hz. Due to the propagation of error, the resulting error on ∆Q is only a few Hz. In practice, there
are already good estimates for A‖ and A⊥, and if there were estimates for ∆Z and Bz, equation 54 could
perhaps be fully solved for ∆Q and possibly be a better approximation.
These estimates for ∆Z and Bzγe can be made by using the same method as in section 4, where the strain
is neglected and the average and difference of the electron spin transitions are found for mJ = 0 (see figure
9).
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To then attempt to find a better approximation for ∆Q, we first approximate ∆Q in the simplest way.

∆̃Q =
1

6

(
+1∑
i=−1

(ωin+ + ωin−)

)
(55)

Then the second approximation will be made by substituting ∆̃Q in the second term of equation 54. Since

that term does not change much for different ∆̃Q in our parameter regime, this will result in a better
approximation for ∆Q.

∆Q = ∆̃Q −
1

2
A2
⊥

(
2(∆̃Q + ∆Z −A‖)

(∆̃Q + ∆Z −A‖)2 −B2
z (γe − γn)2

+
2(∆̃Q −∆Z)

(∆̃Q −∆Z)2 −B2
z (γe − γn)2

)
(56)

Of course now the error of ∆Q increases due to this second term. This error is caused by the approximations
made for ∆Z and Bz, and the errors on the parameters A⊥, A‖ which are taken as 0.07 MHz for each [7].
The errors on the gyromagnetic ratios are neglected as they are very small.

Measurements for all measurable spin transitions are shown in the tables below, where B⊥ is set to zero.

transition frequency difference (kHz)

ω+1
n+ 7263.393(1)
ω+1
n− 2636.928(1)
ω0
n+ 4823.184(1)
ω0
n− 5069.115(1)
ω−1
n+ 2884.864(1)
ω−1
n− 7017.226(1)

transition frequency difference (MHz)

ω+1
e+ 4006.452(2)
ω+1
e− 1748.841(2)
ω0
e+ 4008.648(3)
ω0
e− 1746.663(2)
ω−1
e+ 4010.83(3)
ω−1
e− 1744.471(3)

Using these measurements, ∆Q can be approximated using formulas 55 and 56. Note that it is not clear
whether these frequency differences are positive or negative. Therefore, for both cases ∆Q will be calculated.
First, a rough estimate for Bz and ∆ZFS has to be made, and for that using the electron spin transitions
for mJ = 0 and equations 18 and 19 result in

Bz ≈ 0.04(1) Tesla

∆ZFS ≈ 2.8(1) MHz.

As these estimates are rough, the error were taken to be fairly large with errors δ(Bz) = 100 Gauss and

δ(∆ZFS) = 108 Hz. The first approximations for the positive and negative quadrupole splitting (∆̃+
Q and

∆̃−Q respectively) calculated using all nitrogen nuclear spin transitions (formula 55) is as follows:

∆̃+
Q = 4949.1183(2) kHz

∆̃−Q = −4949.1183(2) kHz.

The errors are calculated using the errors from the measurements. Then using formula 56, the second
approximations for both are

∆+
Q = 4949.25(2) kHz

∆−Q = −4949.11(1) kHz.

Comparing ∆−Q to the previous finding of ∆Q = −4.945±0.005 MHz [7], the new finding is within the region
of error of the previous finding.
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7 Conclusion

In section 4, where only the Hamiltonian of the electron without strain was considered, it was possible to
find the parameters ∆ZFS , γeBz analytically only if B⊥ = 0. If B⊥ 6= 0, then we could not find expressions
for all parameters in terms of known frequency measurements. In section 5 where the strain was included
in the Hamiltonian, it impossible to find the individual parameters, even is B⊥ = 0. Still, it is possible to
know if the perpendicular magnetic field B⊥ is set to zero using multiple measurements. Setting B⊥ = 0 was
also possible for the system in section 6 where the nitrogen nuclear spin was also considered. Because of the
influence of the nitrogen nuclear spin there were now eight measurable eigenvalue differences of the Hamil-
tonian to be found, but also more parameters to be considered. Finding all the parameters has not yet been
possible. However, neglecting the strain does make it possible to find estimations for the parameters γeBz,
∆ZFS and ∆Q and setting B⊥ to zero further simplifies the problem. We have found that the quadrupole
splitting ∆Q can be estimated using experimental data and rough estimations for the other parameters. We
cannot know wether this ∆Q is positive or negative with these measurements alone, therefore it is estimated
twice, once assuming it was positive, and once assumnig it was negative. This results in the estimations
∆+
Q = 4949.25(2) kHz and ∆−Q = −4949.11(1) kHz.

Indeed, second order perturbation theory has proven it to be possible to estimate parameters in the Hamil-
tonian of the NV center and perhaps will be a great method to further our understanding of the NV center.
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A Derivative of ω̄ with respect to B⊥

Before simplification, the average eigenvalue difference for the Hamiltonian as described in 4, equation 15 is
shown below.

ω̄ = 2
2
3

2
2
3G+H2

4H
,

F (Bz, B⊥) = ∆ZFS(32γ2(B2
⊥ − 2B2

z ) + 2∆2
ZFS)

G(Bz, B⊥) = 3γ2(B2
⊥ +B2

z ) + ∆2
ZFS

H(F,G) = (F +
√
F 2 − 4G3)

1
3 .

Taking the derivative with respect to B⊥ results in an expression with partial derivatives of the functions
G, F and H.

δω̄

δB⊥
= 2

2
3

(
2

2
3

4

δ

δB⊥

G

H
+

1

4

δH

δB⊥

)

= 2
2
3

(
2

2
3

4

(
1

H

δG

δB⊥
+G

δ

δB⊥

1

H

)
+

1

4

δH

δB⊥

)

= 2
2
3

(
2

2
3

4

(
1

H

δG

δB⊥
− G

H2

δH

δB⊥

)
+

1

4

δH

δB⊥

)

These partial derivatives are given by

δG

δB⊥
= 6γ2

eB⊥,

δF

δB⊥
= 18∆ZFSγ

2
eB⊥,

δH

δB⊥
=

δ

δB⊥
(F +

√
F 3 − 4G2)

1
3

=
1

3(F +
√
F 3 − 4G2)

2
3

δ

δB⊥
(F +

√
F 3 − 4G2)

=
1

3H2

(
δF

δB⊥
+

δ

δB⊥

√
F 3 − 4G2

)
=

1

3H2

(
δF

δB⊥
+

1√
F 3 − 4G2

(
δF 3

δB⊥
− 4

δG2

δB⊥

))
=

1

3H3

(
δF

δB⊥
+

1√
F 3 − 4G2

(
3F 2 δF

δB⊥
− 8G

δG

δB⊥

))
.

In our parameter regime H(0) 6= 0 and
√
F (0)3 − 4G(0)2 6= 0. Then we have that the partial derivatives of

the functions G, F and H are zero for B⊥.

δG

δB⊥

∣∣∣∣
B⊥=0

= 0,
δF

δB⊥

∣∣∣∣
B⊥=0

= 0,
δH

δB⊥

∣∣∣∣
B⊥=0

= 0.

Therefore, the derivative of ω̄ with respect to B⊥ is zero for B⊥ = 0.

δω̄

δB⊥

∣∣∣∣
B⊥=0

= 0

This means that ω̄(B⊥) is at its maximum or minimum. For our parameter regime, ω̄ is at its minimum.
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B Average energy difference for mJ = 0

ω̄ = B2
⊥F +G

F =
γ2
n∆Q

∆2
Q −B2

zγ
2
n

− 1

2

γ2
n (Az + ∆Q)

(Az + ∆Q)2 −B2
zγ

2
n

+
1

2

γ2
n (Az −∆Q)

(Az −∆Q)2 −B2
zγ

2
n

+
3

2

γ2
e (εz + ∆ZFS)

(∆ZFS + εz)2 −B2
zγ

2
e

=
γ2
n∆Q

∆2
Q −B2

zγ
2
n

−
γ2
n(Az(A

2
z −∆2

Q)−B2
zγ

2
n(A2

z + ∆2
Q))

((Az + ∆Q)2 −B2
zγ

2
n)((Az −∆Q)2 −B2

zγ
2
n)

+
3

2

γ2
e (εz + ∆ZFS)

(∆ZFS + εz)2 −B2
zγ

2
e

G =
2A2

x (Az −∆Q − εz −∆ZFS)

B2
z (γe − γn)2 − (Az −∆Q −∆ZFS − εz)2

+
A2
x (∆Q − εz −∆ZFS)

B2
z (γe − γn)2 − (∆Q −∆ZFS − εz)2
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C Used parameters for comparisons

Parameter Description Estimated value source

∆ZFS electron zero-field splitting 2.877623 GHz [9]
∆Q nitrogen quadrupole splitting -4.945 MHz [7]
γe electron gyromagnetic ratio 2.8031 MHz/G [7]
γn nitrogen gyromagnetic ratio 0.3077 kHz/G [10]
Bz magnetic field aligned to spin direction 403.553 G [9]

{εx, εy, εz} strain {400, 400, 10} kHz Estimate
{A⊥, A‖} hyperfine coupling {−2.7,−2.14} MHz [7]
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D Eigenvalues of Hamiltonian including nitrogen spin.

The following eigenvalues are simplified using the following subsitutions:

B2
⊥ = B2

x +B2
y

∆Z = ∆ZFS + εz

ε2⊥ = ε2x + ε2y.

The eigenvalues are denoted as Ems,mJ
, where Ex,y is the energy level belonging to ms = x and mJ = y

E+1,+1 =
B2
⊥γ

2
e

2A‖ +Bzγe + ∆Z
+Bzγe +

ε2⊥
2A‖ + 2Bzγe

+A‖ +Bzγn + ∆Q + ∆Z

+
B2
⊥γ

2
n

2A‖ +Bzγn + ∆Q

E+1,0 =
A2
⊥

Bzγe −Bzγn −∆Q + ∆Z
+

ε2⊥
2Bzγe

+Bzγe + ∆Z

+
B2
⊥γ

2
n

2A‖ +Bzγn −∆Q
+

B2
⊥γ

2
n

2−A‖ −Bzγn −∆Q
+

B2
⊥γ

2
e

2Bzγe + ∆Z

E+1,−1 =
A2
⊥

−A‖ +Bzγe −Bzγn + ∆Q + ∆Z
+

ε2⊥
2Bzγe − 2A‖

−A‖ +Bzγe −Bzγn + ∆Q + ∆Z +
B2
⊥γ

2
n

2−A‖ −Bzγn + ∆Q
+

B2
⊥γ

2
e

2−A‖ +Bzγe + ∆Z

E0,+1 =
A2
⊥

−Bzγe +Bzγn + ∆Q −∆Z
+Bzγn + ∆Q +

B2
⊥γ

2
n

2Bzγn + ∆Q
+

B2
⊥γ

2
e

2A‖ +Bzγe −∆Z

+
B2
⊥γ

2
e

2−A‖ −Bzγe −∆Z

E0,0 =
2A2
⊥(A‖ −∆Q −∆Z)

(A‖ −∆Q −∆Z)2 −B2
z (γe − γn)2

+
B2
⊥γ

2
n

2−Bzγn −∆Q
+

B2
⊥γ

2
n

2Bzγn −∆Q

+
B2
⊥γ

2
e

2−Bzγe −∆Z
+

B2
⊥γ

2
e

2Bzγe −∆Z

E0,−1 =
A2
⊥

Bzγe −Bzγn + ∆Q −∆Z
−Bzγn + ∆Q +

B2
⊥γ

2
n

2∆Q −Bzγn
+

B2
⊥γ

2
e

2−A‖ +Bzγe −∆Z

+
B2
⊥γ

2
e

2A‖ −Bzγe −∆Z

E−1,+1 =
A2
⊥

−A‖ −Bzγe +Bzγn + ∆Q + ∆Z
+

ε2⊥
−2A‖ − 2Bzγe

−A‖ −Bzγe +Bzγn + ∆Q + ∆Z

+
B2
⊥γ

2
n

2−A‖ +Bzγn + ∆Q
+

B2
⊥γ

2
e

2−A‖ −Bzγe + ∆Z

E−1,0 =
A2
⊥

−Bzγe +Bzγn −∆Q + ∆Z
−Bzγe + ∆Z −

ε2⊥
2Bzγe

+
B2
⊥γ

2
n

2−A‖ +Bzγn −∆Q

+
B2
⊥γ

2
n

2A‖ −Bzγn −∆Q
+

B2
⊥γ

2
e

2∆Z −Bzγe

E−1,−1 =
B2
⊥γ

2
e

2A‖ −Bzγe + ∆Z
−Bzγe +

ε2⊥
2A‖ − 2Bzγe

+A‖ −Bzγn + ∆Q + ∆Z

+
B2
⊥γ

2
n

2A‖ −Bzγn + ∆Q
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E Differences of Eigenvalues Hamiltonian

E.1 Measurable energies electron spin transitions

ω+1
e+ =∆Z +A‖ +Bzγe +

A2
⊥

Bz(γe − γn)−∆Q + ∆Z
+

ε2⊥
2A‖ + 2Bzγe

− B2
⊥γ

2
e

2(A‖ +Bzγe −∆Z)

+
B2
⊥γ

2
e

A‖ +Bzγe + ∆Z
+

B2
⊥γ

2
n

2(A‖ +Bzγn + ∆Q)
− B2

⊥γ
2
n

2(Bzγn + ∆Q)

ω+1
e− =− A2

⊥
−Bzγe +Bzγn + ∆Q −∆Z

+
A2
⊥

−A‖ −Bzγe +Bzγn + ∆Q + ∆Z
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