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SUMMARY

Methane is a promising propellant for future liquid rocket engines. In the cooling channels of a regen-
eratively cooled engine, it would be close to the critical point. This results in drastic changes in the
fluid properties, which makes cooling analysis a challenge.

This thesis describes a two-pronged approach to tackle this problem. Simple and fast engineering
tools allow for the development of insight in the design space using rapid iterations and parametric
analyses. However, they are often rather inaccurate. In contrast, detailed multi-dimensional tools
for numerical analysis are more accurate, but they require more computation time. Both approaches
are developed for the analysis of regenerative cooling channels of oxygen/methane engines. Each ap-
proach uses complex but accurate models for the thermodynamic and transport properties of methane.

OMECA (short for One-dimensional Methane Engine Cooling Analysis) is a one-dimensional tool that
was developed in Python from scratch. This tool divides a nozzle into stations and analyses the one-
dimensional thermal equilibrium at each station. It makes extensive use of semi-empirical equations
to calculate the heat transfer at both the hot gas side and the coolant side. The tool is compared to a
coupled multi-physics analysis tool, showing that the accuracy of the wall temperature is rather poor,
with discrepancies of up to 150 K. Both at the hot gas and coolant side, large deviations are present.
However, if the input heat flux is correct, OMECA predicts the coolant pressure drop and temperature
rise with a 10% accuracy.

To obtain a higher accuracy at the coolant side, the open-source CFD package OpenFOAM is adapted
for analysis of supercritical methane. Of particular note is the custom library that interpolates the fluid
property tables at runtime. The selected solver is applicable to steady-state compressible flows. The
software is then systematically validated using three validation cases. With experimental validation
data obtained through cooperation with CIRA, an accuracy of 15 K for the wall temperature prediction
is demonstrated. The pressure drop is predicted within 10%.

Traditionally, the launcher industry uses copper alloys as wall material in regeneratively cooled com-
bustion chambers. They offer a high allowable temperature and high thermal conductivity, but are
also heavy and expensive. Recently, several companies have demonstrated aluminium combustion
chambers. Aluminium alloys have weight and cost advantages, but have lower allowable temperature
and thermal conductivity.

The developed tools for cooling analysis are therefore employed to compare aluminium and copper
for a generic 10 kN combustion chamber. It is discovered that a thermal barrier coating must be em-
ployed to protect the hot gas side of an aluminium combustion chamber, otherwise regenerative cool-
ing is not feasible. Even with such a coating, the pressure drop required to cool the coated aluminium
chamber is three times higher than the pressure drop required for a copper chamber.

A difference in pressure drop has effects on the vehicle level. A larger pressure drop in the cooling
channel of a rocket engine necessitates a higher feed pressure. For a pressure fed engine, this means
the tank must be stronger and heavier. It is found that even at modest fuel mass, the increase in tank
mass is eight times as large as the decrease in engine mass offered by aluminium. This shows that
using aluminium for the chamber wall is not advantageous with respect to copper for a pressure fed,
regeneratively cooled, oxygen/methane rocket engine.
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1
INTRODUCTION

Liquid rocket engines are the workhorses of the launch vehicle industry. In 2013, 88% of all orbital
launches were performed by a rocket with a liquid rocket engine on the first stage [1]. The total market
size of the worldwide launch industry in that year was estimated to be 5.4 billion dollars, for only 69
rocket launches [2].

This shows two things. First: that there is substantial money going around in the launch business.
Second, more importantly: that a single orbital launch is tremendously expensive. One of the longest
standing challenges of rocket scientists and engineers alike is therefore to make access to space less
expensive.

There are several conceivable strategies to achieve this. An old idea that was at the core of the Space
Shuttle development is to design reusable launch vehicles instead of the current expendable ones. The
idea has resurfaced in recent years. SpaceX is trying to recover the first stage of their vehicle by landing
it vertically [3]. Both Airbus and United Launch Alliance (ULA) have announced plans to re-use the
engines of the first stage by separating them from the first stage and recovering those [4, 5].

Other ideas are to reduce the operating costs (e.g. by abandoning the hard-to-handle hydrogen fuel in
favour of methane) or to make use of less expensive materials or manufacturing techniques. For exam-
ple, several groups are experimenting with additive manufacturing (commonly known as 3D printing)
for rocket engine components [6, 7].

Here, we will focus on two possible solutions to reduce the cost of access to space. One is methane-
fuelled rocket engines, which will be discussed in section 1.1. Another is using aluminium instead
of copper alloys for the combustion chamber, decreasing cost and mass of the engine. This will be
discussed in section 1.5.

When deciding on the chamber material, cooling is an important consideration. Most liquid rocket
engines use regenerative cooling. To compare aluminium and copper, a regenerative cooling analysis
of oxygen/methane rocket engines will be necessary. That is the topic of this thesis.

1.1. METHANE-FUELLED ROCKET ENGINES

An interesting propellant combination candidate for future space launch vehicles is oxygen/methane
[8, 9]. Up to now, most liquid rocket engines that have flown burnt either a hypergolic propellant
combination, oxygen/kerosene or oxygen/hydrogen [8]. In the past years, several groups have initi-
ated development programs to demonstrate methane-fuelled engines [9–12]. In addition, both Blue
Origin and SpaceX have announced they are developing large oxygen/methane first stage engines for
orbital launch vehicles [13, 14].

Table 1.1 shows factors that play a role in the selection of the propellant combination for a launch
vehicle powered by liquid rocket engines. Oxygen/hydrogen offers the highest specific impulse, but

1
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Table 1.1: Summary of factors in rocket engine propellant selection (adapted from [15], isentropic expansion from combustion
pressure 6.89 MPa; methane boiling temperature from [16])

Propellants Oxygen/Kerosene Oxygen/Methane Oxygen/Hydrogen NTO/MMH

Vacuum specific
impulse [s]

358.2 371 455.3 341.5

Bulk density
[kg/m3]

1.03 0.89 0.32 1.20

Volume impulse
[kg·s/m3]

369 330 146 410

Oxidizer/Fuel
boiling tempera-
ture

90 K / 445-537 K 90 K / 112 K 90 K / 20 K 294 K / 359 K

Handling issues Oxygen cryo-
genic

Both oxygen and
methane cryo-
genic

Hydrogen deep
cryogenic and
flammable

Very toxic and
hazardous

Coking Yes Normally not No No

Additional ad-
vantages

In-situ resource
utilization on
Mars

Auto-ignition

low volume impulse, increasing the launch vehicle size and mass. In addition, hydrogen has a boiling
temperature of 20 K, imposing severe handling constraints and increasing operating costs. The hyper-
golic combination of nitrogen tetraoxide (NTO) and monomethylhydrazine (MMH) likewise offers the
highest volume impulse and auto-ignition, but is extremely toxic. This necessitates extra protection,
also increasing operating costs.

To avoid the high operating costs of these combinations, the traditional answer has been to use oxy-
gen and kerosene. This propellant combination offers high volume impulse and relative ease of han-
dling. This makes it an ideal combination for first stage engines. Drawbacks are the rather low spe-
cific impulse and the fact that kerosene may coke and form deposits in the engine and fuel channels
[17].

Oxygen/methane also avoids the high operating costs of deep cryogenic or toxic propellants. It offers
slightly higher specific impulse than oxygen/kerosene, at the cost of somewhat lower volume impulse
[18]. This makes methane suitable for both first and second stages. Commonality of the propellants
for all stages can also decrease operating costs [19]. Methane also does not coke like kerosene [20],
which could reduce refurbishment costs for reusable rocket engines. An additional advantage for fu-
ture Mars missions is that methane can easily be created on Mars.

The potential of methane-fuelled rocket engines was discussed in more depth in a literature study [1].
The conclusion was that using methane-fuelled rocket engines may reduce the cost of launch vehi-
cles because the high operating costs of hydrogen and hydrazine are avoided. Using oxygen/methane
engines for both stages of the vehicle can further reduce operating costs. Over kerosene, its benefits
are a higher specific impulse and easier reusability due to the absence of coking. However, more re-
search – or evidence from actual launch vehicles – is needed to definitively establish whether methane
propellant could bring down the cost of access to space.

1.2. ROCKET ENGINE COOLING

The hot combustion gases inside liquid rocket engines can reach temperatures of up to 3600 K, causing
heat fluxes of up to 160 MW/m2at the thrust chamber wall in case of the Space Shuttle Main Engine
[21]. Modern liquid rocket engines need to be actively cooled to cope with this heat [8].
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The most commonly used cooling method in large liquid rocket engines is regenerative cooling [8].
In regenerative cooling, one of the propellants used in the rocket engine (usually the fuel) is pumped
through a jacket around the combustion chamber and/or nozzle (see fig. 1.1). As the fuel absorbs heat,
its enthalpy increases, which improves the performance of the engine. The exhaust velocity increase
is between 0.1 and 1.5% [8]. Because the heat transferred to the coolant is recovered, this technique is
called regenerative cooling.

Hot gas flow

Coolant flow

Figure 1.1: Illustration of a rocket engine with regenerative cooling

A disadvantage of regenerative cooling is that the feed pressure of the fuel must be equal to the sum
of the chamber pressure, the injector pressure drop, the cooling channel pressure drop and any ad-
ditional pressure losses present in the system [22]. It is therefore important to design the cooling
channels and coolant tubing system such that the pressure losses are small.

Depending on the type and state of the coolant, different regimes may govern the behaviour of the
coolant. If the coolant is liquid at all times and locations, heat transfer is governed by single-phase
convection [22]. If the coolant temperature at the wall reaches the boiling temperature, it enters the
nucleate boiling regime, in which much higher heat transfer rates can be attained [22].

Figure 1.2: Indication of thermodynamic state of various propellants in cooling channels [10]

If the coolant is at supercritical pressure and the temperature is near the critical point, such as can be
the case for methane, it will exhibit large variations in its thermodynamic variables [23]. Hydrogen, on
the other hand, is often far above both critical pressure and temperature in a large part of the coolant
ducts, in the regime of supercritical forced convection [24]. Figure 1.2 shows the relative situation for
these three propellants.

1.3. SUPERCRITICAL FLUIDS

Fluids at supercritical pressure are characterised by the absence of a vapour curve; there no longer
exists a phase change between liquid and gas. Instead, the fluid gradually changes from fluid-like
at low temperatures to gas-like at high temperatures. This results in very high gradients of the fluid
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properties near the critical point, necessitating the use of very detailed property models if one wants
to analyse supercritical fluids [16].

The critical point of methane occurs at a temperature of 190.56 K and a pressure of 4.599 MPa [25]. In
rocket engines with low to moderate combustion chamber pressure, the methane cooling would be
close to the critical pressure, also crossing the critical temperature. This means that the fluid property
variations are important to take into account.

Several interesting phenomena can occur when heat is transferred to fluids at supercritical pressure.
These were already described in 1979 by Jackson and Hall [26] and are displayed in fig. 1.3.

Figure 1.3: Mechanisms of heat transfer enhancement, impairment, deterioration and recovery. Figure from [27]

When a low heat flux is supplied to a fluid near the pseudo-critical temperature (where specific heat
has its maximum value), a large region may develop with relatively uniform temperature and high
specific heat. This high region of specific heat next to the wall causes an enhancement of heat transfer
[27]. As the heat flux is increased, however, the temperature near the wall is not uniform anymore.
Due to the large variation in specific heat, a smaller, local region of high specific heat is developed.
Where this region is at a short distance from the wall, it can act as an insulating layer that impairs the
heat transfer [27].

When the fluid temperature rises near the wall, a layer of low density, gas-like flow can be formed. This
gas-like layer transfers heat worse than the liquid-like layer, because it has a far lower thermal capacity.
This causes a deterioration of the heat transfer, especially when the gas-like layer is insulated by a high
specific heat layer. This phenomenon is called heat transfer deterioration [27].

As the fluid is heated more along a channel, the low density layer will grow. This growing low density
region will influence the bulk density of the flow, causing the fluid to accelerate. The increased velocity
will increase convective heat transfer, leading to a recovering heat transfer [27].
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1.4. COOLING CHANNEL ANALYSIS

Several approaches exist to analyse regenerative cooling of liquid rocket engines. The fastest and
simplest are semi-empirical correlations to estimate the heat transfer coefficient. Such simple rela-
tions are needed in the preliminary design and system analysis phase of a liquid rocket engine [28].
One-dimensional relations can generally be programmed on a personal computer and have negligi-
ble computation time. These advantages make them ideally suited for preliminary design and system
analysis [28].

One-dimensional relations by definition cannot resolve the thermal stratification (i.e. layers of differ-
ent temperatures) that occurs in asymmetrically heated channels. Pizzarelli et al. have developed a
quasi-two-dimensional model to account for this thermal stratification in methane cooling channels,
while keeping the required computation time low [29]. The method solves the conservation equa-
tions of the fluid, complemented by equations for thermal balance of the solid parts of the domain for
a single coolant channel [29]. Although the method has been extensively described in [29], its software
implementation is not freely available.

The accuracy of one-dimensional and quasi-2D methods is limited. For this reason, multi-dimensional
CFD methods have also been applied to methane cooling channels. Various multi-dimensional CFD
methods have been developed to describe methane at supercritical pressure. The models are gener-
ally quite accurate with respect to pressure drop and flow properties, but show poorer accuracy for
wall temperature prediction. Unfortunately, the latter is the most interesting variable when doing a
cooling analysis. None of the methods examined are freely available.

Pizzarelli developed an in-house finite-volume 3D CFD solver at "La Sapienza" University of Rome
that is capable of analyzing the flow of methane in cooling channels [16]. The turbulence model used
is the Spalart-Allmaras one-equation model. The solver has been validated by comparison with an ex-
periment with supercritical hydrogen, because of a lack of appropriate experimental data for methane
[30]. Pizzarelli and his colleagues have published a wealth of papers on supercritical methane mod-
elling using this solver. In a recent paper, they validated their method with experimental data on
methane as well [31].

The group of Hua Meng at Zhejiang University has published several papers on CFD analysis of methane
coolant channels [32–34]. Wang et al. demonstrate a simple axisymmetric two-dimensional CFD
method in [32]. They complement the Navier-Stokes equation with a shear stress transport (SST)
k-ω turbulence model. Wang et al. mention that their model has been validated by comparison with
supercritical carbon dioxide experiments [32].

Ruan et al. [33] and Wang et al. [34] from the same group report using the FLUENT program to perform
CFD analysis on methane cooling channels. In both papers, the two-equation standard k-ε turbulence
model is implemented with enhanced wall modelling using the one-equation Wolfstein model to ac-
curately model the strong temperature gradient near the wall [33, 34]. For this method, the authors
refer back to the validation of Wang et al. in [32] and work on n-heptane previously carried out. Note
that the FLUENT program is available at the Delft University of Technology, though not with the cus-
tom thermodynamic models.

Negishi et al. report the use of CRUNCH CFD software for analysis of methane coolant channels [35].
This is an unstructured, three-dimensional flow solver using a cell-vertex finite volume discretiza-
tion. The high-Reynolds k-ε turbulence model was used by Negishi et al, together with the Wolfstein
near-wall treatment [35]. The results obtained from this simulation were validated with experimental
results from two subscale methane/oxygen engine firings [35].

In summary, researchers have published about several CFD methods to model supercritical methane
in rocket engine cooling channels. Both Pizzarelli et al. and Negishi et al. have validated their method
with experimental data on methane. None of the published methods are freely available. Further-
more, it is noticeable that the researchers use different turbulence models. It would be interesting to
investigate the effect of these turbulence models on the results of the CFD analysis.
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1.5. COMBUSTION CHAMBER MATERIALS

The chamber walls for regeneratively cooled chambers are often made out of a copper alloy. Pure
copper has a higher conductivity, but the alloying improves the strength of the material at high tem-
perature [8]. High conductivity reduces the thermal stress in a thin-walled design [8]. The Vulcain
engines 1 and 2 both use a CuAgZr alloy (with silver and zirconium) as material for the inner chamber
wall [36, 37]. The Space Shuttle Main Engine uses NARloy-Z for the inner liner; this is also a CuAgZr
alloy [21]. The LE-7 engine also uses a copper alloy [38]. However, these copper alloys are relatively
heavy and very expensive.

Aluminium is also a candidate for thrust chamber construction. Historically, the only operational en-
gine using an aluminium thrust chamber has been the Agena nozzle [39]. It had a relatively thick wall
out of Al-6061 T6. Recently, interest in aluminium nozzles has resurfaced in the United States. Masten
Space Systems has developed a small all-aluminium rocket engine, winning the NASA’s Lunar Lander
Challenge with it in 2009 [40]. XCOR and ULA announced in 2011 the successful demonstration of an
aluminium alloy engine [41]. They state that their development could amount to substantial cost and
mass savings for future upper stage engines [41].

1.6. RESEARCH QUESTION

Summarising the previous paragraphs, we can say that using methane as propellant could reduce the
cost of access to space. One of the problems with methane is that it would likely be at supercritical
pressure, relatively near its critical point inside regenerative cooling channels. Because fluid proper-
ties vary so drastically near the critical point, this complicates cooling analysis: accurate but complex
models for fluid properties are required.

In addition to using methane propellants, the use of aluminium instead of copper alloys as chamber
materials could also reduce cost of rocket engines. Aluminium has a lower melting temperature than
copper, so it is mostly applicable to low heat flux engines with moderate chamber pressure. For this
reason, the research will focus on a 10 kN thrust, 40 bar chamber pressure engine.

The research question of this thesis is:

Is it advantageous to use aluminium instead of copper for the chamber wall of a small,
regeneratively cooled oxygen/methane rocket engine?

In order to investigate the feasibility, the performance of aluminium will be compared to a baseline
copper alloy that has been used in rocket engines. For both materials, the following questions will be
answered.

1. Is it possible to cool the thrust chamber wall to the allowable temperature or lower, using the
fuel flow available?

2. How high is the pressure drop over the cooling channel?
3. By how much does the temperature of the coolant rise?
4. What is the estimated mass of the thrust chamber?
5. What is the system-level impact of the differences in pressure drop, temperature rise and cham-

ber mass?

When these sub-questions have been answered, it will be possible to compare the performance of the
copper and aluminium thrust chambers to each other. This in turn allows us to answer the central
research question. Proving that aluminium is a feasible material for oxygen/methane engines would
bring us one step closer to decreasing the cost of access to space.

1.7. RESEARCH PLAN

The objective of the thesis is to compare copper and aluminium alloys as material for oxygen/methane
rocket engine thrust chambers. To do this, methods for analysis must be obtained or created.

A smart strategy is to first create a reasonably simple one-dimensional method based on semi-empirical
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relations. This will allow us to probe the design space and understand how various parameters influ-
ence the performance of methane cooling channels. Since such a method is quite simple, it can be
created from scratch with regular programming tools. Since the author is proficient in Python, this
will be the language of choice.

However, to obtain more accurate predictions, it will likely be necessary to use detailed CFD meth-
ods. Several of these exist for supercritical methane, as shown in section 1.4. However, they are not
freely available. OpenFOAM is a freely available, open-source CFD package with which the author has
experience. Being open source, it is possible to write custom libraries and executables. It contains
solvers for compressible flow as well as conjugate heat transfer methods that can couple fluid and
solid domains [42].

Section 1.3 showed that one of the problems is that accurate property models are needed for super-
critical methane. One of the first problems that must be tackled is therefore to make sure that detailed
property models of methane can be used in OpenFOAM. An easy way to do this programmatically is to
create tables of fluid properties and interpolate these tables at runtime. The expansion of OpenFOAM
by adding the possibility to use tabulated equation of state (and other thermodynamic properties)
will enable us to answer the research question. In addition, it will be a valuable addition to the open-
source package in itself – extending beyond this field of research.

OpenFOAM in combination with the new property library must then be validated. This will be done
in two steps: by comparing with numerical tools and by comparing with experimental data. In sec-
tion 1.4, it was found that researchers use different turbulence models for supercritical methane. The
experimental validation will make it possible to compare the different turbulence models.

When OpenFOAM has been validated, it can be used to perform a cooling analysis for copper and
aluminium chambers and answer the research question.

The research plan can thus be divided into the following objectives:

1. Explore possible cooling designs for a small rocket engine with a one-dimensional model
2. Implement and verify a tabulated fluid property model in OpenFOAM
3. Validate the OpenFOAM tool with comparable numerical tools
4. Validate the OpenFOAM tool with experimental data and compare the performance of different

turbulence models
5. Perform a cooling channel heat transfer analysis for a copper and aluminium chamber and com-

pare the results

1.8. THESIS STRUCTURE

The next chapter of this thesis, chapter 2, focuses on the fluid property models required to accurately
model near-critical methane. In addition, the properties of several potential chamber materials are
discussed there.

Chapter 3 presents a first order analysis of the cooling system of a methane-fuelled rocket engine. This
analysis is performed to achieve the first research goal: to explore design options for a small rocket
engine.

The next three chapters focus on a detailed computation fluid dynamics (CFD) analysis of methane
cooling channels. Chapter 4 describes the numerical method that was used in OpenFOAM, including
several turbulence and roughness models. In this chapter, the second research goal is achieved.

Chapter 5 shows the extensive validation campaign that was performed to validate the software for
analysis of heat transfer to supercritical methane in rocket engine cooling channels. The validation is
performed in three stages. First a comparison to another numerical tool is performed, simulating the
fluid only. Then this comparison is extended to a conjugate heat transfer model, also implementing a
solid domain. The third validation case is a comparison with experimental data provided by the Italian
Aerospace Research Centre CIRA. This chapter shows how research goals 3 and 4 were met.

The CFD software is then applied to simulate rocket engine cooling channels in chapter 6. This was
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the fifth and final research goal. The cooling performance of copper and aluminium chambers is
compared in order to answer the research question.

Finally, chapter 7 summarises the results of this thesis and reiterates the most important conclusions.
Several recommendations are suggested to build on and improve the research presented here.



2
FLUID AND SOLID PROPERTY MODELS

One of the objectives of the thesis is to perform a cooling analysis of rocket engine cooling channels
filled with methane. A necessary first step is to have an accurate model of the relevant properties of
methane. The research question is to compare copper and aluminium as wall material for methane-
fuelled rocket engines. Here, it is important to know the properties of both these materials so they can
be adequately compared.

This chapter is concerned with these fluid and solid property models. The properties of the methane
coolant will be discussed in section 2.1. One of the goals of the research as defined in chapter 1 was
to "implement and verify a tabulated fluid property model in OpenFOAM". The implementation of
this tabulated property model is also discussed in section 2.1. Section 2.2 describes the properties of
selected copper and aluminium alloys.

2.1. METHANE PROPERTIES

Methane is the simplest hydrocarbon molecule with the chemical formula CH4. It has a molecular
weight of 16.04 g/mol and a boiling temperature of 111 K. This makes it denser and easier to liquefy
(and handle) than deep-cryogenic hydrogen. On the other hand, as the lightest hydrocarbon it has a
lower boiling temperature and density than kerosene. In that respect, it is situated between these two
extremes as a propellant.

Figure 2.1 shows the phase diagram of methane, colored by density. On the bottom of the figure, one
can distinguish the liquid and the gaseous phase from the density continuity. However, at pressures
above the critical point, there no longer is a discontinuity between the liquid and the gaseous phase.
Instead, there is a smooth but rapid change in density near the critical temperature. In general, the
fluid properties will vary very rapidly near the critical pressure and temperature. The variations be-
come smaller as the fluid gets farther away from the critical point.

It is worth noting that this behaviour occurs in all substances, albeit at different pressures and tem-
peratures. Section 2.1 shows the critical pressures and temperatures for various rocket propellants.
The table shows that the critical pressure of methane is relatively high. The critical temperature is
much higher than for hydrogen and at the same time much lower than kerosene’s critical tempera-
ture. Both of these factors cause methane to be much closer to its critical point inside rocket engine
cooling channels.

Table 2.1: Critical pressure and temperature for rocket propellants

Propellant pcrit [MPa] Tcrit [K]
Methane [44] 4.6 191
Kerosene [45] 2.4 640
Hydrogen [46] 1.3 33

9
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Figure 2.1: Methane phase diagram showing variation of density with pressure and temperature as well as critical point [43]

Because the coolant inside a regenerative cooling channel is afterwards fed to the injector, its pressure
must necessarily be higher than the combustion pressure. Large engines such as the Vulcain and the
Space Shuttle Main Engine have combustion pressures of approximately 10 and 20 MPa respectively
[47, 48], and therefore even higher coolant pressures. In such engines, any of the propellants from
section 2.1 would be so far from the critical pressure that the fluid property variations become very
small.

In smaller engines (e.g. those used for the second stage of orbital launch vehicles) the combustion
pressure is usually substantially lower. The LE-5B engine has a combustion pressure of 3.6 MPa [49],
the RL10B-2 chamber pressure is 4.4 MPa. For such smaller engines, the coolant would be relatively
close to the critical pressure. However, due to the expected pressure drop in the injector and cooling
manifold, it is likely that the coolant would still be at supercritical pressure inside the cooling chan-
nel.

In addition, methane could cross the critical temperature inside a rocket engine cooling channel.
When a fluid is near the critical pressure and goes from a subcritical temperature to a supercritical
temperature, the flow is often called a transcritical flow. These flows, where large changes in the fluid
properties are present, are expected in methane-fuelled rocket engines. As an example, the variation
of the isobaric specific heat (cp ) with temperature and pressure is shown in fig. 2.2.

Figure 2.2 clearly shows the rapid change in thermodynamic properties near the critical point. The
specific heat increases by a factor 6 at 60 bar. The temperature at which this peak occurs increases
with increasing pressure. This temperature of maximum cp is called the pseudo-critical tempera-
ture; at this temperature the variation in fluid properties is the most severe. The dramatic variation
in a thermodynamic property like cp is important to take into account when performing a cooling
analysis. Therefore, accurate models of the thermodynamic and transport properties of methane at
supercritical pressure are necessary.

The absence of two-phase flow at supercritical pressure does have a substantial advantage in terms
of modelling. No bubbles are formed, phenomena such as nucleate boiling do not occur. There is
substantial difficulty in modelling two-phase flows and therefore this thesis focuses solely on methane
at supercritical pressures. The fact that methane coolant is expected to be above the critical pressure
even for relatively small engines justifies this focus.
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Figure 2.2: Variation of methane specific heat cp with temperature at various pressures. Curves for data from NIST [50],
markers for model implemented in Python.

2.1.1. THERMODYNAMIC PROPERTIES

The thermodynamic state of a fluid can be described by giving two of its state properties – e.g. pres-
sure, temperature or density. These three properties can be related to each other through an equation
of state. When the thermodynamic state is known, the values of the other thermodynamic properties
(enthalpy, specific heat at constant pressure, etc.) are also fixed. The most well-known equation of
state in aerospace engineering is the ideal gas equation of state. However, because we also want to
describe methane at lower temperatures, where it behaves like a liquid, this equation of state does not
suffice.

The following sections will detail the equation of state that was used to model methane throughout
this thesis. The auxiliary relations that were used to derive the enthalpy and specific heat are also
shown.

Several equations of state can be used to model supercritical methane. Pizzarelli as well as Wang et
al. have used the modified Benedict-Webb-Rubin equation of state [16, 32]. This equation of state
has a typical error in the density of 0.1-0.3%, deteriorating to 5% uncertainty near the critical point
[44].

The NIST database [50] uses a relation by Setzmann and Wagner [51]. They claim an accuracy of
0.03% in the density. Kunz et al. have developed a new equation of state, called GERG-2004 [25].
This equation of state, though primarily aimed at mixtures of hydrocarbons, accurately reproduces
experimental data for methane. It is as accurate as Setzmann and Wagner’s equation of state for the
density, but substantially more accurate for other thermodynamic properties [25]. Like Setzmann and
Wagner’s equation of state, the GERG-2004 represents the experimental data sets to within 0.02-0.03%.
Nonetheless, the authors give a conservative uncertainty of 0.05% [25].

Because of the very high accuracy both in density and other, derived thermodynamic variables, the
GERG-2004 equation of state was selected to model supercritical methane.

The GERG-2004 equation of state uses the reduced Helmholtz free energy to calculate various thermo-
dynamic properties. The reduced Helmholtz free energy ah for a pure fluid is given by eq. 2.1, where
aid

h is the part referring to an ideal gas and ares
h is the residual term [25].

ah = aid
h

(
ρ,T

)+ares
h

(
ρ,T

)
(2.1)

GERG-2004 provides analytical equations to calculate both terms. These equations contain empirical
constants that were obtained by fitting experimental data to the relations. For methane, the ideal gas
part aid

h employs 11 empirical constants, while ares
h requires 24 [25].
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As eq. 2.1 shows, the reduced Helmholtz free energy obtained in this way depends on temperature
and density. These are thermodynamic state variables, together fixing the state of the fluid. Other
thermodynamic variables such as pressure, isobaric or isochoric heat capacity, enthalpy etc. are found
by taking partial derivatives of eq. 2.1 at a specific (ρ,T ) point.

For example, the pressure p is given by eq. 2.2, where the partial derivative of ares with respect to
the reduced density is included. For the other thermodynamic variables, similar relations including
partial derivatives of aid

h and ares
h exist.

p = ρRg T

(
1+ ρ

ρcr

∂ares
h

∂
ρ
ρcr

)
(2.2)

For a more thorough discussion, all the relevant equations as well as comparison of the equation of
state with experimental data, the interested reader is referred to the work of Kunz et al. [25]. For now it
will suffice to say that the relevant equations were programmed into a Python script such that p, cp , cv

and h could be calculated for a (ρ,T ) state. In addition, a function was written to reverse the equation
of state; that is to find ρ for a specific (p,T ).

2.1.2. TRANSPORT PROPERTIES

In addition to the "pure" thermodynamic variables discussed above, transport properties also have to
be modelled accurately to solve the heat transfer problem. The relevant transport properties in this
case are viscosity and thermal conductivity.

VISCOSITY

The used viscosity model is the friction theory model proposed by Quiñones-Cisneros and Deiters
[52]. For methane, it is valid in the region of 100-500 K with an average deviation of 0.83% and maxi-
mum deviation of 6.02% with respect to experimental data [52]. This friction model was also used by
Urbano et al. to model methane in cooling channels [53].

The friction model is based on a separation of the pressure into three terms: the ideal pressure id, the
residual repulsive pressure∆prep and the attractive pressure patt. Equation 2.3 shows these terms.

p = pid +∆prep +patt (2.3)

The ideal pressure is the pressure as expected from ideal gas theory; it is given by eq. 2.4.

pid = ρRg T (2.4)

The pressure is separated into a repulsive and an attractive part using van der Waals separation [52].
The attractive part of the pressure is also called internal pressure and is given by eq. 2.5, where the
partial derivative is calculated using the GERG-2004 model described in section 2.1.1.

patt = p −
(
∂p

∂T

)
ρ

T (2.5)

The repulsive part of the pressure consists of the ideal pressure and a residual part, denoted by ∆prep.
If the pressure and the previous terms are known, it can be calculated with eq. 2.6.

∆prep = p −pid −patt (2.6)

The viscosity is then given by adding several contributions that are related to these pressure terms,
see eq. 2.7. For the term µbase, an empirical relation in T is used; the coefficients c are also calculated
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based on empirical data.

µ=µbase + cidpid + cid,2p2
id + crep∆prep + crep,2∆p2

rep + cattpatt + catt,2p2
att (2.7)

For more information on the exact calculations and coefficients, the interested reader is referred to the
paper by Quiñones-Cisneros and Deiters that describes the theory and equations in detail [52].

THERMAL CONDUCTIVITY

The thermal conductivity of methane is calculated using two different models. The thermal conduc-
tivity is separated into three contributions: dilute gasκdil, excessκexc and critical thermal conductivity
κcr (eq. 2.8).

κ= κdil +κexc +κcr (2.8)

The dilute and excess thermal conductivity are calculated using relations given by Sanokidou et al.
[54]. The critical thermal conductivity is calculated using equations from Olchowy and Sengers [55].
The former also contains equations for critical enhancement of the thermal conductivity, but the
equations used are overly complex. Olchowy and Sengers propose a simpler model for the critical
thermal conductivity.

The relevant equations to calculate the terms of eq. 2.8 nonetheless remain complicated and cum-
bersome, so they will not be reproduced here. It suffices to say that they all make extensive use of
coefficients to match a theoretical model to the empirical data. More information can be found in the
relevant papers [54, 55].

2.1.3. VERIFICATION

After implementing the equations for the thermodynamic and transport properties of methane, it
was important to verify them. Although the equations themselves have been proven to represent
methane’s behaviour accurately, there could be implementation mistakes and errors in the Python
code.

The density, specific heat, viscosity and thermal conductivity of methane were calculated for a variety
of pressures and temperatures. The resulting values were compared to those in the NIST database
[50]. Figure 2.3 shows the results of this comparison.

Figure 2.3 shows that the implemented equations indeed reproduce the NIST values very accurately.
It is relevant to note that NIST uses a set of equations to obtain property tables that is different from
the set of equations used in this work. This results in discrepancies, most notably in the thermal
conductivity.

This is because the NIST database uses an older, less accurate model for thermal conductivity [56].
This model does not incorporate the critical enhancement of the thermal conductivity. Because of
this reason, the calculated values of thermal conductivity are slightly higher than the NIST values in
fig. 2.3, especially around the pseudo-critical temperature.

We can conclude that this verification shows favourable results: the equations are correctly imple-
mented. The small discrepancy between the NIST values and the calculated values can be explained
by the different models used and is unlikely to be the result of a programming error.

2.1.4. PROPERTY TABLES FOR OPENFOAM

The equations for methane’s properties described above are very accurate, but highly complex and
computationally intensive. This makes them unsuitable for direct use in CFD computations. An alter-
native solution is to generate property tables beforehand and interpolate these in the CFD program
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Figure 2.3: Comparison between fluid property models programmed in Python (markers) and NIST reference data [50] (curves)

at runtime [16]. In this way, the complex equations do not have to be evaluated at every time step for
each cell, but rather only an inexpensive bilinear interpolation must be performed.

Two-dimensional tables of the properties were therefore generated, tabulated in pressure and temper-
ature. Observation of fig. 2.3 shows there are regions of high gradients in the fluid properties, typical
of a fluid near the critical point. However, there are also regions of fairly small change in fluid proper-
ties. This means that a regular grid of (p,T ) points would be inadequate near the critical point, while
being overly accurate far away from the critical point. A non-regular grid with more data points near
the critical point provides high accuracy at relatively low computational cost.

Further observation shows that at locations of high gradients in density, there are also high gradients
in other properties and vice versa. Because of this, all properties can be evaluated at the same (p,T )
data points, simplifying the table generation program.

The tables were generated with the purpose of obtaining a nearly constant ∆ρ between (p,T ) data
points. The target ∆ρ was set at 0.25 kg/m3, approximately 1.5% of the minimum density (the error
is much smaller, as will be shown later). The properties were calculated and tabulated for pressures
between 50 bar and 160 bar and at temperatures between 100 K and 1500 K.
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When starting at the minimum pressure and temperature, the next temperature point was selected by
calculating the expected temperature at which temperature would have fallen by 0.25 kg/m3. Equa-
tion 2.9 shows the equation for this temperature. At a certain pressure, the properties were first calcu-
lated for all temperatures at this pressure. Note that these temperatures need not be the same for all
pressures.

Tnew = Told +
∂T

∂ρ
0.25 (2.9)

To calculate the next pressure point, a similar equation was used. This equation was used at the critical
temperature, because here the maximum variation in fluid properties is expected. The result is a non-
regular set of (p,T ) data points that have a nearly constant difference in density between them.

Because the gradient of the fluid properties is the largest near the critical point, the largest discretisa-
tion errors were expected in this region. To estimate the error, bilinear interpolation was performed
for 5000 (p,T ) points. Temperatures of the test points ranged between 150 and 250 K (crossing the
pseudo-critical temperature), while the pressure was the same for all points just above 50 bar. The
pressure was in-between two pressure points of the look-up tables to test the accuracy of the bilinear
interpolation.
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Figure 2.4: Discretisation error of density with bilinear interpolation

At all test points, the fluid properties were also calculated using the relations from section 2.1. The dif-
ference between both values is the discretisation error of the fluid properties. Figure 2.4 shows the dis-
cretisation error of the density. As expected, the error is largest near the pseudo-critical temperature.
The error is below 0.015% for all data points, and substantially lower far away from the pseudo-critical
temperature. The error of 0.015% is smaller than the experimental error of the GERG-2004 equation
of state. The other fluid properties showed similar error percentages. This proves that discretisation
errors of the fluid properties do not have a substantial effect on the error of the simulation.

Both the methane property models described earlier and the table generation script were programmed
in Python. All of them are available to the community on Github [57].

2.2. CHAMBER WALL PROPERTIES

The final aim of this thesis is to compare copper and aluminium as materials for the combustion
chamber wall. To be able to do this, it is important to know the properties of these materials. Because
this work is not focused on materials science, two alloys – one copper and one aluminium alloy – were
chosen as reference materials for the comparisons in this thesis.
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2.2.1. COPPER

For copper, the chosen alloy was NARloy-Z, the chamber wall material of the Space Shuttle Main En-
gine. This is a high-strength, high-temperature copper alloy with 3% silver and 0.5% zirconium. The
material properties of NARloy-Z were investigated in depth by Esposito and Zabora [58].

It has a high thermal conductivity (295 W/m·K at room temperature) typical for copper alloys, but
is also heavy with a density of 9134 kg/m3. Figure 2.5 shows that the thermal conductivity is almost
constant with temperature. For this reason, it was assumed constant at the room temperature values
for all calculations.

Figure 2.5: Thermal conductivity variation of NARloy-Z with temperature [58]

Both the yield and ultimate strength of NARloy-Z do deteriorate substantially when the temperature
rises. Figure 2.6 shows the ultimate and yield stresses versus material temperature. According to Sut-
ton, the allowable temperature of a rocket engine is usually chosen to be the temperature at which the
strength has decreased to 60 - 75% of the room temperature strength [8]. This is temperature is often
far below the melting temperature of the material.

Figure 2.6: Ultimate and yield strength variation of NARloy-Z with temperature [58]

To find the allowable temperature of NARloy-Z, the curves of fig. 2.6 were digitised and interpolated.
It turns out that at approximately 700 K, the yield strength has been reduced by 65%, while for the
ultimate strength this point occurs at approximately 795 K. For simplicity, we can thus set the allow-
able temperature for NARloy-Z at 800 K. Since we are not trying to design an actual engine, but simply
comparing two materials, using such a rough but representative value is justified.
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In none of the simulations performed in this thesis, deformations or structural failure are modelled.
In some simulations the wall temperatures found exceed the melting temperature of copper and alu-
minium alloys. Such a situation would lead to a failure of the engine in reality. However, as long as we
are aware of this limitation, it is not problematic

The thermal expansion of the material and its effect on the dimensions are small: the linear expansion
of Narloy-Z is less than 1% at 800 K [58]. The resulting thermal stresses are important for the structural
design, but their impact on the cooling channel geometry is negligible. For this reason, they will be
neglected in this thesis.

A copper alloy that was used in experiments by CIRA is Glidcop Al-15. In order to reproduce these
experiments in chapter 5, the thermal conductivity of this material must be known. A fact sheet by
SCM Metal Products shows the thermal conductivity of Glidcop Al-15 to be approximately linear with
temperature, see fig. 2.7.

Figure 2.7: Thermal conductivity variation of Glidcop Al-15 with temperature [59]

It would be best to implement this variation of thermal conductivity in the simulation program. How-
ever, lacking sufficiently detailed data, it is also reasonable to use a constant thermal conductivity of
for example 345 W/m·K, as was done by Pizzarelli et al. They showed that the chosen value for thermal
conductivity only has a minor influence on the simulation results [31].

2.2.2. ALUMINIUM

For aluminium the Al-7075 T6 alloy was chosen as representative material. This is a high-strength
material often used in the aerospace industry. Its main alloying elements are zinc, magnesium and
copper. The room temperature thermal conductivity of Al-7075 T6 is 130 W/m·K according to a data
sheet by CRP Meccanica [60].

The yield and ultimate strength of Al-7075 T6 at various temperature is listed in [61]. Interpolating
this data, it is found that this alloy loses 65% of its yield strength at 437 K. At 513 K, it loses 65% of
its ultimate strength. However, this is based on only 9 data points. Because of this inaccuracy, the
allowable temperature is set to 500 K for aluminium.

The room temperature properties of NARloy-Z and Aluminium 7075 T6 are listed in table 2.2.
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Table 2.2: Material properties for selected alloys

Property NARloy-Z [58] Al-7075 T6 [60]
Thermal conductivity [W/m·K] 295 130
Coefficient of thermal expansion [µm/m·K] 17.2 23.6
Density [kg/m3] 9134 2810
Specific heat capacity [J/kg·K] 373 960
Melting point [K] Not given 750
Ultimate tensile strength [MPa] 314 572
Tensile yield strength [MPa] 192 503
Modulus of elasticity [GPa] 127 71.7
Poisson’s ratio [-] 0.34 0.33



3
FIRST ORDER ANALYSIS

First order methods based on semi-empirical relations are often used in rocket engine design. Such
methods are fast and allow to evaluate a wide range of design options. Furthermore they can be used
to find the influence of isolated design parameters in parametric studies. The main drawback of using
semi-empirical relations is that their accuracy is often poor.

A program was written to perform a first order analysis of a methane-cooled liquid rocket engine. The
program requires the input of an engine geometry including cooling channels, thrust chamber ma-
terial conductivity, coolant inlet conditions and an output file from CEA (a NASA program to analyse
rocket performance). Outputs include coolant conditions along the channel as well as chamber wall
temperature.

The tool is called OMECA, short for One-dimensional Methane Engine Cooling Analysis. It was written
in Python and has been made available online on Github [62]. It has been distributed to the Space
Systems Engineering group at Delft University of Technology and the DARE (Delft Aerospace Rocket
Engineering) student group.

Section 3.1 describes the computational setup of the program: the equations that are used as well as
the underlying assumptions and limitations. The model is compared to a more complex analysis of
a small oxygen/methane engine in section 3.2. Using this validation, the accuracy of OMECA can be
established.

Section 3.3 shows the influence of various parameters on the heat transfer in the thrust chamber.
Based on a generic 10 kN engine, the pressure drop and maximum wall temperature are predicted
for varying inputs. Section 3.4 explores possible regenerative cooling channel designs for the same
generic 10 kN engine. A preliminary comparison of copper and aluminium as chamber materials is
performed. This was the first research goal of this thesis as defined in chapter 1: "explore possible
cooling designs for a small rocket engine with a one-dimensional model". Finally, section 3.5 shows the
conclusions and recommendations of this chapter.

3.1. COMPUTATIONAL SETUP

Figure 3.1 shows part of a thrust chamber cross-section with rectangular coolant channels in the wall.
The parameters describing the geometry are also defined in this figure.

The first order cooling analysis method evaluates the thermal equilibrium at multiple stations along
the thrust chamber. The equilibrium model is one-dimensional (e.g. along the dashed line in fig. 3.1).
It incorporates convection and radiation from the hot gas to the wall, conduction through the wall and
convection from the wall to the coolant.

The assumption of one-dimensional (radial) heat transfer means that heat transfer in the longitudinal
and circumferential direction is neglected. In reality, it is expected that peaks in heat transfer will

19
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Figure 3.1: Illustration of a thrust chamber cross-section with coolant channels

be smoothed out along the longitudinal axis of the rocket through conduction in the chamber wall.
On the other hand, the alteration of cooling channels and ribs in the circumferential direction will
generate local maxima and minima in wall temperatures, see fig. 3.2. For narrow channels, Pizzarelli et
al. found fairly uniform wall temperatures, but for wide channels the difference in local temperatures
was in the order of 50 K [63].

Figure 3.2: Temperature fields in cross-section of cooling channel and wall. On the left a narrow part of the channel where
temperature hardly varies in circumferential direction. On the right a wide part of the same channel with stronger

circumferential temperature variations [63]

q =αh
(
Taw −Ti ,h

)+qR,h = κi

ti

(
Ti ,h −Ti ,c

)=αc,F
(
Ti ,c −Tc,b

)
(3.1)

Equation 3.1 describes the three heat fluxes. Because we consider an equilibrium situation, the three
fluxes q must be equal. In the equations, α is the convective heat transfer coefficient, where the sub-
script h refers to convection from the hot gases, while c refers to the coolant. κi is the thermal con-
ductivity of the inner wall and ti is its thickness. The temperatures Taw, Ti ,h , Ti ,c and Tc,b refer to the
adiabatic wall temperature, hot gas side inner wall temperature, coolant side inner wall temperature
and coolant bulk temperature respectively.
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Equation 3.1 has been adapted from Huzel and Huang [15] in one aspect: the radiative flux qR,h from
the hot gas has been added. Huzel and Huang only considered convective heat transfer from the hot
gases to the wall.

The wall temperatures Ti ,h and Ti ,c are not known. The thermal equilibrium of eq. 3.1 can be rewritten
to calculate the heat flux through the chamber wall without knowing these temperatures. We then
obtain eq. 3.2.

q =
Taw −Tc,b + qR,h

αh

1
αh

+ ti
κi

+ 1
αc

(3.2)

Equation 3.2 allows the calculation of the heat flux and indirectly – through eq. 3.1 – the wall tem-
peratures. The geometry of the thrust chamber defines the parameter ti . Thermal conductivity κi

is dependent on the chamber material used; a constant value was assumed for each calculation.
Changes of the geometry due to thermal expansion or otherwise induced stresses of the material were
neglected. Likewise, the thermal conductivity was assumed constant for each case, even though in
reality it changes with temperature for rocket thrust chamber materials [58].

The hot gas parameters Taw, qR and αg will be discussed in section 3.1.1. Section 3.1.2 will describe
how the coolant temperature and heat transfer coefficient are obtained.

3.1.1. HOT GAS SIDE

The flow parameters of the hot combusion gases were calculated using NASA’s CEA program [64].
For a given propellant and combustion chamber pressure CEA calculates the combustion products.
Outputs include temperature, pressure, density, viscosity, specific heat, Prandtl number and Mach
number at various area ratios. The gas composition is also given for each area ratio. The program was
set to calculate chemical equilibrium conditions at all stations upstream of the throat and freeze the
gas composition at the throat. CEA is a typical program for use in first order analysis, see for example
[9, 65].

The convective heat flux from the hot gas is usually calculated using eq. 3.3. Note that in general, the
convective heat flux qV ,h is dependent on the temperature difference between the hot gas and the wall
and a coefficient αh that is supposedly independent of these temperatures [16].

qV ,h =αh
(
Taw −Ti ,h

)
(3.3)

If an insulated wall is exposed to a high-speed flow, the flow temperature at the wall will be higher than
the free-stream temperature. The flow is slowed down due to the wall and as a result it heats up. The
temperature that an insulated (adiabatic) wall exposed to a flow would reach is called the adiabatic
wall temperature Taw.

If there is an outward heat flux at the wall, the wall temperature will be below Taw. On the other hand,
if there is a heat flux from the wall towards the flow, the wall temperature will be higher than Taw. The
boundary layer temperature profile for these cases is shown in fig. 3.3.

The adiabatic wall temperature is not necessarily a temperature of the actual hot gas flow because the
wall is actively cooled and not adiabatic. Nonetheless it is used to calculate the heat flux because the
heat transfer has little influence on the gas temperature [16] and it is easy to calculate.

In general, the stagnation temperature is not fully recovered at the wall. A recovery factor r is used
to determine the adiabatic wall temperature, as eq. 3.4 shows. This factor depends on the Prandtl
number Pr; for turbulent flows it is be equal to Pr1/3 [16]. In eq. 3.4, γ is the ratio of specific heats and
M is the Mach number.

Taw = Th

(
1+ r

γ−1

2
M 2

)
(3.4)
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Figure 3.3: Boundary layer temperature profile for various cases [66]

To determine αh , semi-empirical relations are often used. The most well-known of these relations is
the Bartz equation. Bartz started from the Dittus-Boelter relation for the Nusselt number (eq. 3.5). The
Dittus-Boelter relation was originally developed for heat transfer in straight pipes. It is a relation for
the Nusselt number Nu based on the Reynolds number Re and Prandtl number Pr.

Bartz rewrote it to eq. 3.6, where the fluid properties are evaluated at the film temperature (indicated
with subscript f ). This film temperature is an intermediate temperature between the hot gas temper-
ature and the wall temperature, to account for property variations in the boundary layer [67]. D t is the
throat diameter, µ is the viscosity, cp is the specific heat at constant pressure, ρ is the gas density and
u is the gas velocity.

Nu = 0.026Re0.8Pr0.4 (3.5)

αh = 0.026

D0.2
t

µ0.2
f cp, f

Pr0.6
f

(
ρ f u

)0.8 (3.6)

Bartz then assumed that the specific heat cp and Prandtl number Pr remain approximately constant
with temperature. Flow momentum ρ0u is evaluated using ideal rocket theory from p0,c∗ and the
area ratio. The density and viscosity are then corrected for the film temperature so we obtain ρ f and
µ f .

The final form of the convective coefficient correlation as proposed by Bartz is given by eq. 3.7, where
s is the correction factor defined in eq. 3.8 [67]. The first term in eq. 3.8 is a temperature correction for
density, while the second term is a correction for viscosity.

As discussed above, the thermal boundary layer is influenced by the temperature of the wall itself. This
is reflected in Bartz equation by the appearance of the wall temperature Ti ,h in eq. 3.8. The OMECA
program uses an iteration loop to converge to a solution with consistent values for Ti ,h andαh .

αh = 0.026

D0.2
t

µ0.2
0 cp,0

Pr0.6
0

( p0

c∗
)0.8

(
At

A

)0.9

s (3.7)
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s =
[

1

2

Ti ,h

T0

(
1+ γ−1

2
M 2

)
+ 1

2

]−0.68 [
1+ γ−1

2
M 2

]−0.12

(3.8)

The relation proposed by Bartz was not developed for methane-fuelled engines. Tamura et al. found
that the Bartz equation overpredicted the heat flux for a 9.6 MPa chamber pressure oxygen/methane
engine [68], as illustrated in fig. 3.4. The error in the maximum heat flux is about 25%.

Figure 3.4: Comparison of experimental heat flux with prediction from Bartz correlation for oxygen/methane engine [68]

The above discussion was limited to convective heat transfer, which is the largest contribution to the
heat flux from the hot gases [8]. Radiation, however, can also be a significant factor in the heat flux.
Kirchberger analysed that in a small oxygen/hydrocarbon combustion chamber, radiation usually ac-
counted for 3 to 8% of the heat transfer [69].

Symmetrical molecules usually do not have strong emission bands in the temperature ranges en-
countered in rocket engines, but unsymmetrical molecules do [8]. Kirchberger argues that in oxy-
gen/methane rocket engines, radiation from water and carbon dioxide should be considered, while
carbon monoxide radiation can be neglected [69]. The radiation from carbon monoxide molecules is
estimated to the an order of magnitude smaller than that from carbon dioxide [69].

Empirical relations to calculate the heat flux due to radiation from the combustion gases have been
taken from Kirchberger [69]. Equation 3.9 gives the radiative heat flux due to H2O, while eq. 3.10 gives
the heat flux due to CO2. The partial pressures required in these equations were obtained from CEA.
Equation 3.9 and eq. 3.10 are based on experiments with small oxygen/kerosene combustion cham-
bers. In these experiments, the mixture ratio was varied between 1.4 and 3.4 at a nominal chamber
pressure of 80 bar. Unfortunately the authors of the equations do not give an estimated accuracy
[70].

qR,H2O = 5.74·
( pH2O

105 ·Ri

)0.3
(

Th

100

)3.5

(3.9)

qR,CO2 = 4·
( pCO2

105 ·Ri

)0.3
(

Th

100

)3.5

(3.10)

3.1.2. COOLANT SIDE

For the coolant side calculations, the nozzle is also divided in a number of stations. It is assumed that
for each station, the coolant properties are uniform and constant. Calculations of the coolant side
start with the inlet properties of the methane coolant. Inlet total pressure and inlet temperature are
boundary conditions provided by the user.
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For each of the stations along the nozzle, the program carries out the same series of calculations.
First the density ρ corresponding to the methane pressure and temperature is found iteratively using
the GERG-2004 equation of state. This is necessary because the other fluid properties are calculated
from density and temperature. With density and temperature known, specific heat cp , viscosity µ and
thermal conductivity κ are now determined using the models shown in chapter 2.

Now the channel cross-sectional area and hydraulic diameter D are calculated for the current nozzle
station. The program uses a constant rib thickness tr because it is assumed that this thickness is
limited by the manufacturing technique or the material strength. The channel width is then calculated
from the number of channels. This leads to wide channels at large area ratios and narrow channels
near the throat, increasing the heat transfer at this critical location. The channel height is taken for
the complete rocket engine.

From the channel cross-sectional area, the velocity of the coolant is determined using a constant mass
flow. The total pressure and total temperature are corrected for fluid velocity increases or decreases.
This is done in order to avoid a rise in total pressure or temperature as the fluid accelerates and gains
kinetic energy. Then the Reynolds number Re is calculated using eq. 3.11 and the Prandtl number Pr
with eq. 3.12.

Re = ρuD

µ
(3.11)

Pr = cpµ

κ
(3.12)

The Reynolds number and Prandtl number are in turn inputs for the Nusselt number calculation.
Three semi-empirical Nusselt number correlations have been programmed; the user can select which
one should be used. The Dittus-Boelter equation (eq. 3.13) is a well-known and simple correlation to
determine the Nusselt number in turbulent pipes. It was claimed by Urbano et al. to be very accu-
rate (within 3%) for methane in round, symmetrically heated channels [53] when it is at supercritical
pressure and supercritical temperature. It must be emphasised, however, that this high accuracy is
only achieved for the last third of a 0.4 m long channel. Urbano et al. also found that the Taylor equa-
tion (eq. 3.14) was fairly accurate (with an error below 17% in most of the channel) for methane at
supercritical pressure but subcritical temperature [53].

Ruan and Meng propose eq. 3.15 for supercritical methane, based on CFD analysis of asymmetrically
heated, rectangular channels [33]. This yielded an error of 23% with respect to numerical simulations
for methane at supercritical pressure and temperature crossing the critical point. Because this situa-
tion is more difficult to predict than the situation analysed by Urbano et al, the relation proposed by
Ruan and Meng is quite promising.

Nub = 0.023Re0.8
b Pr0.4

b (3.13)

Nub = 0.023Re0.8
b Pr0.4

b

(
Tb

Ti

)(
0.57− 1.59D

x

)
(3.14)

Nub = 0.0069Re0.9
b (Prb)0.66

(
ρi

ρb

)0.43 (
1+2.4

D

x

)
(3.15)

Note that both eq. 3.14 and eq. 3.15 require the determination of properties at the wall, either the
temperature at the wall Ti or the density at this wall temperature, ρi . This is a similar problem as
encountered with the determination of the hot gas convective coefficient and indeed the solution is
the same. The determination of the Ti and αc is performed in an iterative manner, in order to come
to a consistent solution.

The convective coefficient of the coolant for the current station is calculated from the Nusselt num-
ber using eq. 3.16. Any errors in the Nusselt number correlations result in large uncertainties in the
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convective coefficient and therefore also in the wall temperatures. The reason why it is so difficult
to obtain a proper Nusselt number correlation is the variation in fluid properties found in supercrit-
ical methane. This variation can generate local effects that are very hard to cover with a single semi-
empirical equation.

In eq. 3.16, ΨC is a correction factor for the curvature of the channel. Ψξ is a correction factor for
channel roughness.

αc =
κ

(
Nu ·ΨCΨξ

)
D

(3.16)

In a curved channel, secondary vortices develop. These so-called Dean vortices alter the heat transfer
coefficient. Several Nusselt number correlations for curvature exist [71, 72]. A choice was made to
use the simplest one, given by eq. 3.17. For this relation it is only necessary to know local parameters,
making it easy to implement.

ΨC =
[

Re

(
D

2RC

)2]±0.05

(3.17)

The downside of this local approach is that it does not account for the development and dissipation of
the vortices. For example, in reality Dean vortices will still be present in a straight part of the channel
immediately downstream of a bend. Equation 3.17 does not correct for this.

The ± sign in eq. 3.17 accounts for the difference between a concave and a convex bend. Because
the heat transfer in rocket engine cooling channels is asymmetric, the orientation of a bend is critical.
An increased heat transfer coefficient will occur in a concave bend (e.g. at the throat), so a positive
exponent should be used. For convex bends, a negative exponent must be used.

CFD simulations on curved channels have shown that convex bends also increase the convective co-
efficient locally, but lead to a reduced coefficient in the region downstream of a convex bend [73, 74].
No Nusselt number correlations that can correct for this behaviour were found in literature.

Why then, one could ask, was eq. 3.17 implemented, despite the above shortcomings? The answer
is that the heat transfer enhancement at the throat is modelled relatively well because it is in a con-
cave bend. The throat is a critical region for heat transfer analysis because there the maximum wall
temperature is expected. If the heat transfer is modelled correctly at the throat, at least a relatively
accurate estimate of the maximum wall temperature can be obtained.

Another correction was implemented for the roughness of the channel. This correction is represented
byΨξ and given by eq. 3.18; with ξ defined by eq. 3.19 [71]. ξ is the ratio of the friction factor of a rough
channel versus that of a smooth one. In eq. 3.19, fD is the Darcy-Weisbach friction factor that will be
defined in eq. 3.24.

Ψξ =
1+1.5Pr−1/6Re−1/8 (Pr−1)

1+1.5Pr−1/6Re−1/8 (Prξ−1)
ξ (3.18)

ξ= fD (Re,hs )

fD (Re,hs = 0)
(3.19)

We have found the convective coefficient αc for the coolant in contact with the hot chamber wall.
However, the ribs also contribute to convective heat transfer towards the coolant. Popp and Schmidt
reported an approach to also model this heat transfer [75]. Similar approaches based on classical fin
theory have been reported by several researchers [9, 16, 69]. First a fin effectiveness is calculated to
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determine how well the ribs transfer heat, using eq. 3.20.

ηF =
tanh

(√
2αc tr
κ

dc
tr

)
√

2αc tr
κ

dc
tr

(3.20)

The total convective coefficientαc is corrected for the presence of the ribs using eq. 3.21. This equation
both corrects for the absence of convection at the hot wall where the ribs are located (the lost chamber
wall area) and for the additional convection from the side walls of the coolant channel.

αc,F =αc
wc +2ηF dc

wc + tr
(3.21)

The fin treatment of the vertical walls is a source of error. The effect of using high aspect ratio cooling
channels is widely documented [73, 76, 77], but no experimental validation data for eq. 3.20 could be
found in literature.

With αc,F known, all parameters needed to solve the heat balance are available. We can use eq. 3.2 to
find the heat flux and then calculate the wall temperatures with eq. 3.1.

Now the only thing left is to update the temperature and pressure of the coolant for the current station.
It is assumed that the total heat transfer is fully absorbed by the coolant and the coolant is heated
uniformly. The heat transferred is equal to the wall surface area of the current station multiplied by
the heat flux. The temperature rise of the fluid is calculated with eq. 3.22.

∆T = q · (2πRi ) l

ṁc cp
(3.22)

The pressure drop over the current station is calculated with eq. 3.23, where l is the length of the sta-
tion. The Darcy-Weisbach friction factor fD is calculated by iteratively solving the Colebrook equation
(eq. 3.24). Channel roughness height hs is given by the user and constant for the complete chan-
nel.

∆p = fD
l

D

1

2
ρu2 (3.23)

1√
fD

=−2log10

(
hs

3.7D
+ 2.51

Re
√

fD

)
(3.24)

Then the program continues to the next station and performs the same calculations until the end of
the coolant channel is reached.

3.1.3. OMECA PROGRAM SUMMARY

In the previous sections, the computational model and relevant equations for the first order analysis
has been presented. We will now synthesises this information into a summary of the OMECA pro-
gram.

Figure 3.5 shows a flowchart of the OMECA program, implementing the steps that were described in
the previous sections. It is a simple Python script, such that the input parameters must be defined
inside the script. The input parameters are given in table 3.1.

Only a steady-state analysis can be performed with the program. Many transient effects could be
expected in real rocket engines: most prominently during startup and shutdown of the engine. But
there could also be local, transient phenomena such as combustion instabilities leading to increased
heat flux, temporary storing of thermal energy in the chamber material or transient vortices in the
coolant channels. Such transient effects could affect critical parameters such as wall temperature and
pressure drop, but they are not modelled in this analysis.
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Table 3.1: OMECA input parameters

Input parameter Unit Information
Nozzle contour m Comma separated value file
Number of channels -
Rib thickness m Constant
Wall thickness m Inner chamber wall
Channel height m Constant or array
Fuel flow kg/s Only methane flow
Wall conductivity W/m·K Thermal conductivity of inner wall
Wall roughness height m
Coolant inlet pressure Pa
Coolant inlet temperature K
CEA file - Output file of CEA program
Modulus of elasticity Pa Wall material, Optional
Yield strength Pa Wall material, Optional
Poisson ratio - Wall material, Optional

However, it is expected that the worst case situation is at steady state; the combustion chamber is
cooler than the design temperature at start of operations. As the engine is running, the wall temper-
ature exponentially increases to the maximum temperature. This behaviour can be seen e.g. in the
thermocouple data of the methane cooling experiments carried out by CIRA [78].
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Figure 3.5: Flowchart of the One-dimensional Methane Engine Cooling Analysis (OMECA) program

3.2. VERIFICATION AND VALIDATION

After construction of the first order analysis program OMECA, verification and validation activities
were carried out. First the implementation of all individual equations was verified. The verification of
the coolant property model was already shown in chapter 2.

It is interesting to note that Pizzarelli et al. in 2011 reported a comparison of a 1D and a quasi-2D
model to experimental values for the Vulcain engine. Their one-dimensional model is similar to the
one reported in this chapter and leads to a maximum wall temperature of 1300 K for the Vulcain [29].
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The real maximum wall temperature is somewhat below 800 K [29]. Thus, it would not be surprising
if we find that the one-dimensional model implemented here also overestimates the wall tempera-
ture.

It would have been favourable to compare the results of the model to experimental data from an oxy-
gen/methane rocket engine test campaign. Because no methane-fuelled rocket engine has been de-
veloped to fly on an orbital launcher yet, there is scant test data on such engines. On top of this, a
test campaign is usually limited in the amount of variables that can be measured. A simulation can
keep track of many variables, allowing to compare the newly developed model in more detail. There-
fore, the model was compared to a more sophisticated analysis of an oxygen/methane rocket engine
to validate it.

The analysis of an oxygen/methane demonstrator engine by Pizzarelli et al. was selected as validation
case [63]. This demonstrator engine is developed by CIRA in the frame of the Hyprob program. The
combustion chamber conditions are an engine pressure of 56 bar and mixture ratio of 3.35. The ref-
erence analysis was performed with a 3D conjugate heat transfer model for the chamber and cooling
channel, coupled with a 3D CFD solver for the hot gases.
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Figure 3.6: Cooling channel geometry of Hyprob rocket engine [63]

The nozzle and cooling channel geometry were determined from [63] using a curve digitizer program.
Figure 3.6 shows the geometric parameters of the cooling channel obtained in this way. The nozzle
contour was extracted in a similar matter from the figures in [63] as well as in [79]. The nozzle coor-
dinates found were not accurate enough to determine the radius of curvature of the different parts of
the nozzle, so the Nusselt number correction for curvature was disabled for all analyses of the Hyprob
engine.

A flow of 20 g/s through each of the 96 cooling channels was prescribed, with an inlet pressure of
155 bar and inlet temperature of 110 K. Ruan’s Bishop correlation was used to calculate the Nusselt
number, because a large part of the flow was at supercritical temperatures. The input values are sum-
marised in table 3.2.

Table 3.2: Input parameters for analysis of Hyprob engine

Input parameter Value Unit
Number of channels 96 -
Fuel flow 1.92 kg/s
Wall conductivity 365 W/m·K
Wall roughness height 0 µm
Coolant inlet pressure 150 bar
Coolant inlet temperature 110 K
Combustion pressure (CEA input) 56 bar
Mixture ratio (CEA input) 3.5 -

Figure 3.7 shows the wall temperature and heat flux that are obtained from the first order analysis, as
well as the results of the reference analysis [63].
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Figure 3.7: Wall temperature and heat flux along Hyprob nozzle, OMECA and reference calculations [63]

A comparison of both figures shows that the maximum heat flux is overestimated. The highest heat
flux found from the 1D model is nearly 57 MW/m2, while the 3D model predicts a heat flux around
40 MW/m2. Both heat flux profiles look relatively similar, with an almost constant heat flux in the
chamber, a peak at the throat and a decreasing flux along the nozzle.

The maximum wall temperature of 810 K, is substantially higher than the 650 K from the 3D anal-
ysis. On average, the wall temperature seems to be approximately 100 K higher. In addition, there
are differences in the profile of the wall temperature along the nozzle. Both analyses show a distinct
temperature minimum at the throat. The reference analysis also has two local minima on either side.
Pizzarelli et al. attribute these peaks and valleys to the cooling channel geometry of this specific en-
gine [63]. OMECA does not replicate the local minima and maxima. In the right part of fig. 3.7 there is
a local maximum of the wall temperature predicted by the first order analysis, coinciding with a local
minimum of the reference analysis.
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Figure 3.8: Bulk coolant pressure and temperature along Hyprob nozzle, OMECA and reference calculations [63]

Figure 3.8 shows the evaluation of the thermodynamic state of the coolant flowing through the chan-
nels. The coolant is flowing in a "counterflow" orientation, opposite of the direction of the combustion
gases. It starts with a high pressure and low temperature at the end of the nozzle, heating up and losing
pressure while moving towards the combustion chamber.
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Figure 3.8 also displays the same variables as obtained by Pizzarelli et al. The trends of both figures
are very similar. The total coolant pressure remains almost constant along the diverging part of the
nozzle, because of the low coolant velocity (due to the high coolant density) and low heat flux. Then
there is a sharp drop in total pressure associated with the maximum heat flux near the throat and the
narrowing of the cooling channels. After this steep decrease, the pressure curve flattens out somewhat,
but its slope gradually increases again towards the end of the channel. This increase corresponds to
the narrowing of the cooling channel. Although the trend is very similar, the absolute value of the
pressure drop is 76.4 bar, as opposed to 35.7 bar for the coupled 3D analysis.

When comparing the coolant temperature profiles, the trends are again relatively similar while the
absolute values disagree. The temperature increases relatively constantly, with only a modest increase
in steepness near location of maximum heat flux. The total temperature increase is 409 K, while the
analysis of Pizzarelli et al. predicts only an increase of 271 K.

The main discrepancy of the OMECA results with respect to the 3D coupled analysis is the higher heat
flux of the former. This high heat flux leads to an increased pressure drop and coolant temperature
gain. Section 5.3.2 discussed the validity of the Bartz equation for heat transfer prediction of methane
engines. It showed that for the demonstrator engine, the convective heat flux predicted by the Bartz
equation alone was higher than the experimental heat flux. In the current model, not only was the
Bartz equation used, a radiative heat flux was also implemented.

In other words, the heat flux is severely overpredicted. As the temperature increase is approximately
two thirds higher than one predicted by Pizzarelli et al, this should also be about the magnitude of the
heat flux overestimate (ignoring for a moment the variations in heat capacity of the coolant).
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Figure 3.9: Convective, radiative and total heat flux for OMECA analysis of Hyprob nozzle

Figure 3.9 shows the predicted heat flux along the nozzle, divided into the convective and radiative
heat fluxes. The integrated radiative heat flux is 0.3 MW, while the convective heat flux is 2.7 MW,
summing to 3 MW for the complete engine. This means radiation accounts for approximately 10% of
the heat flux, but fig. 3.9 illustrates that this percentage is not constant. At the throat, the radiative
heat flux is only 3% of the full heat flux, while in the combustion chamber it accounts for 12%.

To remedy the large discrepancies in heat flux, the heat flux calculation was modified in the program.
The Bartz equation overpredicted peak experimental heat flux measurements in an oxygen/methane
engines by approximately 25% [68], see section 5.3.2. Therefore, the empirical coefficient in the Bartz
equation was decreased by 25% from 0.026 to 0.0195. The original work of Bartz already noted that
this coefficient was empirical, not theoretical [67].

Figure 3.10 shows the result of the first order analysis after this heat flux calibration. The maximum
wall temperature is now 662 K, compared to 650 K for the coupled 3D simulation. The location of
maximum wall temperature is completely different, however. The wall temperature profile is similar
to the one obtained previously.
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Figure 3.10: Wall temperature and heat flux for Hyprob engine, calculated with OMECA (including heat flux modification) and
reference calculations [63]
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Figure 3.11: Bulk coolant pressure and temperature for Hyprob engine, calculated with OMECA (including heat flux
modification) and reference calculations [63]

Figure 3.11 shows the coolant state along the channel. The pressure drop is 51 bar, as opposed to 35.7
in the reference analysis. The coolant temperature increased by 352 K along the channel, 81 K more
than in the reference case. This difference indicates that the integrated heat flux from the model is
still higher than the one predicted by the analysis of Pizzarelli et al. This seems reasonable, given that
the area under the heat flux curve in fig. 3.10 is also larger than for the reference heat flux. Here it is
important that Pizzarelli et al. neglected radiative heat transfer from the hot combustion gases to the
wall.

It would be possible to further decrease the coefficient in the Bartz equation or to lower the heat flux
otherwise. However, there is no experimental basis for this. Instead the coolant side will be investi-
gated in isolation. This can be done by enforcing the hot gas side convective coefficient and adiabatic
wall temperature that were found by Pizzarelli et al. The radiation module will be turned off. Doing so
will result in obtaining almost the exact same heat flux. In this way, the discrepancies in the coolant
channel can be examined in more detail.

The three different Nusselt number correlations were used to calculate the Nusselt number in the cool-
ing channels. Figure 3.12 shows the resulting wall temperature profiles. It is clear that the heat flux is
indeed very close to the reference heat flux. In general, the Taylor equation results in a wall temper-
ature that is closest to the reference analysis, closely followed by Ruan’s Bishop correlation. The two
results are almost indistinguishable before the throat and then diverge somewhat. The Dittus-Boelter
(D-B) correlation predicts a much lower wall temperature. For further calculations of the model in this
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chapter, the Taylor equation will be used.
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Figure 3.12: Hyprob engine wall temperatures for different Nusselt number correlations. Adiabatic wall temperature and hot
gas convective coefficient are taken from reference analysis [63].

Even the Taylor equation overpredicts the wall temperature by 108 K just upstream of the throat, while
underestimating the wall temperature by more than 170 K at one point along the diverging nozzle. An
underestimate of such magnitude is unacceptable when designing a rocket engine. For example, at
500 K Al-7075 T6 retains 70% of its room temperature yield strength and 40% of its ultimate strength.
At a temperature of 670 K, on the other hand, less than 30% of its yield and less than 18% of its ultimate
strength would remain. Such a difference between expected and actual strength could easily lead to
compromise of the rocket engine’s structural integrity.

The Nusselt number correlations cannot accurately predict the coolant-side heat transfer. Even when
the same hot gas side parameters are enforced as in the reference analysis, errors of more than 150 K
in the wall temperature are present. This confirms the need for a more accurate, higher-order analysis
of the coolant channel to predict the convective coefficient.
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Figure 3.13: Coolant state along cooling channel for Hyprob rocket engine. Adiabatic wall temperature and hot gas convective
coefficient are taken from reference analysis [63]. OMECA and reference calculations [63]

Figure 3.13 shows a comparison of the temperature rise and pressure drop along the channel for the
Hyprob rocket engine with hot gas parameters taken from the reference analysis. It is clear that with
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a correct heat flux, the pressure drop and temperature gain of the coolant are predicted accurately:
the pressure drop is 37.9 bar, as opposed to 35.7 bar in the reference analysis. The temperature gain
is calculated to be 284 K, only 13 K higher than predicted by Pizzarelli et al. This shows that pressure
drop and temperature gain are calculated to an error smaller than 10%, provided that the incoming
heat flux is correct.

In summary, we can conclude that OMECA overestimates the heat flux because the Bartz equation
overestimates the heat flux for oxygen/methane engines. A calibration of Bartz by changing the coef-
ficient to 0.0195 gives better results. More detailed methods (e.g. combustion CFD) for the analysis of
the hot gas side heat transfer would be able to give more accurate heat fluxes.

When prescribing a heat flux equal to the reference, the performance of OMECA for cooling channel
analysis can be analysed in isolation from the hot gas side. In this case, the wall temperature accuracy
is approximately 150 K. This is insufficient for design purposes, for which OMECA is therefore un-
suited. In section 5.4, this accuracy is compared to the accuracy of a detailed CFD tool and the effects
of accuracy on design are investigated.

When the correct heat flux is prescribed, the total temperature gain of the coolant can be predicted
accurately. The same holds for the pressure drop obtained with a certain cooling channel geometry.
Both values can be predicted to within 10%.

These conclusions indicate that the first order tool OMECA is useful to perform parametric studies and
investigate the sensitivity to different design parameters. In addition, the design space for a specific
engine can be explored. For detailed design of regenerative cooling channels, however, more accurate
tools will be required.

3.3. PARAMETRIC ANALYSIS

Despite the relative inaccuracy of the first order method presented in this chapter, it is very useful for
a qualitative analysis. In the current section, a generic 10 kN oxygen/methane rocket engine will be
analysed with OMECA. Then a parametric analysis will be performed to find out the effect of different
design parameters on the cooling system. This will reveal what parameters are most important during
the design of the cooling system.

3.3.1. GENERIC 10 KN ENGINE

The generic engine contour and design parameters were created by the Delft Aerospace Rocket Engi-
neering (DARE) student group and are not part of this thesis. The design was simply used as a generic
engine to study in the parametric analysis.

The engine would generate a thrust of 10 kN at mixture ratio of 3.16, resulting in a specific impulse of
321 seconds and a mass flow of 3.176 kg/s. This in turn means that a methane mass flow of 0.76 kg/s
is available to cool the engine.

Thrust chamber dimensions were generated for this baseline design by DARE students. Figure 3.14
shows these dimensions. They were computer-generated, so an accurate set of coordinates was avail-
able.

It was then attempted to create a baseline regenerative cooling channel layout using OMECA. 72 chan-
nels were chosen with rib thickness tr , channel depth dc and chamber thickness ti all constant and
equal to 1 mm. Channel roughness was set to 6 µm and chamber conductivity to 365 W/m·K, repre-
sentative of copper. Coolant inlet pressure and temperature were set to 60 bar and 110 K. The inputs
to OMECA are summarised in table 3.3.

Figure 3.15 displays the resultant heat flux and wall temperature along the thrust chamber. There
are two main things to be noticed: the large decrease in wall temperature near the throat and the
temperature increase at the converging part of the nozzle. The latter is due Nusselt number decrease
associated with a concave bend in the cooling channel. The sharp temperature drop at the throat is
due to a combination of two reasons. First the increased Reynolds number near the throat due to a
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Table 3.3: Input parameters for analysis of generic engine

Input parameter Value Unit
Number of channels 72 -
Rib thickness 1 mm
Wall thickness 1 mm
Channel height 1 mm
Fuel flow 0.76 kg/s
Wall conductivity 365 W/m·K
Wall roughness height 6 µm
Coolant inlet pressure 60 bar
Coolant inlet temperature 110 K
Combustion pressure (CEA input) 40 bar
Mixture ratio (CEA input) 3.16 -
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Figure 3.14: Contour of the generic rocket engine (contour created by Ralph Huijsman, DARE)

narrowing of the cooling channels. However, fig. 3.16 shows that the Nusselt number has a sharper
spike than the Reynolds number. The reason for this is the increase in the Prandtl number near the
pseudo-critical temperature. The local peak in specific heat near this temperature causes in increase
in Prandtl number, affecting the Nusselt number as well.
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Figure 3.15: Generic engine heat flux and wall temperature along nozzle

From fig. 3.17, it is clear that the temperature of the coolant is indeed around the pseudo-critical tem-
perature near the throat. The total temperature gain is 295 K, while the pressure drop is 5.9 bar. This
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Figure 3.16: Generic engine Reynolds number and Nusselt number in coolant channel along nozzle

pressure drop is almost an order of magnitude smaller than the drop in the Hyprob coolant channel.
The difference is caused by the difference in length of the channel, as well as the slightly wider channel
of the generic engine.
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Figure 3.17: Total pressure and total temperature in coolant channel of generic engine

3.3.2. EFFECT OF NUMBER OF STATIONS

To study the influence of the nozzle discretization, an analysis was also carried out with only half the
number of stations along the nozzle (one station every two mm instead of one per mm or 142 stations
instead of 285). Halving the number of stations led to 0.03% decrease in maximum wall temperature,
0.25% decrease in coolant temperature rise and 0.32% increase in pressure drop. Clearly, the nominal
number of stations is sufficient to obtain a result that is almost independent on the discretization. The
discretization error is much smaller than the other errors in the model.

3.3.3. EFFECT OF NUSSELT NUMBER CORRELATIONS

For the generic 10 kN engine, the effect of using different Nusselt number correlations was investigated
again. The wall temperature resulting from the three correlations is shown in fig. 3.18. The differences
are even larger than in the validation case. The maximum difference is in the diverging part of the
nozzle, where Ruan’s Bishop correlation leads to a wall temperature 415 K higher than the Dittus-
Boelter correlation predicts. This finding drives home the point that more accurate analysis of the
heat transfer to the coolant is necessary.
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Figure 3.18: Wall temperature along thrust chamber of generic engine with different Nusselt number correlations

3.3.4. EFFECT OF THERMAL CONDUCTIVITY

One of the main purposes of this thesis was to investigate the viability of aluminium as a thrust cham-
ber material. Aluminium has a lower thermal conductivity than the high temperature copper alloys
commonly used. The analysis was carried out for the baseline engine, varying the thermal conductiv-
ity of the material for each calculation with increments of 10 W/m·K.
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Figure 3.19: Variation of pressure drop and maximum wall temperature with thrust chamber thermal conductivity

Figure 3.19 shows the result of these calculations. The thermal conductivity has very little influence on
the maximum wall temperature as long as it remains above 50 W/m·K. As it goes below that value, the
wall temperature rises exponentially. We can explain this by interpreting the one-dimensional heat
flow from eq. 3.2 (reprinted here for convenience) as a resistance equation. The three terms in the
denominator are all thermal resistances – two for convective heating and one for conductive heating.
As long as the thermal conductivity is higher than 50 W/m·K, the other terms dominate the heat flow.
If the conductivity becomes lower than this threshold value, the thermal resistance of the chamber
material is so high that the chamber starts functioning as an insulation. This leads to a sharp increase
in hot gas side wall temperature.

q =
Taw −Tc,b + qR,h

αh

1
αh

+ t
κ + 1

αc

(3.2)

The pressure drop rises relatively smoothly with increasing thermal conductivity. This again can be
explained with the use of eq. 3.2. As the thermal conductivity increases, the denominator becomes
smaller, thereby increasing the heat flux from the hot gas to the coolant. This increased heat flux
leads to higher temperatures of the coolant. The hot methane has a lower density and will flow faster,
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leading to a net increase in pressure drop.

The reason why the wall temperature increases so sharply is that it only depends on the thermal equi-
librium at a single location. If the thermal conductivity reaches a threshold value there, it will be the
dominant factor that determines the wall temperature. The pressure drop, on the other hand, is a
more global value that depends on the thermal equilibrium at all locations. Because the threshold
value is not reached at all thrust chamber stations for the same thermal conductivity, the increase in
pressure drop with thermal conductivity is more smooth.

The thermal conductivity of aluminium is around 130 W/m·K. For high temperature copper alloys this
value is higher with for example 295 W/m·K for NARloy-Z. Figure 3.19 shows that the lower thermal
conductivity of aluminium is not a cause for concern, if the wall thickness remains 1 mm. However,
if thicker walls are used, the quotient of thickness and thermal conductivity may reach the threshold
value. At 1 mm thickness, the threshold conductivity is around 50 W/m·K, indicating a threshold
quotient of 2·10−5 m2 ·K/W.

With this threshold quotient of thickness and thermal conductivity we can calculate corresponding
maximum acceptable wall thicknesses for both materials. These are 5.9 mm for NARloy-Z and 2.6 mm
for aluminium. We can conclude that for thin walls, the difference in thermal conductivity between
aluminium and copper will not be important, but the maximum thickness is more restricted for a
material with low thermal conductivity.

3.3.5. EFFECT OF NUMBER OF CHANNELS

The influence of the number of channels on the baseline engine was investigated. The rib thickness
was kept constant, so if the number of channels is increased, the width of the channels decreased. For
these calculations, the coolant input pressure was set to 100 bar instead of 60 bar, to avoid the coolant
pressure dropping below the critical pressure for some calculations. Figure 3.20 shows the pressure
drop and maximum wall temperature of the engine for a different number of channels.
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Figure 3.20: Variation of pressure drop and maximum wall temperature with number of cooling channels

As the number of channels increases, they become more narrow. This leads to higher flow rates, more
convection and lower wall temperatures. However, high flow velocity and small hydraulic diameter
also lead to a high pressure drop along the channel. The slope change in the temperature line around
40 channels is due to a shift in the location of maximum temperature. If the number of channels is
small, this location is slightly downstream of the throat. If the number is larger than 40, the maximum
wall temperature occurs at the converging part of the nozzle.

If the number of channels is above 80, the pressure drop rapidly increases with only a modest change
in wall temperature. With 80 channels, the minimum channel width is approximately 0.7 mm for
a depth of 1 mm. This means the channel has an aspect ratio of 1.43 at the throat. Increasing the
number of channels to 100, the aspect ratio becomes 2.8 and the pressure drop along the channel
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multiplies by four. This shows the strong dependence of pressure drop on cooling channel geometry.
We will now examine the effect of channel depth, another geometric parameter.

3.3.6. EFFECT OF CHANNEL DEPTH

The channel depth affects the flow velocity of the methane in the channels. It was varied between
0.5 mm and 2 mm in increments of 0.1 mm. The coolant inlet pressure was set to 120 bar to avoid
dropping below the critical pressure.
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Figure 3.21: Variation of pressure drop and maximum wall temperature with number of cooling channels

Figure 3.21 shows again how strongly the cooling performance varies with the geometry of the cooling
channels. Increasing the channel depth from 0.5 mm to 0.6 mm almost halves the pressure drop (from
35.9 bar to 18.5 bar). The temperature increases steadily when making the channels higher.

From fig. 3.21 and fig. 3.20, it is clear that making the channels smaller than strictly necessary car-
ries a heavy penalty in terms of pressure drop. To minimize the pressure drop, one should strive for
the maximum channel size that still maintains the wall temperature in the allowable temperature
range.

Both the number of channels and the channel depth have an influence on the channel geometry. In
the design of an engine, an optimum combination that minimizes the pressure drop should be chosen.
Furthermore, the channel depth need not be constant. Once the number of channels is chosen, the
depth can be varied along the nozzle. The depth should be chosen such that the wall temperature is
close to the maximum allowable temperature (minus a design margin). In this way, the total pressure
drop in the channel is minimal.

Furthermore, both fig. 3.20 and fig. 3.21 show that the cooling performance depends dramatically on
channel geometry. A difference in only 0.1 mm can have a very large influence on the wall tempera-
ture. This means that tight tolerances will be required when producing a thrust chamber.

3.3.7. EFFECT OF CHANNEL ROUGHNESS

The channel roughness has an influence on the friction factor and thus on the pressure drop. Rough-
ness also has an influence on the heat transfer through eq. 3.18. The pressure drop and maximum wall
temperature were calculated for an engine with smooth channels and then with roughness increments
of 1 µm.

Figure 3.22 shows the expected trend of decreasing wall temperature with increasing roughness, as
well as increasing pressure drop. Going from a smooth channel to a roughness of 6 µm (the nominal
value), the pressure drop increases by approximately 130%, while the maximum wall temperature
drops by 300 K. These differences are of comparable magnitude to those found by Pizzarelli et al.
when analysing the Hyprob engine [63].
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Figure 3.22: Variation of pressure drop and maximum wall temperature with roughness of cooling channels

3.3.8. EFFECT OF COOLANT INLET PRESSURE

The methane inlet pressure was varied from 55 bar to 123 bar to investigate its effect on the cooling
qualities. Figure 3.23 shows that methane is a somewhat better coolant at elevated pressures, leading
to a lower wall temperature and smaller pressure drop.
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Figure 3.23: Variation of pressure drop and maximum wall temperature with coolant inlet pressure

Since the geometry is equal for all cases, the variation of the fluid properties of methane with pressure
is the likely cause for the observed differences in pressure drop and wall temperature. To further in-
vestigate this effect, a comparison was made between two cases: coolant at 60 bar inlet pressure and
at 120 bar inlet pressure. Figure 3.24 shows the resulting wall temperature profile.

There are clear temperature differences between the two cases, but they are not uniform. Near the
throat, the lower pressure coolant leads to a lower wall temperature. In the converging section of the
nozzle, the opposite happens: the lower pressure coolant leads to a higher wall temperature.

Equation 3.25 shows how the coolant convective coefficient depends on the fluid properties. It turns
out that the temperature difference at the throat can be explained mostly by the higher cp at low pres-
sure. The low pressure coolant is closer to the critical point, leading to a sharp peak in cp at the pseudo-
critical temperature. At higher pressure, this cp increase is much less pronounced, leading to a higher
wall temperature near the throat.

αc ∼ Nu ·κ∼ Re0.8Pr0.4κ∼µ−0.4c0.4
p κ0.6 (3.25)
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Figure 3.24: Comparison of chamber wall wall temperature with coolant inlet pressure of 60 bar and 120 bar

The difference in the converging section of the nozzle, between 10 and 12 cm from the inlet, is caused
by a different phenomenon altogether. The high pressure coolant has a higher thermal conductivity,
leading to enhanced convective cooling. Thus, the higher pressure coolant leads to a lower temper-
ature wall at this location. As this is the location of maximum wall temperature, the effect shown in
fig. 3.23 is due to this phenomenon.

The increased pressure drop at low pressure is mostly due to the higher convective coefficient at the
throat. Because of the narrow channels at this location, an increase in heat flux rapidly leads to a
higher pressure drop.

The differences observed due to a change in inlet pressure clearly demonstrate the importance of
an accurate thermophysical model of methane. The changes in viscosity, thermal conductivity and
specific heat have a strong impact on the cooling performance of methane. The intended chamber
pressure of 40 bar for the generic 10 kN implies that the coolant pressure will be relatively close to the
critical pressure. The strong changes in thermodynamic properties at this pressure must be accounted
for in the cooling analysis.

3.3.9. EFFECT OF ENGINE SIZE

The effect of changing the physical size of the engine was also investigated. A linear scaling parameter
was defined and applied to the nozzle contour. The number of channels was also multiplied by this
parameter to retain the same channel width for each engine.

The amount of coolant also varied with engine size. The propellant mass flow in a rocket engine is
proportional to the throat area, so the amount of coolant varied with the square of the linear scaling
parameter. Lastly, the height of the cooling channels also varied with engine size. In an attempt to ob-
tain similar maximum wall temperatures, the channel height was multiplied by the scaling parameter
to the power of 1.25 (found by trial and error).

Figure 3.25 shows the maximum wall temperature and pressure drop for the resulting rocket engines.
The maximum wall temperature is similar for all sizes. For very small engines, the amount of fuel is
so small that very narrow channels are needed to cool the engine, leading to a larger pressure drop.
However, it is interesting to see that the pressure drop is almost independent of the engine size, as
soon as some minimum size is reached.

3.3.10. EFFECT OF CHAMBER PRESSURE

Lastly, the effect of changing chamber pressure was investigated. Different CEA analyses were exe-
cuted to find the combustion gas parameters for these cases. The coolant inlet pressure was set to
60 bar for 10, 20 and 40 bar chamber pressure. For the other cases, the coolant inlet pressure was
set to 20 bar above the chamber pressure. Figure 3.26 shows the results; as expected the increased
heat flux with high chamber pressure leads to much higher wall temperatures and increased pressure
drops.
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Figure 3.25: Variation of pressure drop and maximum wall temperature with physical size of the engine
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Figure 3.26: Variation of pressure drop and maximum wall temperature with chamber pressure

However, one should also take into account that the mass flow scales with chamber pressure. If the
chamber pressure is higher, the engine can be made smaller or the propellant mass flow should be
higher. In this case, the fuel flow was scaled with the chamber pressure. Simultaneously, the channel
height was scaled with the square root of the chamber pressure; leading to a 0.5 mm height for 10 bar
chamber pressure and 2 mm for a 160 bar chamber.
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Figure 3.27: Variation of pressure drop and maximum wall temperature with chamber pressure, also changing fuel flow and
channel height

In this case, fig. 3.27 shows that the differences in chamber pressure are substantially smaller. The
increased heat flux due to higher chamber pressure is mitigated by the increased coolant flow rate,
but it is not fully compensated.
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This is an important result when considering testing of a rocket engine cooling system. One prefers to
perform the initial tests at a condition where large margins are available. After verifying the successful
operation at such conditions, one could proceed to testing at nominal conditions and even proceed
to test the performance at extreme ones. In light of this, it is good to see that at low pressure, there
will be a larger thermal margin even though the fuel flow is reduced. Thus, initial testing should be
performed at low chamber pressure. Similarly, initial testing should be performed at low mixture ratio;
this leads to lower flame temperatures and more fuel available as coolant.

3.3.11. SUMMARY OF PARAMETRIC ANALYSIS

In this section, a parametric analysis was carried out using the OMECA tool. A generic 10 kN engine
was analysed with varying input parameters. Table 3.4 summarises the results. It shows the effect on
pressure drop and maximum wall temperature of a 10% increase and decrease in one of the parame-
ters.

Table 3.4: Summary of parametric analysis of generic engine

Change of -10% +10%
Effect on ∆p0 Tw ∆p0 Tw

Wall conductivity -0.79% +0.14% +0.66% -0.12%
Number of channels -21% +2.3% +31% -2.3%
Channel depth +37% -6.9% -24% +6.7%
Wall roughness height -3.3% +1.2% +3.2% -1.1%
Coolant inlet pressure +53% +0.034% -11% -1.7%
Engine size +2.7% -1.2% -5.2% +1.2%

The effect of thermal conductivity is small compared to the other parameters as long as it remains
above a threshold value. Increasing the number of channels has a similar effect on the pressure drop as
decreasing the channel depth. However, the effect on wall temperature is approximately three times as
large when changing the channel depth. This suggests that the latter is a good design variable.

The wall roughness height is even more advantageous in terms of trade-off between pressure drop
and wall temperature. However, the effects do seem to level off according to fig. 3.22. Based on this
first order analysis, it seems a good idea to have a high roughness height.

Lowering the coolant inlet pressure leads to a substantially higher pressure drop, while the wall tem-
perature hardly changes. Apparently a coolant pressure close to the supercritical pressure is not ad-
vantageous. Combustion pressure has not been included in table 3.4 because its effects are clearly
non-linear as evidenced in fig. 3.27.

With respect to engine size, the pressure drop goes down for a larger engine, while the maximum wall
temperature rises. The ratio of pressure and temperature is similar to that of a roughness change. This
suggests that it could be easier to cool a slightly smaller engine. However, fig. 3.25 also indicates that
there is a limit to this down-scaling.

3.4. EXPLORING COOLING CHANNEL DESIGN

Armed with the knowledge gained in the past sections, an attempt will now be made to make a pre-
liminary cooling system design for the generic 10 kN oxygen/methane engine. Two designs will be
created: one using a traditional copper alloy and one using aluminium as chamber material.

The focus will be on creating a cooling channel geometry that is able to reduce the maximum wall tem-
perature to the allowable temperature of the chamber material. A basic structural analysis will also be
performed. Piping and manifold design, as well as detailed structural analysis are not included.

As mentioned earlier, the accuracy of OMECA does not allow to use it for proper design of the cooling
channel geometry. Therefore, it can merely be used for an exploration of the design space and the
creation of a first attempt at a design. The resulting cooling channel geometry can then be analysed
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using a more sophisticated, accurate but also time-consuming method. This will be done in chap-
ter 6.

3.4.1. REQUIREMENTS

Table 3.5 shows the combustion chamber requirements that are relevant to the cooling. In reality,
there would also be requirements relating to the nozzle efficiency etc, but they are not relevant to the
cooling design at this point.

Requirements CC-2 and CS-3 are related to the structural design of the engine; CC-1, CC-4 and CS-5
relate to the cooling channel design. Note that requirements CC-2 and CC-5 still contain TBC values
because they must be verified at the end of the design cycle. CC-3 contains a TBD value, because the
inlet coolant pressure is not known at this point.

The combustion chamber mass, pressure drop and cost are not indicated here because they relate
to system-level decisions that have not been made yet. Obviously these parameters must be taken
into account, but the current purpose is to explore the design space. That means we will try to find
out what kind of pressure drops and chamber mass values are necessary to meet the requirements in
table 3.5. In addition, we want to compare these results for two chamber materials; aluminium and
copper.

Table 3.5: Combustion chamber requirements

Identifier Requirement Rationale
CC-1 The thrust chamber shall be regenera-

tively cooled
CC-2 The thrust chamber shall be able to with-

stand chamber pressure of 60 bar (TBC).
Safety factor of 1.5

CC-3 The thrust chamber shall be able to with-
stand coolant pressure of TBD bar.

Hoop stress in tubes or external pressure
on inner wall

CC-4 The hot gas side chamber wall tempera-
ture shall not exceed the chamber mate-
rial’s allowable temperature

CC-5 Coolant channel exit pressure shall be at
least 50 bar (TBC).

Chamber pressure plus injector pressure
drop

Requirements such as CC-4 can be reformulated to include a temperature value only when the wall
material is chosen. For different chamber materials, the allowable wall temperature will be differ-
ent.

3.4.2. COPPER CHAMBER DESIGN

As reference material the NARloy-Z copper alloy was selected. This high temperature copper-silver-
zirconium alloy was used as chamber material for the Space Shuttle Main Engine. Its maximum al-
lowable wall temperature of NARloy-Z was defined as 800 K in section 2.2. The thermal conductivity
of NARloy-Z is 295 W/m·K.

In the design of a regeneratively cooled rocket engine, one of the challenges is to connect the outer
jacket to the inner liner of the chamber. An interesting solution to this problem is to produce a sepa-
rate chamber and outer jacket that are not rigidly connected. Additional advantages are better fatigue
behaviour because the thermal expansion of the inner liner is not constrained, as well as easy access
to the coolant channels. Such a design must be slightly heavier because the inner liner must withstand
the inward pressure of the coolant without support from the outer wall [80].

Because connecting the inner liner and outer jacket requires a difficult and expensive process, the
copper chamber design uses separate parts for both. The chamber consists of a NARloy-Z nozzle with
channels milled out. This chamber must be able to resist the inward pressure of the coolant without
buckling or otherwise failing. The outer jacket is not subjected to high temperature, so it can be made
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of aluminium or steel. In this phase, the focus will be on the inner chamber.

The high coolant pressure will cause compression of the chamber. To simplify the problem, the cham-
ber will be modelled as a cylinder with the length of the engine and the maximum radius of the cham-
ber. The compressive stress given by eq. 3.26 should not exceed the yield stress of the material. Equa-
tion 3.27 gives the critical pressure at which buckling occurs, taken from a NASA design criteria report
[81].

The simplified modelling is conservative in both cases. Both stresses are overestimated because only
the coolant in the channels exerts a pressure, while the ribs are not pressing inwards. In addition,
these ribs make a contribution to structural strength that is not taken into account here. Lastly, the
buckling pressure is underestimated due to the modelling of the chamber as a straight cylinder, while
the narrowing at the throat strengthens the structure against buckling.

σ= ∆p

Rti
(3.26)

pcr = 0.855(
1−ν2

P

)3/4

E(
R
ti

)5/2 (
l
t

) (3.27)

At 800 K, the yield stress of NARloy-Z is approximately 120 MPa. Assuming the maximum coolant
pressure is 60 bar, a thickness of 4.1 mm is required to withstand the hoop stress. Critical pressure for
buckling is 133 bar at this thickness, so the hoop stress drives the thickness. A constant wall thickness
along the nozzle was assumed in these calculations.

The rib thickness was also taken constant at 1 mm, while the channel height was varied piecewise
linearly. Piecewise linear variation is simple to model and avoids steps inside the channel that induce
pressure losses. The variation makes it possible to change the design to obtain a small pressure loss
while still maintaining temperature below 800 K at all locations. Both the number of channels and the
channel height were varied manually.

One of the possible design solutions is shown in fig. 3.28. The number of channels in this case was 64.
The maximum channel width is 1.1 mm, while the minimum channel depth is 0.4 mm. This leads to
a pressure drop of 9.8 bar and a temperature gain of 248 K in the coolant. The mass of the chamber
(excl. the outer jacket) is approximately 4.7 kg.
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Figure 3.28: Copper nozzle wall temperature with preliminary channel geometry

The preliminary design of the copper nozzle shows that it is fairly easy to design a copper chamber that
is able to withstand the heat load, while keeping the pressure loss reasonably low. A point of concern is
that a thick wall is required to manage the stress from the high-pressure coolant. This in turn impacts
the mass of the chamber. A design with separate chamber and jacket may not be optimal. Although
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a rigidly connected outer jacket poses manufacturing issues and may increase production cost, the
mass decrease and temperature decrease (which could be traded for a lower pressure drop) could be
worth it.

At a wall thickness of 1 mm, the chamber mass (excluding the outer jacket) would go down to 1.3 kg.
To accommodate a maximum wall temperature of 800 K, a pressure drop of only 2.5 bar is necessary.
A design where both inner chamber and outer jacket are mechanically connected clearly offers sub-
stantial mass savings and lower pressure loss.

3.4.3. ALUMINIUM CHAMBER DESIGN

Aluminium 7075 T6 was taken as reference aluminium alloy. This is a typical aerospace alloy with good
high temperature and fatigue properties. Its thermal conductivity is 130 W/m·K, with a maximum
allowable temperature of 500 K (see section 2.2).

When performing the same analysis for aluminium, it immediately becomes clear that a similar de-
sign is impossible. Aluminium is weaker than copper, so a thicker inner chamber wall is needed to
withstand the coolant pressure. In fact, a thickness of 8.8 mm is needed according to eq. 3.26. Be-
cause of this wall thickness, combined with its lower thermal conductivity, the aluminium wall now
acts as an insulator and the wall temperature rises quickly. For the engine under consideration, an
aluminium design with separate chamber and jacket is not feasible.

A design with a thin (1 mm) inner chamber wall is investigated. A pressure drop of several 100 bar is
needed to cool the wall to 500 K. This clearly shows how large the difference is between an allowable
temperature of 800 K and 500 K. In order to cope with this either the temperature of the hot gas must be
brought down (e.g. by film cooling) or an insulation layer must be applied. Film cooling is inefficient
for small engines (e.g. 30% of the methane flow is needed to cool a 19 kN engine according to [65]). In
addition, the analysis of film cooling was outside the scope of this thesis. Protective coatings, however,
can be analysed fairly easily.

An insulation layer has two purposes: to protect the aluminium underneath by creating a large tem-
perature drop and to decrease the total heat flux. Adding such a layer will lower the maximum tem-
perature of the chamber material underneath, but it will be subjected to a higher hot gas side tem-
perature itself. In order perform well as insulation material, it needs a low thermal conductivity and a
high allowable temperature. For aluminium, two options exist: applying a thermal barrier coating or
anodising the surface layer.

Thermal barrier coatings are usually ceramic materials (oxides) and are used in the aerospace industry
for high temperature materials (e.g. turbine blades) [82]. Such coatings been tested on tubes placed
in oxygen/hydrogen rocket engines, showing a temperature benefit of 300 K for a coating of 100 µm
with respect to uncoated tubes [83, 84]. Thermal conductivity of these coatings was around 1 W/m·K.
One of the drawbacks for the use of coatings in rocket engines is that there is a difference in thermal
expansion between coating and base material. This may cause the coating to flake off [85].

Another option with similar result is to anodise the aluminium. Anodising is a process which creates
an aluminium oxide layer on the surface. Because aluminium oxide has low thermal conductivity, this
layer acts as insulation, similar to a thermal barrier coating. The thermal conductivity of the anodised
layer is typically 1 W/m·K, while its thickness can be around 50 µm [86].

An extra term has to be incorporated in the equation for the heat flux; it now becomes eq. 3.28. For the
current analysis, the typical values of the anodized layer from [86] have been taken. However, it does
not matter whether these values are realised with a thermal barrier coating or anodisation, as long as
the quotient of thickness and thermal conductivity remains the same.

q =
Taw −Tc,b + qR,h

αh

1
αh

+ tcoat
κcoat

+ ti
κi

+ 1
αc

(3.28)

Now a preliminary design can be made for an aluminium chamber. After following the same design
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process as with the copper chamber, a design with 80 coolant channels was made. The inlet pressure
was set at 80 bar to compensate for the higher expected pressure drop. The channel height was again
varied piecewise linearly.
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Figure 3.29: Coated aluminium nozzle wall temperature with preliminary channel geometry

The design and its wall temperature are shown in fig. 3.29. The maximum aluminium temperature is
495 K, with a pressure drop of 25.6 bar, substantially higher than both of the copper chamber designs.
The maximum hot gas side wall temperature (at the anodised layer) is 1519 K, substantially lower than
the melting point of aluminium oxide, which is 2323 K [82]. The temperature gain of the coolant is
234 K, somewhat lower than the copper engine. The mass of the inner chamber is only 0.4 kg.

We find that indeed, an aluminium chamber can be lighter than one made out of copper (0.4 kg versus
1.3 kg). However, this is excluding the weight of the outer jacket, piping, the injector etc. Moreover,
the higher pressure drop necessitates a higher coolant inlet pressure, increasing the mass of the tur-
bopump and/or propellant tanks. In addition, a thermal barrier coating or anodised layer is needed to
maintain the low allowable wall temperature of aluminium. It was found that a relatively thin coating
can sufficiently protect the aluminium such that regenerative cooling is possible. However, it is not
without risk as the coating may crack or flake off, as noted earlier.

In general, the trade-off between a copper and aluminium engine should be performed on system
level because there is a clear impact on the mass of the pressurization system. Furthermore, the costs
of the required materials as well as manufacturing processes should be investigated and taken into
account in such a trade-off.

3.5. CONCLUSION AND RECOMMENDATIONS

A one-dimensional model for heat transfer analysis of an oxygen/methane rocket engine has been
constructed. The program, OMECA, has been validated against a coupled CFD/CHT model. Both at
the hot gas side and at the coolant side, substantial deviations were found. On the hot gas side, it was
found that the location of peak heat transfer is not accurately determined and the total heat transfer
is overestimated. A calibration of the empirical constant in the Bartz equation was performed to bring
the heat flux prediction more in line with experimental data. On the coolant side, none of the Nusselt
number correlations could accurately predict the wall temperature. The Taylor equation proved to
be closest to the reference analysis, but still shows a maximum deviation of more than 150 K. This
confirms the need for CFD analysis of the coolant channels for detailed design.

Despite the shortcomings of the one-dimensional analysis in terms of absolute accuracy, it was used to
perform a parametric analysis and generated results in line with expectations. Two major conclusions
are drawn from the parametric analysis. First, that at a coolant inlet pressure of 60 bar, variations in
the properties of methane have a strong influence on the cooling performance. Note that this result
is dependent on the fact that only bulk variables of the flow are used in OMECA. Second, that the
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cooling performance is very sensitive to the channel geometry. Tolerances of lower than 0.1 mm will
be required in the construction of a thrust chamber. Optimization between the number of channels
and the channel depth can be performed to find the minimum pressure drop at a certain allowable
wall temperature.

OMECA was also used to perform a pre-design for a small oxygen/methane rocket engine. In this
process, aluminium was compared to traditional copper alloy as a chamber material. It was found
that only for copper, a design with a separate inner chamber and outer jacket is feasible. The required
thickness for an aluminium wall to withstand the inwards pressure of the coolant, in combination
with aluminium’s lower thermal conductivity, inhibit the heat flow towards the coolant so much that
the maximum wall temperature increases dramatically. A copper design with separate inner chamber
and outer jacket would have a pressure drop of 9.8 bar. The inner chamber would weigh 4.7 kg.

If the inner chamber is joined rigidly to the outer jacket, it must not withstand the pressure alone and
a lighter design can be made. In this case, a copper inner chamber would weigh 1.3 kg and have a
pressure drop of 2.5 bar. For aluminium, the allowable temperature of 500 K would require massive
pressure drop in the cooling channels. Therefore, the use of a ceramic insulation on the hot gas side
is explored. Such an insulation, either a thermal barrier coating or a layer of anodised aluminium, is
itself exposed to a high temperature. At the same time, it reduces the temperature of the aluminium
beneath. With a typical layer of anodised aluminium, a pressure drop of 25.6 bar would be needed to
keep the aluminium within the allowable temperature. This would lead to an inner chamber mass of
0.4 kg. However, because of differences in thermal expansion, between such ceramic layers and the
base material, they are potentially troublesome. The practical issues associated with thermal barrier
coatings or anodized layers should be investigated in more detail.

Table 3.6: Summary of results for three chamber designs analysed with OMECA

Cu (1) Cu (2) Al (coated)
Tallow [K] 800 800 500
Number of channels 64 64 80
κi [W/m·K] 295 295 130
ti [mm] 4.1 1 1
dmin [mm] 0.4 0.7 0.3
∆p0,c [bar] 9.8 2.5 25
∆Tc [K] 248 273 234
Engine mass [kg] 4.7 1.3 0.38

The findings for both materials are summarised in table 3.6, where Cu (1) is the first copper design
(with separate inner and outer wall), Cu (2) is the rigidly connected copper design and Al (coated) is
the coated aluminium design.

When selecting the engine chamber material, the mass of the other components in the engine should
also be taken into account. The trade-off should be made on a system level to account for changes
in tank or pump mass because of coolant pressure drop. We will come back to this point in chapter 6
when results have been obtained with a more accurate method.



4
NUMERICAL METHOD

The previous chapter discussed the use of a simple, one-dimensional method to analyse the heat
transfer problem. It was demonstrated that this method is inaccurate. More detailed and compu-
tationally intensive methods are required to accurately predict the phenomena occurring in cooling
channels filled with methane at supercritical pressure.

In the remainder of this thesis we will use a more detailed, multi-dimensional computational fluid
dynamics (CFD) method in OpenFOAM. Several simulations even use conjugate heat transfer (CHT),
modelling heat conduction in the surrounding solid as well. Modelling of the coolant fluid is much
more challenging, so in this chapter the focus is on this aspect. The equations and models given here
are software agnostic, but it is worth noting that appendix A contains some guidelines specifically with
respect to using OpenFOAM for supercritical fluid modelling.

In CFD, the fluid is modelled as a continuum. Partial differential equations represent the behaviour
of the fluid. These conservation equations result from the physical laws of conservation of mass,
momentum and energy. The governing equations for this particular problem are described in sec-
tion 4.1.

The equations for velocity and pressure must be coupled such that the solution of the simulation sat-
isfies both equations. Because the fluid is compressible (the density changes are significant, although
the flow velocity is rather low), pressure-velocity-density coupling is required. This is treated in sec-
tion 4.2.

Two complicating factors must be taken into account when modelling the rocket engine cooling chan-
nels. Because of the high Reynolds number, turbulence must be taken into account. Section 4.3 shows
how turbulence was modelled in this thesis. Section 4.4 on the other hand discusses the influence of
wall roughness and how this was taken into account.

Section 4.5 discusses the discretisation methods that were used for this thesis, including the use of
flux limiters. The tabulation of the fluid properties is also discussed. For this, a custom library was
written that interpolates the fluid properties for each calculation cell during the simulation. Finally,
section 4.6 gives a short summary of this chapter.

4.1. GOVERNING EQUATIONS

The governing equations are formulated in differential form in OpenFOAM, so this is the form that
will be presented in this chapter. For the analysis of regenerative cooling, we are interested in the
steady-state solution. The density of a supercritical fluid is far from constant, so the flow must be
modelled as compressible – even though the Mach number is very low. The following paragraphs will
therefore discuss the steady, compressible continuum equations in differential form. The discussion
and equations presented here are largely based on the PhD thesis of Jasak [87], one of the original
developers of OpenFOAM.

49
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Conservation of mass in a steady flow means that for an arbitrary fluid volume, the divergence of the
mass flux must be equal to zero. The mass flux is the fluid density ρ multiplied by the velocity vector U.
The equation for conservation of mass (also called continuity equation) is then given by eq. 4.1.

∇ ·
(
ρU

)= 0 (4.1)

Any change in the momentum of a fluid volume should be balanced by a change in the forces acting
on the fluid volume; i.e. a change in the stress tensor σ or a change in the body forces b. Body forces
are generally negligible in the application of rocket engine channels due to the high Reynolds number
and the low Grashof number [30]. Because of this, they will not be incorporated in the solver.

∇ ·
(
ρUU

)=∇ ·σ+ρb (4.2)

The stress tensorσ can be split into a pressure and a shear stress part, as eq. 4.3 shows. Here we assume
the pressure is the average normal stress in the fluid. The viscous stress tensor τ for a Newtonian fluid
is also worked out in eq. 4.3. It is the deviatoric part of the stress tensor. This viscous stress tensor can
again be decomposed into a part due to deformation or shear strain (the term including the gradient
of U) and a part due to volumetric strain (the last term).

σ=−pI+τ=−pI+µ[∇U+ (∇U)T ]−(
2

3
µ∇ ·U

)
I (4.3)

With the stress tensor split into a pressure and a shear stress term, the momentum equation be-
comes eq. 4.4. The form of this equation closely resembles the way the equations are implemented
in OpenFOAM code. An example of this is given below. (There is a sign difference because the term
turb.divDevRhoReff(U) is negative in OpenFOAM.)

∇ ·
(
ρUU

)=−∇p +∇ ·τ (4.4)

fvm : : div ( phi , U)
==
− fvc : : grad (p ) )
− turb . divDevRhoReff (U)

The third equation is for conservation of energy. If the body or stress forces perform work, this causes
a change in the specific energy e of the fluid. A change in energy can also be caused by the heat flux q.
Energy sources and sinks are disregarded in this equation.

∇ ·
(
ρeU

)= ρb ·U+∇ · (σ ·U)−∇ ·q (4.5)

The above equation is written in terms of the specific energy e, but the OpenFOAM solver instead uses
the enthalpy h. Therefore, eq. 4.5 must be rewritten in terms of h. Enthalpy equals the specific energy
plus a pressure-related term minus the kinetic energy (eq. 4.6).

In order to obtain the enthalpy equation, we first split the stress term from eq. 4.5 into a pressure term
and a shear stress term in eq. 4.7. If this equation is now rewritten in terms of h, the pressure term we
just obtained disappears as it is incorporated by the divergence of enthalpy. A new term appears in
order to account for the kinetic energy. The resulting enthalpy equation is eq. 4.8.

h = e + p

ρ
− |U|2

2
(4.6)

∇ ·
(
ρeU

)+∇ ·
(
pU

)= ρb ·U+∇ · (τ ·U)−∇ ·q (4.7)
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∇ ·
(
ρhU

)+∇ ·

(
ρ
|U|2

2
U

)
= ρb ·U+∇ · (τ ·U)−∇ ·q (4.8)

The heat flux q is easily written in terms of the temperature gradient using Fourier’s heat conduction
theorem. The thermal conductivity κeff now appears in the equation, where the subscript eff refers
to effective. This effective thermal conductivity is the sum of the fluid’s intrinsic thermal conductivity
and an additional contribution generated by turbulence.

The existing OpenFOAM solver uses a linearisation of enthalpy with respect to temperature to write
the heat flux as a function of temperature. It uses a different variableαeff (effective thermal diffusivity).
This variable is defined asκeff divided by cp . (Note that a common definition of thermal diffusivity also
includes ρ in the denominator; this is not the case here.)

q =−κeff∇T =−αeffcp∇T ≈−αeffcp
dh

dT
∇h ≈−αeffcp

1

cp
∇h =−αeff∇h (4.9)

The above definition of the heat flux as function of enthalpy is very useful because it is a diffusive
term for the unknown in the equation. This diffusive term stabilises the system of linear equations. In
addition, if the fluid’s specific heat capacity is close to constant, this definition is quite accurate.

However, in the case of supercritical fluids, the specific heat capacity can vary by a factor of 10. In this
case, the assumption that temperature is linear with enthalpy is invalid and the above definition fails.
However, if we do not include the diffusive term in the enthalpy equation, the matrix equation solver
will fail to converge.

The solution is to use a clever trick: we first subtract the term αeff∇h at the left hand side, but also
subtract it at the right hand side of the matrix equation. Afterwards the correct heat flux (κeff∇T ) is
subtracted from the right hand side. The result is that the enthalpy-based heat flux is present in the
matrix equation and helps stabilise the implicit calculation. However, it is cancelled out explicitly and
the net result is the correct, temperature-based heat flux.

In the OpenFOAM solver code that was developed, this trick is represented by the following code,
where fvm represents implicit, left-hand side terms and fvc represents explicit, right-hand side terms:

− fvm : : laplacian ( turbulence−>alphaEff ( ) , he )
+ fvc : : laplacian ( turbulence−>alphaEff ( ) , he )
− fvc : : laplacian ( turbulence−>kappaEff ( ) , T)

Because the two αeff∇h terms cancel, the final enthalpy equation then becomes eq. 4.10, where body
forces have once again been neglected.

∇ ·
(
ρhU

)+∇ ·

(
ρ
|U|2

2
U

)
=∇ ·τ ·U+∇ ·κeff∇T (4.10)

In the standard OpenFOAM solvers, the influence of the shear stress terms on the energy equation was
disregarded. This is probably because these terms are often very small; viscous heating only becomes
appreciable at high velocities [88, 89]. For completeness, the shear stress terms were added to the
energy equation of the custom solver.

The set of the three conservation equations is printed again below. Equations 4.1, 4.4 and 4.10 are the
governing equations for conservation of mass, momentum and energy respectively.

∇ ·
(
ρU

)= 0 (4.1)

∇ ·
(
ρUU

)=−∇p +∇ ·τ (4.4)
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∇ ·
(
ρhU

)+∇ ·

(
ρ
|U|2

2
U

)
=∇ ·τ ·U+∇ ·κeff∇T (4.10)

When performing a conjugate heat transfer (CHT) analysis, the solid domain is also modelled. In com-
parison with the CFD method for the fluid, solving for the solid domain is fairly trivial. The governing
equation for heat transfer in the solid is derived from Fourier’s law of heat conduction and given by
eq. 4.11.

0 =∇ ·

(
κ

cp
∇cp T

)
(4.11)

4.2. PRESSURE-VELOCITY-DENSITY COUPLING

A typical approach to solving the Navier-Stokes equations in low-velocity flows is to combine the mo-
mentum equation and continuity equation to obtain an equation for the pressure [88]. The pres-
sure field can be constructed such that it guarantees continuity, after which the velocity field can
be calculated from the pressure. In this subsection, the derivation of this pressure equation is dis-
cussed.

The starting point is the momentum equation eq. 4.12, reordered such that terms which contain U
appear at the left-hand side.

∇ ·
(
ρUU

)−∇ ·τ=−∇p (4.12)

When the momentum equation is discretised to form an implicit equation for the velocity, it can
be written as eq. 4.13. Here, a are the coefficients for the velocity equation in matrix form. The
subscript P refers to the diagonal entries of the coefficient matrix; while the subscript N represents
any off-diagonal terms. In the discretisation scheme for an arbitrary cell, this means that N relates
to the neighbour cells that are present in the discretisation scheme, while P indicates the cell itself
[88].

aP UP +∑
N

aN UN =−∇p (4.13)

Now a simplifying term is introduces in eq. 4.14. The off-diagonal parts of the coefficient matrix (which
represent advection and diffusion terms) are lumped together in the new variable HU.

HU =−∑
N

aN UN (4.14)

If this substitution is carried out and the velocity is isolated from eq. 4.13, it can be rewritten as
eq. 4.15.

UP = 1

aP
HU − 1

aP
∇p (4.15)

Recall that we want to use the continuity equation, which states that the divergence of the mass flow
is zero. We are dealing with compressible flows, so in order to use this equation, all terms are now
multiplied by the density ρ. The discretised momentum equation multiplied by ρ is given by eq. 4.16
[90].

ρUP = ρ

aP
HU − ρ

aP
∇p (4.16)

∇ ·ρU = 0, so if the divergence of all terms is taken the left-hand side disappears. The pressure equa-
tion can then be written as eq. 4.17. This is the form that is implemented in the pressure-based Open-
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FOAM solvers.

∇ ·

(
ρ

aP
∇p

)
=∇ ·

(
ρ

HU

aP

)
(4.17)

When the pressure field has been found iteratively, the velocity is reconstructed using eq. 4.15.

4.3. TURBULENCE MODELLING

Although it is believed that the Navier-Stokes equations themselves accurately model turbulence, the
required temporal and spatial resolutions to do so necessitate vast computational resources. Thus,
the cost of Direct Numerical Simulation (DNS) of turbulence is prohibitive for all but the simplest low
Reynolds number applications [88].

Another option is to use Large Eddy Simulation (LES), in which only the largest turbulent scales are
computed directly, and smaller scales are modelled. Though this can be done for more complex ge-
ometries and higher Reynolds number than DNS can handle, it still requires substantial computation
power [88]. LES simulations of supercritical fluid in rocket engine cooling channels have recently been
reported by Ribert et al. [91].

The most popular engineering approach is to use Reynolds-averaged Navier-Stokes (RANS) equations.
In this approach, none of the turbulent scales are directly computed. Instead, only the average effect
of turbulence on the flow is modelled. This results in the addition of one or more equations to the
governing equations of the flow. RANS modelling is the approach that was followed in this thesis.
Several turbulence models of this family are discussed below.

4.3.1. k-ε MODEL

In OpenFOAM, turbulence is implemented as a direct correction of the momentum and energy equa-
tions. The corrected momentum equation is given in eq. 4.18, where the effective shear tensor τeff is
given by eq. 4.19.

∇ ·
(
ρUU

)=−∇p +∇ ·τeff (4.18)

τeff =µeff
[∇U+ (∇U)T ]−(

2

3
µeff∇ ·U

)
I (4.19)

The only difference between τ and its effective variant τeff is the appearance of the effective viscos-
ity µeff. The effective viscosity is defined as the sum of the laminar or molecular viscosity µl and the
turbulent viscosity µT , see eq. 4.20. Notice that the subscript T indicates "turbulent", while the super-
script T in eq. 4.19 refers to the transpose of a matrix as usual.

µeff =µl +µT (4.20)

Similarly, the influence of turbulence on the energy equation is implemented directly with the use of
the parameterαeff. This is the sum of the laminar diffusivity and the turbulent diffusivity. The effective
thermal conductivity κeff can be obtained by multiplying αeff by cp .

The turbulent thermal diffusivity depends on the turbulent viscosity and the turbulent Prandtl num-
ber. The turbulent Prandtl number is given by the user. It was set to 0.9 in this thesis; the same value
was used by two independent research groups for rocket engine cooling channels [16, 92].

αeff =
κl

cp
+ µT

PrT
(4.21)

The momentum and energy equations are both influenced by turbulence through the turbulent vis-
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cosity µT . In the k-ε model, this parameter is calculated with eq. 4.22. It depends on the turbu-
lent energy k and the turbulent dissipation ε, which is why the model is called the k-ε turbulence
model.

µT = ρCµ
k2

ε
(4.22)

The compressible k-εmodel implemented in OpenFOAM is based on work by El Tahry [93]. The equa-
tions for k and ε are given by eq. 4.23 and eq. 4.24. These are solved by OpenFOAM in addition to the
conservation equations to yield the turbulent viscosity such that its influence on the momentum and
energy equations can be modelled. In essence, they are convection-diffusion equations for the trans-
port of turbulent energy and turbulent dissipation. However, contrary to the conservation equations
they also contain production and destruction terms. Note that the operator : represents the double
dot product of two second order tensors; this yields the sum of the element-by-element multiplication
of the terms of both tensors.

∇ ·
(
ρUk

)=∇ ·

(
µT

σk
∇ ·k

)
+µT

(
∇U :

[
∇U+ (∇UT )− 2

3
∇ ·U ·I

])
− 2

3
ρk∇ ·U−ρε (4.23)

∇ ·
(
ρUε

)=∇ ·

(
µT

σε
∇ ·ε

)
+C1

ε

k
µT

(
∇U :

[
∇U+ (∇UT )− 2

3
∇ ·U ·I

])
−

(
2

3
C1 +C3

)
ρε∇ ·U−C2

ρε2

k
(4.24)

In these equations, the parameter Cµ is an empirical constant, while the parameters C1, C2, C3,σk and
σε are modelling parameters. Their values – as reported by El Tahry – are given in table 4.1 [93].

Table 4.1: Modelling parameter values for k-ε turbulence model

Cµ 0.09
C1 1.44
C2 1.92
C3 -0.33
σk 1
σε 1.3

4.3.2. k-ω SST MODEL

Another popular two-equation model is the k-ω Shear Stress Transport (SST) model by Menter [94].
In OpenFOAM, the 1993 model is implemented, albeit with coefficients from a 2003 update paper
authored by Menter [95].

The shear stress transport model is in fact a blend between the k-ω model and the k-ε model dis-
cussed earlier. ω is the specific dissipation of turbulence, while k is again the turbulent intensity. The
equations for k and ω are given by eq. 4.25 and eq. 4.26, respectively.

∇ ·
(
ρUk

)= P̃k −β∗ρkω+∇ ·
(
µ+σkµT ∇ ·k

)
(4.25)

In eq. 4.25, P̃k is the production of turbulence, which is given by eq. 4.27. It is similar to the production
term in the k-ε model, but incorporates a limiter to prevent build-up of turbulence in stagnation re-
gions [95]. µT once again is the turbulent viscosity, while β∗ andσk are modelling coefficients.

∇ ·
(
ρUω

)=αSSTρS2 −βSSTρω
2 +∇ ·

(
µ+σωµT ∇ ·ω

)+2(1−F1)ρσω2
1

ω
(∇k) (∇ω) (4.26)

P̃k = min

{
µT

(
∇U :

[
∇U+ (∇UT )− 2

3
∇ ·U ·I

])
,10·β∗ρkω

}
(4.27)
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In the equation for ω, eq. 4.26, F1 is the blending function given in eq. 4.28. This function blends the
model from k-ω behaviour near the wall to k-ε away from the wall [94]. αSST and βSST are blended
variables, given by eq. 4.29 and eq. 4.29. They blend between the modelling coefficients α1 and α2 as
well as between β1 and β2.

F1 = tanh

({
min

[
max

( p
k

β∗ωy
,

500µ

y2ωρ

)
,

4ρσω2k

Ckωy2

]}4)
(4.28)

αSST =α1F1 +α2 (1−F1) (4.29)

βSST =β1F1 +β2 (1−F1) (4.30)

In the blending function F1 (eq. 4.28), y is the wall distance and σω2 another modelling constant. Ckω

is the cross-diffusion term of eq. 4.26 [94]. Equation 4.31 gives this term.

Ckω = max

(
2ρσω2

1

ω
(∇k) (∇ω) ,10−10

)
(4.31)

The turbulent viscosity is determined from k and ω using eq. 4.32. Another blending function, F2 is
given by eq. 4.33. S is the modulus of vorticity [94]. In the later version of the SST model, it has been
replaced by the rate of strain [95], but OpenFOAM uses the vorticity.

µT = a1ρk

max(a1ω,SF2)
(4.32)

F2 = tanh

{[
max

( p
k

β∗ωy
,

500µ

y2ωρ

)]2}
(4.33)

The modelling coefficients of the k-ω shear stress transport model are given in table 4.2.

Table 4.2: Modelling parameter values for k-ω SST turbulence model

α1
5
9

α2 0.44
β1

3
40

β2 0.0828
β∗ 0.09
σk 0.85
σω1 0.5
σω2 0.856
a1 0.31

4.3.3. SPALART-ALLMARAS MODEL

A simpler turbulence model is the Spalart-Allmaras model. This one-equation model was devised by
Spalart and Allmaras [96]. Equation 4.34 shows that the turbulent viscosity µT is modelled through
the eddy viscosity νT , which in turn depends on the ν̃ – the variable that is solved by the model – and
a damping function fv1.

µT = ρνT = ρν̃ fv1(χ) (4.34)
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The damping function fv1 depends on the ratio between the eddy viscosities, χ = ν̃/ν. It is given by
eq. 4.35.

fv1(χ) = χ3

χ3 +C 3
v1

(4.35)

The convection, diffusion, production and destruction of ν̃ is governed by eq. 4.36. The term on the left
hand side is the convection term, while the first two terms on the right hand side govern diffusion of
ν̃. The penultimate term of the right-hand side is the production term and the last one the destruction
term.

∇ ·
(
ρUν̃

)=∇ ·

(
ρν̃+µ
σνT

∇ · ν̃

)
+ Cb2

σνT

ρ |∇ν̃|2 +Cb1ρS̃ν̃−Cw1 fwρ
ν̃2

y2 (4.36)

The production term contains the variable S̃, which is defined in eq. 4.37. In this equation, S is the
modulus of vorticity, y is the distance to the nearest wall and K is the Von Karman constant (often
denoted as κ in other texts). The function fv2 is another damping function defined by eq. 4.38.

S̃ = S + ν̃

K 2 y2 fv2(χ) (4.37)

fv2(χ) = 1− χ

1+χ fv1(χ)
(4.38)

The destruction term of eq. 4.36 contains the function fw , given by eq. 4.39. It is related to a charac-
teristic length l defined by eq. 4.40. The function g is defined by eq. 4.41.

fw = g (l )

[
1+C 6

w3

g 6(l )+C 6
w3

] 1
6

(4.39)

l = ν̃

S̃K 2 y2
(4.40)

g (l ) = l +Cw2
(
l 6 − l

)
(4.41)

It is clear from these equations that both the production and destruction of the eddy viscosity are
related to the distance from the nearest wall. At the wall itself, the proper boundary condition for the
eddy viscosity is to set it to zero.

The modelling coefficients used in the Spalart-Allmaras model are given in table 4.3. Recall that the
turbulent Prandtl number PrT is 0.9.

Table 4.3: Modelling parameter values for Spalart-Allmaras turbulence model

K 0.41
Cb1 0.1355
Cb2 0.622
Cv1 7.1

Cw1
Cb1
K 2 + 1+Cb2

σνT

Cw2 0.3
Cw3 2
σνT 0.66666
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4.4. ROUGHNESS MODELLING

The roughness of a wall can influence the fluid flowing past it. In rocket engine cooling channels,
roughness increases both heat transfer and pressure loss. Several approaches exist to take this influ-
ence into account in CFD codes.

4.4.1. BOUNDARY LAYER INTEGRATION

One option is to fully integrate the boundary layer. Aupoix has proposed several approaches to ac-
count for wall roughness, while still having computational nodes down to the viscous sub-layer [97–
99]. These approaches rely on a shift in the wall distance, to obtain a non-zero velocity at the wall. The
resulting non-zero turbulence mimics the flow behaviour near a rough wall.

SPALART-ALLMARAS

For the Spalart-Allmaras model, a straightforward adaptation has been proposed by Aupoix and Spalart
[97]. This approach, which in their paper is called the Boeing extension, modifies the conventional
Spalart-Allmaras model in the following manner.

The wall distance y is modified using eq. 4.42, where hs is the roughness height. Inside the turbulence
model, the wall is moved to a virtual point inside the flow, so the turbulence parameters are non-zero
at the wall. The distance the wall is moved depends on the roughness height, so a rougher wall leads
to higher turbulence at the wall. In addition, the equation for χ is modified to eq. 4.43 to achieve good
predictions at small roughness heights [97].

y = ytrue +0.03·hs (4.42)

χ= ν̃

ν
+0.5

hs

y
(4.43)

Finally, the boundary condition for ν̃ is modified to allow for non-zero turbulence at the wall. Equa-
tion 4.44 shows the new boundary condition, where ν̃1 is the value of ν̃ at the first point from the
wall.

ν̃w = ν̃1
0.03hs

y
(4.44)

Aupoix and Spalart compared their roughness modification of the Spalart-Allmaras model to exper-
imental data from several different sources. They conclude that it produces reasonable results, but
report two important drawbacks. First, that the roughness height hs "is not simply proportional to the
physical size of the roughness" [97].

The second drawback is that the effects of roughness on heat transfer and skin friction are not char-
acterised by the same value of the roughness height. That is, if the roughness height is tuned for skin
friction (e.g. pressure drop in a channel), it will not correctly predict heat transfer effects of rough-
ness.

This difference is because these roughness effects are linked to different physical mechanisms. The
increased skin friction is mainly due to pressure drag on the roughness elements present in the flow.
The increased heat transfer, however, is related to the increased wetted surface of the rough wall [97].
This means the Reynolds analogy no longer holds for rough surfaces, which according to Aupoix and
Spalart is consistent with the experimental results of Dipprey and Sabersky [100]. It will be demon-
strated later in this thesis that indeed, the Spalart-Allmaras roughness correction does not accurately
predict both heat transfer and pressure drop at the same time.

The above adaptation for the Spalart-Allmaras turbulence model was programmed in OpenFOAM. It
was manually verified that the implementation was correct; further verification results from the model
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are shown in chapter 5.

k-ω SST

Aupoix recently published a comparison of various similar adaptations for the k-ω SST model [98].
In this paper, he demonstrates that the so-called Nikuradse adaptation matches experimental results
reasonably. This model was implemented in OpenFOAM for this thesis.

The model is based on a similar idea as the roughness adaptation for the Spalart-Allmaras model:
obtain a non-zero turbulence at the wall by shifting the wall. However, in this case no changes to the
turbulence model itself are needed, only the boundary conditions on k and ω are altered.

First, the roughness height is made dimensionless using eq. 4.45. The friction velocity uτ is defined as
eq. 4.46.

h+
s = hs uτ

ν
(4.45)

uτ =

√√√√µw
∂u
∂y

ρw
(4.46)

Similarly, the turbulence variables k and ω are made dimensionless with eq. 4.47 and eq. 4.48.

k+ = k

u2
τ

(4.47)

ω+ = ων

u2
τ

(4.48)

The turbulent kinetic energy at the wall is defined by eq. 4.49. It is based on an empirical relation for
data obtained by Nikuradse [98].

k+
w = max

0,
1√
β∗ tanh

 ln
h+

s
30

ln8
+0.5

[
1− tanh

h+
s

100

] tanh

(
h+

s

75

) (4.49)

The specific dissipation at the wall is defined by eq. 4.50.

ω+
w = 400000

k+4
s

(
tanh

10000

3k+3
s

)−1

+ 70

k+
s

[
1−exp

(
− h+

s

300

)]
(4.50)

4.4.2. WALL FUNCTIONS

In order to model the behaviour inside the boundary layer, one can also use suitable wall functions for
the turbulent viscosity and turbulent thermal conductivity. These allow for the use of relatively coarser
grids, because the first grid point near the wall can be further away than without wall functions. In
OpenFOAM, wall functions are implemented for k, ε, ω, µT and κT .

The wall function for k is straightforward, it is simply a boundary condition that enforces a zero gra-
dient of the turbulent intensity at the wall.

The wall function for ε is given by eq. 4.51, where k should be evaluated at the centre of the first cell. y
is the wall distance and the other variables are modelling coefficients of the k-ε model.

εw = C
3
4
µ k

3
2

K y
(4.51)
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For ω, the wall functions calculates the harmonic mean between a viscous term (the first one) and a
logarithmic term (the second one), see eq. 4.52. Once again, k should be evaluated at the centre of the
first cell, while the parameters with subscript w are evaluated at the wall.

ωw =

√√√√√√(
6µw

ρwβ1 y2

)2

+

√√√√ k

C
1
4
µ K y


2

(4.52)

The turbulent viscosity µT is evaluated from the molecular viscosity, the nondimensional wall dis-
tance y+ and the local Reynolds number Re (eq. 4.53). The latter is defined in eq. 4.54. The y+ value is
modified by the roughness height hs in a complicated manner, such that the value of muT increases
as the roughness height increases.

µT =µw

(
y+

Re
−1

)2

(4.53)

Re = ρw |U|y
µw

(4.54)

It is interesting to note that the wall function for µT described here (referred to in OpenFOAM as
mutURoughWallFunction), performed well in the tests that were run. Another wall function for µT ,
called mutkRoughWallFunction, led to nonsense results for supercritical heat transfer analysis.

Finally, the wall function for κT (in OpenFOAM actually the one for thermal diffusivity) simply makes
use of the calculated value for µT and the turbulent Prandtl number PrT , see eq. 4.55.

κT = µT cp

PrT
(4.55)

4.5. DISCRETISATION

OpenFOAM is a colocated finite-volume CFD package. The domain is divided into a number of vol-
umes, where all fluid properties are known only at the center of each volume or cell. The governing
equations are then applied to these finite volumes.

However, the governing equations do not only contain the values at the cell centres. They contain
vector operators such as the gradient, divergence and Laplacian. How these terms are discretised is
an important aspect of computation fluid dynamics that can severely influence the results [88].

A central discretisation scheme was chosen for all these terms. This scheme is of second order, making
it accurate with modest computational requirements [88]. It was found, however, that central discreti-
sation of the convective terms induces non-physical oscillations in the solution. Figure 5.2 later in this
chapter shows an example of such an oscillatory solution.

Several simulations were ran to pinpoint the cause of these oscillations. Moving from variable fluid
properties and real gas behaviour to a constant property, perfect gas model did nothing to remove
them. The strongly changing density, viscosity and specific heat were not the culprit. A common
solution to spurious oscillations obtained with central discretisation is to refine the grid, but at 320
cells in horizontal direction, the wiggles remained present in the converged solution.

In the end, it was realized the oscillations were caused by the strong gradients that are inherently
present in supercritical flows [91]. Peeters et al. used a very similar OpenFOAM solver to model heat
transfer to supercritical carbon dioxide [101]. They employed upwind schemes for the convective
terms. It was found that also in the current case, using upwind discretisation of the convective terms
removed the oscillations altogether. This a classic result in CFD. However, upwind schemes are only
first order. Even worse, they introduce substantial numerical diffusion. In general, their use is not
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counselled due to the poor resulting accuracy [88].

A common solution to present oscillations while retaining accuracy is to use flux limiters. These switch
between upwind discretisation in regions of steep gradients and central discretization in regions of
smooth changes. Flux limiters are the subject of the next section.

4.5.1. FLUX LIMITERS

A flux limiter is a tool used in CFD to switch between upwind and central discretisation. Upwind
schemes are dissipative and therefore inaccurate, but they are very stable. Central schemes, on the
other hand, are accurate but can induce oscillations – especially in regions where steep gradients of
the fluid properties are present. Limiters use upwind discretisation near steep gradients and central
discretisation in other regions; the result is a stable scheme that is still accurate [88].

Before we can start to understand how limiters function in OpenFOAM, it is important to show the fi-
nite volume formulation used by OpenFOAM. It is depicted by Figure 4.1. The flow variables are known
and stored in each cell centroid (in this case the points P and N ). However, fluxes are integrated over
faces such as Ss (a vector with direction normal to the surface and surface area magnitude).

Figure 4.1: Finite volume formulation in OpenFOAM [42]

We will use the situation in fig. 4.1 to illustrate the how the flux limiter functions in OpenFOAM. The
value of a generic fluxΨ is known at the points P and N asΨP andΨN respectively. Now we want to
use these values to calculateΨs , the value at the face.

A central discretisation scheme for Ψs would use linear interpolation, as shown in eq. 4.56. ws is
a purely geometrical parameter based on relative position and angle of the face with respect to the
interpolation points, as shown in eq. 4.57.

Ψs = wsΨP + [1−ws ]ΨN (4.56)

ws =
|Ss ·dsN |
|Ss ·d| (4.57)

The linear interpolation as shown in eq. 4.56 is of second order accuracy. Using such an interpolation
scheme may cause oscillations in the presence of strong gradients. As mentioned earlier, one possible
solution is to use an upwind scheme, but this is only first order accurate.

To tackle this problem, we make use of a limiter. It switches between first order upwind and second
order central schemes, depending on the presence of gradients. The presence of successive gradients
is defined by eq. 4.58, where (∇Ψ)P is the full gradient over cell P , calculated with linear interpola-
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tion.

r = 2
d · (∇Ψ)P

ΨN −ΨP
(4.58)

In case of a very smooth solution, r will approximate 1. When sharp gradients are involved, r will be
close to zero. The variable r is used by all limiters as a measure for the steepness of the flux gradient.
A limiter is a function β(r ) that is used in the calculation of the flux at the cell face in eq. 4.59.

Ψs =
(
1−β [1−ws ]

)
ΨP +β [1−ws ]ΨN (4.59)

We can see that as β becomes smaller, the value of Ψs is biased to point P (upwind). If β = 0, the
scheme is fully upwind. If β= 1, the scheme is central.

Flux limiters can be constructed such that they are total variation diminishing (TVD) which means
that they do not induce oscillations. It is possible that they satisfy at the same time the criterion of
second order accuracy [102]. In this work, we will investigate three flux limiters: the Superbee limiter,
the van Leer limiter and the minmod limiter. Their definitions are given by eq. 4.60, eq. 4.61 and
eq. 4.62 respectively.

β (r ) = max[0,min(2r,1) ,min(r,2)] (4.60)

β (r ) = r +|r |
1+ r

(4.61)

β (r ) = max[0,min(1,r )] (4.62)

The requirements for TVD flux limiters that also offer second order accuracy can easily be visualised,
as was already shown by Sweby [102]. In fig. 4.2, the shaded region is Sweby’s region of TVD and second
order limiters. The behaviour of the three selected limiters in terms of mapping r to β(r ) is also shown
and confirms that they satisfy the requirements.
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Figure 4.2: Sweby’s region of TVD and second order flux limiters, with selected flux limiters

The performance of the various limiters will be evaluated using the first validation case in chap-
ter 5. There it will be shown that the flux limiters indeed suppress unphysical oscillations in the solu-
tion.

Because the limiters are second order accurate, the method is formally of second order. This means
that when decreasing the grid spacing by an order of two, the error should also be reduced by an order
of two. Discretisation errors will also be discussed in chapter 5
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4.5.2. FLUID PROPERTIES

The fluid properties are also discretised. Because the equation of state and the other equations defin-
ing fluid properties are so complex (see section 2.1), it would be too time-consuming to calculate them
for each cell at run-time. To circumvent this problem, the fluid properties required by the CFD solver
are tabulated as functions of pressure and temperature. From the resulting look-up tables, the fluid
properties for each cell are calculated with bilinear interpolation.

The generation of the fluid property lookup tables was performed with a ∆ρ of 0.25 kg/m3. For this
reason, there are more data points at pressures and temperatures close to the (pseudo-)critical point.
After calculation of all fluid properties at one (p,T ) data point, partial derivatives were used to guess
the next (p,T ) data point, with a difference in density of 0.25 kg/m3. The error in the fluid properties
obtained with this approach was discussed in section 2.1.3.

A module was written in C++ to use the tabulated properties within the OpenFOAM package. This
module reads the look-up tables supplied by the user and interpolates the required fluid properties
for each volume of the grid. Verification activities confirmed the correct functioning of the module.
The module has been made available for the OpenFOAM user community [57] and has generated
some interest among its members.

4.6. SUMMARY OF NUMERICAL METHODS

In this chapter, the numerical methods used to perform CFD and CHT simulations were discussed.
Section 4.1 showed the governing equations for conservation of mass, momentum and energy. It also
discussed how these are implemented in OpenFOAM. The energy conservation equation for the solid
domain was given as well.

Section 4.2 discussed how the governing equations for the fluid were coupled and solved. In particular,
it discussed pressure-velocity-density coupling. In this method, the equations for conservation of
mass and momentum are combined to create a pressure equation.

Section 4.3 showed the RANS turbulence models that are used in this thesis: the standard k-ε model,
the k-ω SST model and the Spalart-Allmaras model. Section 4.4 discussed two approaches for wall
roughness modelling. One was the full integration of the boundary layer, using adapted boundary
conditions. The other was to use wall functions that take roughness into account.

Section 4.5 then showed the discretisation schemes used. For the divergence terms in the governing
equations, flux limiters can be needed to suppress oscillations in the solution. The fluid properties
were tabulated for a set of pressure and temperature data points. Tables were created with a density
difference of approximately 0.25 kg/m3 between two neighbouring data points. A custom library was
written and implemented in OpenFOAM to interpolate these fluid properties.
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VALIDATION

This chapter shows the validation of the numerical method that was laid out in the previous chap-
ter. First, the CFD method will be compared to another CFD method in an isolated manner (without
coupling to a solid domain). The flow of supercritical methane in a straight, asymmetrically heated
channel is analysed and compared in section 5.1. Then a coupled conjugate heat transfer analysis with
both a fluid and a solid domain is compared to a similar numerical analysis in section 5.2. Finally, the
results of the solver are compared to experimental data in section 5.3 to complete the validation of the
developed method.

5.1. NUMERICAL ANALYSIS OF HEATED METHANE

The first validation case is the numerical analysis of supercritical methane in a straight channel carried
out by Pizzarelli et al. [43]. In this case, the flow of methane through a straight channel with rectan-
gular cross-section is considered. The channel is 0.1 mm wide, 0.8 mm high and 30 mm long. These
dimensions are intentionally smaller than the expected geometry of a rocket engine cooling channel
in order to decrease the required computational resources [43]. Methane is at supercritical pressure
in the complete channel. It enters at subcritical temperature and is heated to the pseudo-critical tem-
perature in the channel.

Methane enters the channel at a temperature of 130 K and a total pressure of 90 bar. The static pressure
at the exit plane is 70 bar. The top wall is cold with its temperature is set to 130 K, while the bottom wall
has a temperature of 600 K. The side wall goes linearly from 600 K to 130 K along its 0.8 mm height.
The Spalart-Allmaras turbulence model was used by Pizzarelli et al, so it was also adopted here.

Calculations were carried out for three grids, with one grid representing half of the channel due to
symmetry along the vertical axis. The three grids were a coarse grid with 8 × 5 × 15 cells (in directions
length × half-width × height), a medium grid with 16 × 10 × 30 cells and a fine grid with 32 × 20 × 60
cells. The number of cells in each direction is doubled when increasing the fineness of the grid. The
reason for this is twofold. First, it facilitates mapping of the solution from a coarser grid to a finer grid
(to reduce computation time). Secondly, it makes it possible to carry out a grid independence study,
as will be discussed later.

5.1.1. EFFECT OF FLUX LIMITER

In section 4.5, the use of flux limiters was discussed. This is a suitable location to discuss the perfor-
mance of the different flux limiters and select one of them. The medium grid was used to evaluate
the performance of the various flux limiters. This grid was chosen as a compromise between accu-
racy and computation time. For comparison, the performance without flux limiters, i.e. with a central
discretisation scheme was also measured.

Figure 5.1 shows the residuals of the pressure equation as a measure of convergence. In most cases
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this equation was the dominant one for convergence of the solution, having the highest residuals and
needing the most inner iterations. The first 1000 iterations are shown. Although the simulations were
performed for longer, the residuals did not become smaller for any of the cases.
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Figure 5.1: Pressure convergence on medium grid with different limiters

The minmod and van Leer limiters yielded exactly the same results in this case. The residuals are
therefore also the same, with a reduction of approximately 10−3. The SuperBee limiter has the highest
iteration error, at a similar level as the linear differencing scheme without flux limiter. Clearly van Leer
and minmod are superior choices with regards to convergence.

This trend is to be expected, the SuperBee limiter is less dissipative than the van Leer and minmod
limiters. It is however peculiar that van Leer and minmod offer exactly the same results, because the
implementation of the flux limiters is different, see section 4.5.

All limiters are successful in suppressing the oscillations caused by the linear interpolation at high
gradients. Figure 5.2 shows the bulk temperature along the channel after the last outer iteration for all
four cases. While the linear interpolation causes an oscillatory solution of the temperature, the other
three lines almost coincide.
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Figure 5.2: Temperatures obtained on medium grid with different limiters

The differences between the limiters are very small in this case. In other test cases, Sweby found that
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the minmod limiter was more diffusive than the van Leer limiter [102]. Sweby has recommended the
van Leer limiter as both reliable and accurate. This, combined with the relatively good convergence
shown above, led to the selection of the van Leer limiter for the work in this thesis.

5.1.2. EFFECT OF BOUNDARY CELL SIZE

During the course of the validation activities, it was realised that there is a variable with an enormous
effect on the results, one that may not be immediately obvious.

The flow behaviour of supercritical methane through the channel is dominated by the heat transfer
into the fluid. This is not only the main parameter of interest, it also influences all other flow prop-
erties. If the temperature changes, this affects the density and velocity as well as the thermodynamic
properties such as thermal conductivity and heat capacity. Because of the simple geometry and pres-
sure boundary conditions, the flow is almost completely dependent on the heat transfer.

The heat flux into the fluid is calculated from the turbulent thermal conductivity and the temperature
gradient between the hot wall and the first fluid volume. This is a problem because there is only a
linear relation between wall distance and temperature very close to the wall. The accuracy of the heat
transfer (and thus of the complete flow description) is highly dependent on the distance between the
wall and the first fluid element.

Consider a generic boundary layer of a flow in x-direction, with a wall located at y = 0. The velocity
in x-direction is given by u. The distance y to the wall can be made into the dimensionless parameter
y+ with the use of eq. 5.1 [89].

y+ = y

√
ρ

µ

∂u

∂y
(5.1)

The velocity can also be made dimensionless with equation eq. 5.2. In the viscous sublayer (y+ É 5),
the relation between the dimensionless wall distance and the dimensionless velocity can be approx-
imated as a linear function, such that u+ ≈ y+ [89]. Thus, for good approximation of the boundary
layer, one computation node should be located at y+ É 5. Often, having a node at y+ ≈ 1 is advised for
optimal accuracy [88].

u+ = u

√
ρ

µ ∂u
∂y

(5.2)

For the temperature, a similar relation can be derived. T + is the dimensionless temperature, defined
by eq. 5.3. Close to the wall, there is again an approximately linear relation: eq. 5.4. The region of
validity for this relation depends on the Prandtl number Pr.

T + = Tw −T

qw
cp

√
ρµ

∂u

∂y
(5.3)

y+ ≈ PrT + (5.4)

At high temperatures, supercritical methane exhibits gas-like behaviour, with a Prandtl number of ap-
proximately 0.7. Kader collected experimental data for the variation of the dimensionless temperature
with dimensionless wall distance. Figure 5.3 shows this variation for a gas with Pr = 0.7.

Kader also gave a relation to calculate the extent of the linear region for dimensionless temperature.
Using this relation, we find that this region extends up to y+ ≈ 3.7 for Pr = 0.7. At lower fluid tempera-
tures, the Prandtl number is higher and the region of validity of eq. 5.4 is larger.

Thus, we have found a constraint on the cell size for accurate heat transfer modelling. The dimen-
sionless wall distance y+ should be at most 3.7. The value of y+ can easily be calculated from the flow
field using eq. 5.1. For more details on the derivation of the equations presented above, the reader is
referred to White [89].
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Figure 5.3: Experimental data on temperature profile in boundary layer at Pr = 0.7 [103]. Note that θ+ is equivalent to T+

Now we will see in practice how the heat transfer varies when the grid is refined near the boundary
layer. Five test grids were defined, each with 15 × 15 × 30 cells. Even though the number of cells was
equal for each grid, the refinement of the cells towards the walls differed. After performing the CFD
simulations, the maximum and average y+ on the relevant walls was calculated for each grid. These
values are shown in table 5.1.

Table 5.1: Calculated values for y+ for the different test grids

Bottom wall Side wall
Grid y [µm] Max y+ Mean y+ y [µm] Max y+ Mean y+

Very coarse in BL 1.7 16.4 9.8 0.52 18.2 6.7
Coarse in BL 0.99 11.3 5.7 0.31 12.6 3.7
Medium in BL 0.56 7.1 3.0 0.18 7.9 1.9
Fine in BL 0.32 4.0 1.5 0.10 4.6 1.0
Very fine in BL 0.17 2.1 0.8 0.056 2.5 0.5

The two grids that were coarsest in the boundary layer (BL) have almost no points in the region where
eq. 5.4 is valid. Therefore, it is expected that these grids will generate an erroneous solutions. The
other three grids all have most of their points within the region of validity (the average y+ is below
3.7). Therefore, it is expected that the results of these grids will be close. Still, some differences could
be expected as the maximum y+ for the medium grid is still outside the linear region.

Figure 5.4 shows that the reasoning above was correct. The grids without a cell in the linear region
have a substantial error in the heat flux. The maximum difference with respect to the very fine grid is
23.8% for the very coarse grid and 13.5% for the coarse grid. The grid with medium refinement in the
boundary layer has a much lower maximum discrepancy of 2.0%, while that of the fine grid is 1.9%.
The differences are largest near the exit of the channel. At this location, the highest temperatures
are encountered. This results in an increased viscosity and higher y+ value for the same refinement.
Simultaneously, the Prandtl number decreases and the region of validity shrinks. For these reasons, it
is to be expected that the channel exit is the critical region for boundary layer grid refinement.

It should be cautioned that refining the grid near the walls inevitably sacrifices accuracy in the center
of the domain. In light of this, a y+ near those obtained with the medium or fine grid (i.e. maximum
y+ near 3.7, at the edge of the validity region) is probably optimal for global accuracy of the solution if
the number of cells is restricted.

Note that fig. 5.4 shows the average normalized heat flux along the channel for each test grid. The
heat transfer is divided only by the bottom area of the channel (not including the side wall area) to be
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Figure 5.4: Comparison of normalised heat flux for different boundary layer refinements

consistent with the evaluation of heat flux in a rocket engine. In a rocket engine, the heat flux at the
combustion chamber is calculated based on the surface area of the combustion chamber. This surface
area is again in contact with the cooling channels. Therefore we only use the area of the channel that
would be in contact with the combustion chamber to normalize the heat flux.

5.1.3. COMPARISON WITH REFERENCE DATA

The performance of limiters and the effect of refining the grid in the boundary layer have been exam-
ined. Using the conclusions from these investigations, solutions are now calculated and compared to
the results found by Pizzarelli et al. [43]. Their results were obtained on a mesh with 30 × 20 × 60 cells,
very similar to the current 32 × 20 × 60 OpenFOAM mesh.

This section starts with a qualitative, global comparison of both solutions. The value of several fluid
properties will be shown along cross-sections of the channel. The results from the current analysis
are shown on the left and can be compared to the results from Pizzarelli et al. on the right. Cross-
sectional slices were taken at the inlet, at consecutive intervals of 6 mm and at the exit. Although the
colour scales to not agree perfectly, the contour lines are for the same values in both the reference data
and the current data.

The first variable to be compared is the most obvious one to check in a heat transfer problem: temper-
ature. Figure 5.5 shows coloured contour plots of the temperature on six cross-sections of the channel.
Both solutions are very similar. The temperature starts of at a uniformly low value and develops a strat-
ified profile with hotter layers near the bottom and cooler layers near the top. The contour shapes and
positions of both solutions match very well.

The density is a function of temperature and pressure. In this straight channel, the pressure varia-
tions along a cross-section are negligible. Therefore, the density profile in a single section is a direct
consequence of the temperature profile. The comparison of current and reference data for density is
shown in fig. 5.6. High density flow is found at the channel inlet and near the cold top; as the methane
heats up its density drops. Because the flow is supercritical there is no abrupt phase change from liq-
uid to gaseous. Nonetheless, the hot fluid behaves gas-like while the cold fluid behaves more like a
liquid.

The differences between the density at the symmetry axis and the wall are well reproduced. For exam-
ple, in the fourth section of fig. 5.6a, the horizontal density gradient at the top is small, then becomes
large in the middle of the channel and decreases again towards the bottom. The same trend is seen in
fig. 5.6b.

Figure 5.7 shows the streamwise velocity of the coolant. In both cases, the low density fluid near the
bottom is accelerated to a much higher velocity than the liquid-like methane near the top. Near the
end of the channel, this difference becomes especially large. As a result, the flow at the exit is highly
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(a) Temperature contours with current method (b) Temperature contours of reference case [43]

Figure 5.5: Comparison of temperature contours at various cross-section along the channel

(a) Density contours with current method (b) Density contours of reference case [43]

Figure 5.6: Comparison of density contours at various cross-section along the channel

stratified in terms of velocity. However, the velocity contours at the bottom of the channel are not at
the same locations. It seems a higher velocity is reached in the OpenFOAM simulation.

(a) Streamwise velocity contours with current
method

(b) Streamwise velocity contours of reference case [43]

Figure 5.7: Comparison of streamwise velocity contours at various cross-section along the channel
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It has repeatedly been emphasised that the variation of fluid properties in a transcritical fluid is impor-
tant to take into account. At this point, it is therefore interesting to consider one of these properties.
In fig. 5.8, the specific heat at constant pressure is visible.

Clearly, there is a large variation in cp along the channel and within a single cross-section. Unlike the
density and temperature, the specific heat does not change monotonously from the hot bottom to the
cold top. Instead, there is a zone of high cp somewhere in the centre of the channel. Simultaneously,
there is a zone of low thermal conductivity at this region. These are caused by the local extrema in
these properties at the pseudo-critical temperature. The peaks become more pronounced near the
end of the channel as the pressure drops closer to the critical pressure. This is the reason for the
maximum cp value in the ultimate cross-section.

(a) Heat capacity contours with current method (b) Heat capacity contours of reference case [43]

Figure 5.8: Comparison of heat capacity contours at various cross-section along the channel

Because the specific heat varies so drastically with temperature, these figures also show the biggest dif-
ferences. For instance, in the penultimate slice of the OpenFOAM simulation there is an extra contour
visible that is not present in the reference simulation. Nonetheless, the overall agreement remains
excellent.

We can conclude from this first comparison that qualitatively, the results match the validation case
very well. Now it is time to compare the two methods quantitatively and in more detail. To do this, we
first compare the heat flux along the bottom and side wall at the channel exit.

The heat flux along the bottom wall is shown on the left side of fig. 5.9. The heat flux along the side
wall is shown on the right side of the same figure. At the bottom wall, the maximum heat flux is 1.1%
higher than in the reference analysis. At the side wall, the differences are larger. Near 0.6 mm from
the bottom, there is a maximum positive difference of 2.7% because the kink in the heat flux is more
pronounced. Near the top side, there is a negative heat flux with a minimum of -2.9 MW/m2, while
the reference analysis found a heat flux of approximately -1.9 MW/m2.

This negative heat flux is caused by the boundary condition on temperature along the side wall. The
temperature varies linearly from 600 K at the bottom to 130 K at the top. The fluid has been heated
along the channel and due to mixing the fluid at the top is now warmer than 130 K. This results in the
small region of negative heat flux. In reality, such a situation would not occur because conduction in
the solid wall would prevent it from arising.

Figure 5.9 also shows the heat flux obtained with an enthalpy-based heat flux formulation, as opposed
to a temperature-based formulation. In chapter 4, it was argued that this enthalpy-based formulation
(used by e.g. Peeters et al. [101]) is incorrect for supercritical fluids because of the non-linearity be-
tween temperature and enthalpy. Figure 5.9 shows that the resulting difference is rather minor; only
at the kink a very small deviation is visible.

The mass-averaged temperature (eq. 5.5) found along the channel also corresponds very well with the
reference data. This is illustrated by fig. 5.10. The mass-averaged temperature from the analysis of the
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Figure 5.9: Comparison of wall heat flux at exit cross-section of channel with reference case [43]

fine grid agrees diverges slightly from the reference value up to a maximum difference of 5.7 K.

Tma = 1

ṁ

∫
ρU ·dA (5.5)
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Figure 5.10: Comparison of bulk temperature along channel with reference case [43]

To gauge the performance of a cooling channel, an interesting measure is the cooling efficiency given
by eq. 5.6. This is the heat exchanged per length of channel per mass flow. Figure 5.11 shows the
cooling efficiency in the reference as well as the current analysis.

ηc = 1

ṁ

d q̇

d x
(5.6)

From fig. 5.11 it is clear that in the largest part of the channel, both analyses predict a very similar cool-
ing efficiency. The largest difference is at the inlet, where OpenFOAM predicts a substantially higher
efficiency. The reason for this overprediction of efficiency is the relative lack of cells in streamwise
direction at the inlet. The fluid cell directly adjacent to the wall has a temperature of 130 K, leading to
a high heat flux. In reality, a boundary layer would start to form.

Figure 5.10 also shows the mass-averaged temperature profiles obtained with the medium and coarse
grid. As discussed earlier, the flow behaviour is dominated by the heat flux. For this reason, mass-
averaged temperature is a sensible parameter to use when comparing the performance of the grids.

The most surprising result from fig. 5.10 is that the solution does not approach the grid-independent
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Figure 5.11: Comparison of cooling efficiency along channel with reference case [43]

solution monotonously, as could be expected from CFD theory [88]. The coarse grid underpredicts the
mass-averaged temperature, while the medium grid overpredicts it. The coarse grid has maximum y+
values in the order of 20 and average values of around 11, which is clearly outside the linear region of
the temperature profile as discussed in section 5.1.2.

Whatever the cause, the fact that the error does not decrease monotonously thwarts any attempt to
estimate the true order of the scheme. Usually, this order can be estimated by comparing the solution
on three grids. Richardson extrapolation can then be used to estimate the grid-independent solu-
tion (a solution that is free of discretisation errors) [88]. This problem will be addressed in the next
section.

Now it is also interesting to investigate the calculation time of the solution on the different grids. All
calculations were performed in parallel on 4 Intel Xeon CPU E5-2670v2 processors with 2.5 Ghz clock
speed. (Of course this was overkill for the coarse grid, but it was done for the sake of comparison.)
Table 5.2 shows the calculation time for 3000 iterations on each grid. Convergence was reached in
each case after these iterations. Note that the values in table 5.2 do not denote the aggregated calcu-
lation time; when running on a single processor, the calculation would take approximately four times
longer.

Table 5.2: Calculation time for 3000 iterations

Grid Total time [s] Time per iteration [s] Time per iteration per cell [µs]
Coarse 95 0.032 53
Medium 852 0.284 59.2
Fine 5623 1.87 48.8

Table 5.2 shows that the calculation time increases with the number of cells, as expected. The time
per iteration per cell, however, does not increase with the amount of cells. The fine grid is faster per
iteration per cell than the coarse and medium grids. This is likely because running the code in parallel
is inefficient for grids with a small number of cells.

In a 2011 study, Pizzarelli et al. note that a CFD computation with their method takes 70 hours or for
a mesh with 36000 cells [29]. Let us assume that the 70 hours refers to the calculation time for a single
processor (or the aggregated calculation time of parallel run). Then we must compare the 70 hours
to 6.2 hours for the calculation on the fine mesh of 38400 cells in OpenFOAM, meaning their method
is 11 times slower. This is a difference in computation time of an order of magnitude! Even when
we account for differences in the processors (the Intel Xeon CPU E5-2670v2 was not even available in
2011), the current OpenFOAM method is several times faster than the in-house solver of "La Sapienza"
University of Rome.

The most likely reason for the difference in computation time is that theirs is an unsteady solver, while
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the one shown in this thesis is steady-state. Because we are primarily interested in the steady-state
behaviour, this is not a problem. The possibility to analyse transient behaviour is sacrificed for a
tenfold decrease in computation time.

5.1.4. ERROR ESTIMATION

Throughout the previous sections, the accuracy of the CFD simulation has been mentioned in some
relevant areas. Now an attempt will be made to estimate the errors in the solution on the fine grid in a
systematic way. The approach of Ferziger and Perić [88] will be followed.

The errors in a CFD solution can be divided into three types. They will be discussed in the following
order:

1. Iteration errors
2. Discretisation errors
3. Modelling errors

ITERATION ERRORS

Iteration or convergence errors are the errors made in calculating the solution to the linear matrix
equations. That is, the iteration error is the difference between the calculated and the exact solution
of the linearised equations.

There are two common ways to see if a simulation has converged. One is to see if the residuals of
the simulation have been decreased by several orders of magnitude. The other is to use a monitoring
variable that indicates the state of the system (e.g. a force). Both methods were used in this case,
as monitoring variable the mass-averaged temperature at the channel exit was chosen. This variable
represents the integrated heat flux; if it no longer changes this indicates that the system has probably
achieved steady state.
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(b) Evolution of bulk temperature at channel exit

Figure 5.12: Convergence of simulation on fine grid

Figure 5.12 shows these indicators of convergence. Figure 5.12a demonstrates that the residuals have
fallen by several orders of magnitude by the end of the simulation. The residual of the pressure (i.e.
the momentum equation) has fallen by 4 orders of magnitude, the residual of the enthalpy (energy
equation) by 5 and the residual of ν̃ (turbulence equation) by 3 orders. According to Ferziger and
Perić, if the residuals have fallen by 3 to 4 orders of magnitude, the solution is accurate within 0.01-
0.1% [88]. Keep in mind that this accuracy only addresses the iteration error, i.e. how closely the
solution matches the exact solution of the linearised system of equations.

It is interesting to note that both the enthalpy and the ν̃ residuals start oscillating as they decrease. This
is probably caused by the variable fluid properties. When running a similar simulation with constant
fluid properties, the residuals decreased faster and without oscillation.

Figure 5.12b confirms that the simulation has converged; the bulk temperature at the outlet no longer
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changes. In fact, the maximum change in the last 100 iterations is 0.002 K.

DISCRETISATION ERRORS

Discretisation error is the error caused by the division of the domain into finite volumes. A common
way to evaluate the discretisation error is by Richardson extrapolation [88]. The same calculation is
carried out on three grids; from the results the order of convergence can be calculated. In addition,
the error as well as the grid-independent solution can be estimated.

A problem is that this method only functions if all three grids are fine enough that the error is de-
creasing monotonously. Figure 5.10 demonstrated that this requirement was not fulfilled for all three
grids.

Generating solutions on ever finer grids is not always possible, as it could require too much computa-
tional resources. In addition, it is useful to know where the discretisation errors are largest so the grid
can be refined accordingly. Another method to estimate the discretisation error should then be used,
one that only requires the calculation result on a single grids.

A method based on Taylor expansion can be used to calculate the leading truncation error term. Be-
cause the CFD method used here is second order, it estimates the solution as linear between two cell
centres. The largest error therefore occurs at regions where the second derivative of the solution is
large [88]. If the grid is orthogonal, the error (err) of a generic variable φ can be numerically estimated
with eq. 5.7 [87].

err(φ) ≈ 1

24

∣∣∣∣∆x2 ∂
2φ

∂x2 +∆y2 ∂
2φ

∂y2 +∆z2 ∂
2φ

∂z2

∣∣∣∣ (5.7)

Figure 5.13 shows the discretisation errors estimated with eq. 5.7 for a slice at the middle of the chan-
nel. The maximum errors in the density are around 0.5% (absolute error of 1.41kg/m3) and located
near the side and bottom walls (hard to see on the figure). This is in line with the expectations, there
are strong temperature and density gradients inside the thermal boundary layer. The error terms in
y and z direction, are an order of magnitude higher than in the x direction. This indicates that grid
refinement along these directions would be more beneficial than refinement along the length of the
channel.

(a) Error in density according to eq. 5.7 (b) Error in temperature according to eq. 5.7

Figure 5.13: Discretisation error estimates

The temperature error shows behaviour similar to the density error. The maximum error on the slice
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is approximately 0.35% (0.91 K). The highest error in y direction is located at the side wall, while the
maximum error in z direction is at the bottom wall, as expected. The error in the rest of the domain is
much smaller.

On the complete domain, the largest discretisation errors are found at the inlet. Here, the discreti-
sation error in x direction is the largest contributor. The maximum error in temperature is 29.2 K,
while the maximum density error is 23.5 kg/m3. These large errors are due to the development of the
thermal boundary layer. At the inlet, the temperature is still at a uniform 130 K. A thin layer of hot
methane is established in the next cells, creating large gradients. The maximum error decreases to
about 1% after five cells.

We can conclude that the average discretisation error is approximately 1%. This is the approximate
error at the wall in most of the domain, which defines the heat transfer rate. From the location of
maximum errors, two conclusions can be drawn. In general, refinement of the cells along the cross-
section (y and z direction) of the channel will benefit the accuracy the most. However, near the inlet
a grid that is refined in the x-direction is more important.

Another part of discretisation error is due to the use of look-up tables for the fluid properties instead
of calculating them using the actual equations. In chapter 2, it was shown that this error is below
0.015%. The discretisation errors of the fluid properties do not have a substantial effect on the error of
the simulation.

MODELLING ERRORS

The modelling errors are probably the largest errors present in the simulation. The Navier-Stokes
equations are thought to accurately model continuum fluids. RANS turbulence models on the other
hand, are engineering models that are used to estimate the average effect of turbulence on the flow
behaviour.

To make matters worse, the solution to this heat transfer problem is highly dependent on the turbu-
lence model. Turbulent heat transfer depends on the values of κT (turbulent thermal conductivity)
and µT (turbulent viscosity). Those values are calculated by the turbulence model and in this way
directly affect the solution of the simulation. As will be shown later in this thesis, the choice of turbu-
lence model has a substantial effect on the main parameters of interest (e.g. fluid bulk temperature
and heat flux).

To quantify the modelling errors, comparison with experimental data is necessary. This will be done
in section 5.3. However, as a first demonstration fo the importance of modelling errors, a comparison
will be made between the Spalart-Allmaras turbulence model and the k-ε turbulence model. Both
analyses were performed with the same boundary conditions, on the same grid.

Figure 5.14 shows the bulk temperature obtained with the two different turbulence models. Although
the general trend is the same, the temperature difference is enormous. The exit mass-averaged tem-
perature found with the k-ε model is 274 K, 55 K higher than with the Spalart-Allmaras model. The
total heat transferred to the fluid with the k-εmodel is more than 60% higher than the Spalart-Allmaras
heat transfer!

At least one of the turbulence models results in a very large modelling error. The 60% difference
between the models is substantially larger than both the iteration error and the discretisation er-
rors.

The equations that were used to calculate the fluid properties of methane also contain model errors.
As shown in section 2.1, the errors in the density is below 0.05%. The maximum errors in thermody-
namic (h, cp ) and transport properties (µ, κ) are in the order of several percent in the critical region;
usually they are much smaller.

The modelling error caused by the turbulence model is the dominating factor for the error of the simu-
lation as a whole. For this reason, comparison with experimental data is vital. Experimental validation
will allow for the selection of a suitable turbulence model with a minimal modelling error.

In summary, the errors of the simulation that was performed are given in table 5.3. The iteration errors
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Figure 5.14: Comparison of bulk temperature along channel for k-ε and Spalart-Allmaras turbulence model

are the smallest, in the order of 0.1 to 0.01%. The discretisation errors are for the largest part of the
domain around 1%. The modelling error may be as high as 60%, as two different turbulence models
result in radically different results.

Table 5.3: Estimate of simulation errors

Iteration error ≈ 0.1-0.01%
Discretisation error ≈ 1%
Modelling error ≈ 60%

5.1.5. CONCLUSION

The aim of the first validation case was mainly to verify whether the equations were implemented cor-
rectly in OpenFOAM and whether the typical features of supercritical flow could be reproduced. From
the figures presented at the start of this section, it was clear that these features could be reproduced.
A good example was the local peak in cp , inhibiting heat transfer from the bottom layer to the top
layer.

Furthermore, the comparison of both local heat fluxes and global cooling efficiency showed excellent
agreement with the reference analysis. This demonstrates that the model as currently implemented
in OpenFOAM produces results comparable to the state of the art in supercritical fluid modelling. The
first validation case can thus be considered successful.

5.2. NUMERICAL CONJUGATE HEAT TRANSFER ANALYSIS

The second validation case is a numerical conjugate heat transfer case. In addition to CFD calculations
of the fluid, thermal transport in the surrounding solid is also modelled. This coupled fluid-solid
analysis is called conjugate heat transfer (CHT) analysis. Using such a coupled method is required to
predict the wall temperature of a regeneratively cooled rocket engine.

Before comparing the conjugate heat transfer model with experimental data in section 5.3, it is first
compared to an existing numerical CHT model. In this way, numerical errors can be estimated. The
validation case is the analysis presented in [104] by Pizzarelli et al.

The case consists of the analysis of a straight, constant rectangular cross-section channel filled with
methane. The temperature and mass flow at the inlet are prescribed; the same holds for the exit pres-
sure. The channel is 1 mm wide and 3 mm high. It is surrounded by a copper alloy that is 1 mm thick
below the channel and next to the channel. This copper block is heated from below with a uniform,
prescribed heat flux. The top and sides of this block are modelled as adiabatic. Figure 5.15 summarises
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the geometry and boundary conditions of this simulation case. The point of this case is to analyse and
quantify the cooling effect of the methane flowing through the channel on the copper wall.

Figure 5.15: Conjugate heat transfer numerical validation case [104]

Pizzarelli et al. have analysed this case using three different meshes: a coarse, medium and fine mesh.
These have the following number of cells in the fluid domain: 16 × 16 × 64, 32 × 32 × 128 and 64 ×
64 × 256. These cell numbers are in the directions length × half-base × height. The meshes are more
refined in the direction of the boundary layer. The flow symmetry is exploited by simulating only half
the domain.

Before performing this validation, it was hypothesised by the author that refinement of the mesh in
streamwise direction was more important. This hypothesis was partly the result of conversations with
CIRA engineers with experience in supercritical flow modelling. To test this hypothesis, the grids used
for this validation case were more refined in x direction than the grids by Pizzarelli et al. To reduce
computation time, there were less cells in y and z direction.

Three grids were created, all of which had a similar height of the first cell at the wall. Therefore, the
y+ values for all meshes are also similar. As was shown in section 5.1, the y+ value is of enormous
importance for the wall heat transfer. By keeping this value the same, this influence can be eliminated
and the focus of the grid refinement study is on the effect of the number of cells.

The coarse mesh has 50 × 10 × 25 cells, the medium mesh 100 × 20 × 50 and the fine mesh 200 × 40
× 100. All meshes have a slight refinement in x-direction at the inlet and outlet. Because the y+ value
at the walls is similar, the main difference between the meshes is in the growth factor, i.e. how fast the
cells become bigger away from the wall. Table 5.4 summarises the mesh refinement parameters of the
three meshes. The average y+ value for the walls in contact with the solid was approximately 0.65 for
all meshes.

Table 5.4: Mesh parameters for coarse, medium and fine mesh for CHT validation case

Bottom wall Side wall
Grid y [µm] Growth ratio y [µm] Growth ratio
Coarse 0.27 1.92 0.27 1.97
Medium 0.27 1.31 0.28 1.33
Fine 0.25 1.13 0.28 1.13

The medium and fine grids that were adopted for OpenFOAM calculations are shown in fig. 5.16a.

The meshes by Pizzarelli et al. and the OpenFOAM meshes do not have the same amount of cells
in each direction. Though the cell sizes used by Pizzarelli et al. is not known, casual observation
of fig. 5.16 shows that their grids and the ones presented here are are dissimilar in terms of refine-
ment of the fluid domain. The meshes for the solid domain are extremely similar, though these are
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(a) Medium (left) and fine (right) grids for conjugate
heat transfer OpenFOAM calculations

(b) Medium (left) and fine (right) grids for conjugate
heat transfer reference calculations [104]

Figure 5.16: Comparison of current and reference grids

not expected to affect the solution much because the heat transfer equation is such a simple linear
equation.

We will now compare the results from CHT simulations in OpenFOAM to the results published by
Pizzarelli et al. All simulations are performed with a fluid inlet temperature of 120 K and mass flow of
20 g/s. The prescribed outlet pressure is 53.4 bar, while the heat flux at the bottom wall is 11.1 MW/m2.
The thermal conductivity of the solid material is fixed at 387.6 W/m·K. First, a channel with smooth
walls will be analysed. Then the effects of wall roughness will be investigated. Finally, the influence of
the turbulent Prandtl number on the results will be examined.

5.2.1. SMOOTH WALLS

In terms of numerical modelling, performing calculations on smooth walls is easier than on rough
walls. CFD calculations do not require additional modelling for smooth walls, like they do for includ-
ing roughness effects. It will later be shown that roughness effects play a substantial role in rocket
engine cooling channels. Their inclusion will be necessary to accurately predict realistic heat transfer
rates, but when comparing numerical models it is possible to disregard them at first.

Recall that the purpose of the conjugate heat transfer model is to analyse the cooling effect of methane
on the surrounding solid. In addition, CHT provides the possibility to calculate the wall temperature.
The wall temperature depends on the cooling effect and is an important measure in rocket engine
cooling design. Because it is such an important metric, we will use it to compare the results of the
OpenFOAM calculations to the reference calculations.

Figure 5.17 shows the wall temperature along the channel obtained with the three meshes and com-
pares them to the reference results. These wall temperatures were obtained at the bottom of the solid
domain along the centerline and represent the maximum temperature in the solid.

All wall temperature profiles in fig. 5.17 show a clear peak, indicating that heat transfer deterioration
is taking place. In a regular, non-supercritical single-phase fluid, we would not expect such a peak.
Instead a minimal wall temperature would be found at the inlet, increasing monotonically towards
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Figure 5.17: Comparison of inner wall temperature of solid along channel with reference case [104]

the outlet as the thermal boundary layer grows and the bulk temperature of the fluid increases.

Because the methane in this case is at supercritical pressure, different phenomena occur. Pizzarelli et
al. explain the heat transfer deterioration by the origination of a near-gaseous layer near the hot wall
[104]. This high temperature layer has a low density and low thermal capacity, insulating the wall and
increasing its temperature. Further along the channel, the low-density region is larger, increasing the
fluid velocity. This in turn increases the heat transfer rate and leads to heat transfer recovery [104].
These mechanisms are illustrated in fig. 5.18 and were already described in 1979 by Jackson and Hall
[26].

Figure 5.18: Heat transfer deterioration and recovery mechanisms [27]

A contributing factor is that there exists a region of both high specific heat and low thermal conductiv-
ity. Figure 5.19 shows isobaric specific heat (cp ) contours at five cross-sections along the channel. Near
the pseudo-critical temperature, the fluid has a local maximum specific heat and minimum thermal
conductivity. This means the gas-like layer near the wall is insulated from the liquid-like core of the
fluid. This phenomenon has also been described by Jackson and Hall [26]. As expected, the maximum
cp value along the channel is reached at the outlet, where the static pressure is lowest and therefore
closest to the critical point.

The result of this heat transfer deterioration is a maximum wall temperature around 180 mm from the
channel inlet. The temperature of the solid and fluid are shown at this location in fig. 5.20, both for
OpenFOAM and the reference solution. The results are similar but the solid temperature contours are
not located at the same height. OpenFOAM predicts a lower wall temperature at this location, which
was already visible in fig. 5.17. The fluid temperature contours are close to the wall; the core fluid
remains at fairly low temperature with respect to the methane near the wall.

Returning to fig. 5.17, it is clear that both the current and reference results are converging with an
increasingly fine mesh. However, the OpenFOAM results are not converging as rapidly as the refer-
ence results. The OpenFOAM results of the fine mesh almost coincide with the reference results on
the medium mesh of Pizzarelli et al. This shows the fallacy of the hypothesis stated earlier: clearly
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Figure 5.19: Specific heat contours along the channel at 60 mm, 120 mm, 180 mm, 240 mm and 300 mm

(a) Temperature contours for fluid and solid domain
at x = 180 mm in OpenFOAM

(b) Temperature contours for fluid and solid domain
at x = 180 mm for reference solution [104]

Figure 5.20: Comparison of temperature contours of OpenFOAM and reference calculations

the number of cells in y and z direction (i.e. perpendicular to the streamwise direction) is most im-
portant to obtain grid-independent results, more important than the number of cells in streamwise
direction.

The maximum wall temperature increases from 707 K on the coarse mesh to 772 K on the medium
mesh to 805 K on the fine mesh. According to Richardson extrapolation, a further increase of approx-
imately 33 K could be expected for a fully grid-independent solution. This is relatively consistent with
the results obtained by Pizzarelli et al. The peak wall temperature value found by Pizzarelli et al. is
842 K, 37 K higher than the maximum value predicted by OpenFOAM.

The pressure drop along the channel is not nearly as sensitive to the adopted mesh. For the coarse
mesh, a total pressure drop of 3.14 bar was found. This drop decreases to 3.05 bar for the medium
mesh and 3.02 bar for the fine mesh. Pizzarelli et al. reported a total pressure drop of 2.8 bar for the
case with smooth walls.

To further investigate the results, it is instructive to look at the bulk temperature along the chan-
nel. At this moment, it is important to note that the bulk temperature is not equal to the mass flow-
averaged temperature found with eq. 5.5. Instead, the bulk temperature is the temperature at which
the fluid would be if it remained at the same pressure, but all thermal energy would be equally dis-
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tributed.

Since temperature and enthalpy are not linearly related in supercritical flows, the bulk temperature is
not necessarily the same as the mass flow-averaged temperature. To find the bulk temperature, one
must take the mass flow-averaged enthalpy of the fluid and find the corresponding temperature using
the thermodynamic models of chapter 2.
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Figure 5.21: Comparison of methane bulk temperature and corresponding specific heat along channel with reference case
[104]

Figure 5.21 shows the bulk temperature found in this manner for both the OpenFOAM and the refer-
ence analysis. In addition, it shows the specific heat at this bulk temperature. The bulk temperature
agrees marvellously with the reference results; the curves are close to identical.

The specific heat values deviate around the pseudo-critical temperature. This is because Pizzarelli
et al. use a different model for the thermodynamic properties, giving different results around this
pseudo-critical temperature. Here it should be emphasized that fig. 5.21 does not show the bulk spe-
cific heat, but rather the specific heat corresponding to the bulk temperature. The deviation in specific
heat only influences those few cells that are around the pseudo-critical temperature and not the ma-
jority of cells that are relatively far away from this temperature.

It was further checked if the total enthalpy exchanged was consistent for the complete simulation. The
total heat impressed at the hot part of the solid domain is 4995 W. At convergence, the heat flux from
the solid domain into the fluid domain was 4994.8 W, while the reverse heat flux was 4994.99 W. These
values show that the heat exchanged is consistent, although small errors are present. The difference
between enthalpy inflow and enthalpy outflow is 4971.52 W. The remainder of the energy is converted
to kinetic energy; the fluid is moving at higher velocities at the outlet than at the inlet.

In conclusion, we can say that the software performs well for this conjugate heat transfer problem. The
bulk temperature predicted by OpenFOAM is almost exactly the same as that predicted by Pizzarelli et
al. Checks on the conservation of energy show that all heat is transferred towards the fluid, as expected
in a steady state analysis. Unfortunately, a poor choice of grid resulted in poor grid convergence. A
grid-independent solution has not been found, but Richardson extrapolation of the current solutions
predict a maximum wall temperature in line with that predicted by Pizzarelli et al.

5.2.2. INFLUENCE OF ROUGHNESS

As discussed in chapter 4, the wall roughness of the channel influences both skin friction and heat
transfer at the wall. This in turn affects the wall temperature and pressure drop, two important design
parameters for the cooling system. Therefore, the influence of wall roughness is now investigated.
The implemented roughness model is one proposed by Aupoix and Spalart [97] and referred to as the
"Boeing extension" in their paper. Pizzarelli in personal communication affirmed that they also used
this model for the roughness modelling with Spalart-Allmaras.
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First, the same case is run again, but now with a wall roughness height of 4.5 µm. Figure 5.22 shows
the wall temperatures obtained with the three meshes as compared to those published by Pizzarelli et
al. Unlike in the smooth wall case, OpenFOAM now overpredicts the wall temperature. The solutions
found by OpenFOAM seem to converge on an even higher maximum wall temperature.
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Figure 5.22: Comparison of inner wall temperature of solid along rough-walled channel with reference case [104]

To discover what is happening, it is interesting to look at the variation of fluid properties along the
centreline of the channel at 150 mm in fig. 5.23. Figure 5.23a shows the temperature profile close to
the bottom wall (the first 0.1 mm). It is clear that for all grids displayed, there are sufficient grid points
to have a proper solution. The fine grid has several grid points inside the viscous sublayer with linear
temperature distribution, assuring a correct heat flux is calculated. In addition, the grid points are
concentrated in the region of the highest gradient: near the wall.
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Figure 5.23: Temperature and specific heat profiles for rough wall on three grids

Figure 5.23b shows the variation of cp along the same centerline, from the bottom to a height of
0.5 mm. Here we have a different situation: though the grid points are still concentrated near the
wall, the highest gradients are found roughly at a distance between 0.1 and 0.2 mm from the wall. It
should be emphasized that this distance is not fixed; the cp profile will look different depending on
the location along the channel because the maximum cp depends on the temperature. The coarse and
medium grids do not have enough data points to represent the solution of the fine grid. Even on the
fine mesh, more grid points in this region will likely change the solution for specific heat.

As discussed earlier, the high specific heat layer forms an insulating layer between the low density
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flow at the wall and the high density core. It plays an important role in the heat transfer deterioration
phenomenon. To predict this phenomenon accurately, therefore, it is required to have sufficient cells
in the region of high cp . This can be obtained by having a low growth ratio in the mesh, i.e. the ratio
between the sizes of two subsequent cells.

In other words, we have found another constraint on the mesh. In the previous validation case, it was
shown that the y+ value should be below 3.7 to obtain correct results. We have now shown through
fig. 5.23b that the growth ratio of the cells in the boundary layer should also be sufficiently small to
capture the peak in cp . Unfortunately, a general rule on the required growth ratio cannot be given
since the location of the cp peak varies.

Another possible reason for the discrepancy between the OpenFOAM solution and the one performed
by Pizzarelli et al. is the fluid property model. The GERG-2004 model used in this thesis results in
markedly higher cp values around the pseudo-critical point, as evidenced by fig. 2.3 and fig. 5.21. This
increased value of specific heat would result in a stronger insulating effect and therefore more severe
heat transfer deterioration. This would explain the higher wall temperatures found in fig. 5.22.

Kunz et al. claim their GERG-2004 model predicts thermodynamic variables like cp with increased
accuracy with respect to older models [25] like the one used by Pizzarelli et al. This would mean
results obtained on a sufficiently fine mesh with the current fluid property model, are more accurate
than the ones obtained by Pizzarelli et al. In any case, this demonstrates again the need for extremely
accurate property models if heat transfer in supercritical fluids is to be analysed.

We can say that the difference in thermodynamic models would increase the effect of heat transfer
deterioration because of the higher peak in cp . A coarse mesh, on the other hand, would decrease
the effect of heat transfer deterioration, because there would be a lower peak in cp , see fig. 5.23b. It is
therefore likely that the higher wall temperatures found in fig. 5.22 can be attributed to the difference
in thermodynamic property model. The lower wall temperatures on smooth walls (see fig. 5.17) are
on the other hand likely the product of insufficient mesh resolution.

The pressure drop values found with OpenFOAM are listed in table 5.5. The pressure drop is not very
sensitive to the mesh, decreasing only very modestly as the mesh is refined. The pressure drop is close
to the one found by Pizzarelli et al, but not identical. The effect of roughness is clear: the pressure
drop increases by 0.54 bar going from a smooth wall to one with 4.5 µm roughness height.

Table 5.5: Total pressure drop (in bar) obtained from OpenFOAM and by Pizzarelli et al.

Smooth wall Rough wall
Grid OF Ref. [104] OF Ref. [104]
Coarse 3.14 - 3.62 -
Medium 3.05 - 3.59 3.5
Fine 3.02 2.8 3.56 -

To further investigate the influence of roughness, another simulation was performed with a roughness
height of 10µm. Figure 5.24 shows the wall temperature found on the fine mesh for all three roughness
values.

Increased wall roughness leads to reduced wall temperatures as the heat transfer is increased. The
increased turbulence at the wall leads directly to a higher heat transfer. This keeps the wall cooler
than in the smooth case. In addition, the increased turbulent mixing makes it easier to overcome the
insulating layer of low thermal conductivity and high specific heat.

Even at the moderate roughness height of 10 µm, the heat transfer deterioration phenomenon almost
disappears completely; the wall temperature increases nearly monotonously. Although the maximum
temperature is reduced from 805 K to 412 K, the pressure drop increases only by 2.23 bar to 5.25 bar. A
doubling of the pressure drop is a very reasonable price to pay for bringing the temperature down by
almost 400 K. This suggests that having a rocket engine cooling channel with sufficient wall roughness
will be able to prevent heat transfer deterioration as well.
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Figure 5.24: Comparison of inner wall temperature for different roughness values

5.2.3. INFLUENCE OF TURBULENT PRANDTL NUMBER

Another variable in the CFD code that has a substantial influence on the results is the turbulent Prandtl
number. As stated in chapter 4, the turbulent Prandtl number was set to 0.9 in the simulations in this
thesis, a decision based on literature.

By changing the turbulent Prandtl number, the relative influence of turbulence on momentum diffu-
sion (through µT ) and on thermal diffusion (through κT ) can be set. Thus, if both the wall roughness
and Prandtl number are tuned, it will almost always be possible to match a simulation to experimental
results. Although this tuning approach will not be followed in this thesis, it is instructive to show the
influence of a change in the turbulent Prandtl number.
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Figure 5.25: Comparison of inner wall temperature for different turbulent Prandtl number values

Figure 5.25 shows the wall temperature profile for three analyses with Prandtl number 0.8, 0.9 and
1.0. As expected, if the Prandtl number is increased, the wall temperature increases as well. A higher
Prandtl number means a lower κT and therefore lower heat transfer rates. This increases the wall
temperature.

The influence is rather substantial. The maximum wall temperature for a turbulent Prandtl number
of 1 equals 911 K, decreasing to 805 K if PrT is 0.9 and to 686 K for a turbulent Prandtl number of
0.8. In fact, the influence on wall temperature seems similar to the influence of roughness shown in
fig. 5.24.

As discussed earlier, however, the influence is mostly limited to the heat transfer. The impact on pres-
sure drop is much smaller: 2.96 bar for PrT = 1.0, 3.02 for a turbulent Prandtl number of 0.9 and
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2.89 bar for PrT equal to 0.8. Remarkably the largest pressure drop is found for PrT of 0.9.

5.2.4. CONCLUSIONS OF NUMERICAL CHT VALIDATION

The OpenFOAM method was extended to conjugate heat transfer problems. This second validation
case was intended to show that the CHT method can indeed be used to successfully predict conditions
in the solid domain surrounding the methane coolant. Most importantly, conjugate heat transfer al-
lows the prediction of wall temperatures.

In general, we can say that this goal has been achieved. OpenFOAM predicts similar wall temperatures
to the reference analysis and shows the same trends. Thermal energy is correctly transferred across
the boundary between the fluid and solid domain. This results in a bulk temperature that is equal to
the one found by Pizzarelli et al.

However, the wall temperatures solutions were not exactly the same as the reference solutions. Two
reasons can be given for this discrepancy. First, the mesh was not identical. It was hypothesised
that refinement in streamwise direction was more important than refinement of the cross-section.
This hypothesis turned out to be wrong; grid convergence was not accelerated with more cells in x
direction. In addition, it was shown that refinement of the mesh at the location of maximum cp is
important to correctly predict heat transfer deterioration. This requires a low growth ratio of the cells
near the wall – which combined with the required y+ at the wall means a high number of cells is
required.

The second reason the results did not match perfectly with the reference analysis was that different
thermodynamic models were used. In particular, the predicted specific heat values near the pseudo-
critical temperature in the GERG-2004 model are markedly higher than the ones given by Pizzarelli et
al. This results in a stronger heat transfer deterioration effect for the case of the rough wall.

The effect of roughness on skin friction and heat transfer is strong. For a roughness height of 10 µm,
the heat deterioration phenomenon all but disappears. Through the increased turbulence, the heat
transfer inside the fluid is able to overcome the insulating layer of low thermal conductivity and high
specific heat. This suggests that heat transfer deterioration will not occur inside rocket engines with
realistic roughness values. The increased heat transfer due to roughness is paid for with an increase
in the pressure drop; with a roughness height of 10 µm it is 74% higher than for a smooth wall.

The turbulent Prandtl number is a modelling constant that influences the heat transfer in CFD simu-
lations. Literature showed that several researchers use a value of 0.9 for methane, but this value is not
written in stone. The effect of increasing turbulent Prandtl number is an increase in the wall temper-
ature. The pressure drop almost does not change with varying turbulent Prandtl number.

5.3. EXPERIMENTAL DATA

In the last validation case, we finally check whether the developed model agrees with reality. The
previous validation cases only compared two numerical models. Now, the results from OpenFOAM
simulations will be compared to test data from an experiment on supercritical methane cooling [78].
This experiment was performed by the Italian Aerospace Research Center CIRA at Purdue University
in the United States.

The Methane Thermal Properties (MTP) experiment consisted of a Glidcop (copper alloy) test article
with a 1 mm × 3 mm channel through which methane was pumped, see fig. 5.26. This test article was
designed by CIRA specifically for this experiment. The bottom of the article was heated to simulate an
asymmetrically heated rocket engine cooling channel. A detailed description of the experimental test
campaign is given in [78].

In the experiments, methane was pumped through the channel at a fixed mass flow that was measured
with a flow meter. Electrical resistance heaters in the bottom of the test article could be switched
on to provide a heat source. The heating power was measured from the electrical power provided
to the heaters. At the inlet and outlet, static pressure and temperature of the fluid were measured.
Furthermore, thermocouples were located on the top of and embedded inside the copper alloy at
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Figure 5.26: MTP experimental article [78]. Figure courtesy of CIRA ScpA.

various locations along the channel to measure the temperature of the solid.

The interfaces at the inlet and outlet of the fluid channel are quite complex; they connect round pipes
to the rectangular channels (see fig. 5.26) and have additional geometric details inside. Because of
time and compatibility constraints, these were not modelled in this work. Instead, only the straight
channel was modelled in OpenFOAM. This is comparatively a much simpler geometry. The resulting
case geometry is similar to fig. 5.27 – the figure is taken from Pizzarelli et al, who have also attempted
to validate their CFD method using the MTP data [31]. Glidcop was modelled with a constant thermal
conductivity of 345 W/m·K, as discussed in section 2.2.

Figure 5.27: Geometry and case setup of MTP in CFD [31]

For the previous, numerical validation cases, the Spalart-Allmaras turbulence model has been used
extensively. To model roughness, a boundary layer integration (BLI) approach developed by Aupoix
has been used. This was because the reference results were generated with the same Spalart-Allmaras
model.

However, in section 5.1, it was also demonstrated that the turbulence model choice can have an im-
portant influence on the results of a heat transfer analysis. This is corroborated by several studies in
the field of nuclear engineering: especially for supercritical fluids large differences between turbu-
lence models should be expected [105–108].

This experimental validation will therefore also be used to compare different turbulence models to
each other and to the experimental data. The k-ω SST and standard k-ε models will be used in addi-
tion to the Spalart-Allmaras model.

Furthermore, instead of fully integrating the boundary layer, the wall function approach will also be
tested. Wall functions have the potential to vastly reduce the necessary computation time because the
requirement for wall refinement of the mesh is so relaxed.
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Figure 5.28: Cold flow pressure drop comparison. Experimental results and FLUENT analysis are courtesy of CIRA ScpA.

The four approaches to deal with turbulence and roughness that will be tested are:

• Spalart-Allmaras with boundary layer integration (S-A BLI)
• k-ω Shear Stress Transport with boundary layer integration (k-ω BLI)
• k-ω Shear Stress Transport with wall functions (k-ω WF)
• Standard k-ε with wall functions (k-ε WF)

The relevant equations for all of these approaches are described in chapter 4.

In cooperation with CIRA, several MTP test conditions were simulated in OpenFOAM. Section 5.3.1
shows a cold flow test that was rebuilt. After this, section 5.3.2 shows the validation of the developed
model using two hot flow test conditions. Finally, in section 5.3.3 the effect of inlet turbulence on the
results is discussed.

5.3.1. COLD FLOW TEST

The cold flow test (designated by CIRA as test condition 43 or TC43) consisted of an experimental
run with the heaters switched off. As such, the cold methane flows through the channel at nearly
constant temperature. This test is important to characterise the pressure drop through the channel.
The pressure drop depends on the wall roughness. By varying the roughness height of the wall until
the correct pressure drop is found, the empirical roughness height is found.

Earlier, it was shown that the wall roughness height also has a substantial effect on the heat trans-
fer rate to the fluid. By determining the roughness height of the wall from the cold flow test pressure
drop, the chosen value is no longer derived from heat transfer. The cold flow pressure drop is very pre-
dictable as many phenomena found in the heated supercritical flow are eliminated. For this reason, it
is suitable to determine the correct value of the roughness height.

This approach eliminates the wall roughness as a "calibration factor" for the heat transfer rate, an
approach that was chosen by Pizzarelli et al. [31]. Tuning the wall roughness to the heat transfer rate
without considering pressure drop is problematic. It is possible that the wall roughness is used simply
as a calibration factor to compensate for various modelling errors. This is likely to result in erroneous
pressure drop predictions.

CIRA determined from Fluent CFD analyses of the cold flow tests that the wall roughness was 14.5µm.
Figure 5.28 shows the experimental pressure values as well as the results obtained by CIRA with Fluent
for the cold flow case (TC43). This analysis also considers the inlet and outlet interfaces. The pressure
is well predicted; a pressure drop of 7.70 bar for Fluent versus 7.89 bar measured or a difference of
2.5%.

Lacking the inlet and outlet interfaces, the OpenFOAM simulations are difficult to relate to the experi-
mental pressure values. Since the Fluent analysis corresponds so well to the experimental data, it can
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be used as a benchmark for the pressure drop inside the channel. The pressure value at the end of the
straight part obtained in Fluent is applied as a boundary condition in OpenFOAM. The pressure at the
inlet of the straight channel can then be compared. Note that the solid domain was not simulated for
these cases; the fluid domain was simulated with adiabatic temperature conditions.

Figure 5.28 shows excellent agreement between the pressure drop inside the straight channel for the
models with wall functions (WF). The k-ε model predicts the highest pressure drop, 0.18 bar higher
than Fluent. Notice that this difference makes the pressure of k-ε closer to the experimental value.
The k-ω model with wall functions yields a pressure drop of 0.13 bar higher than Fluent.

The models that fully integrate the boundary layer predict a lower pressure drop inside the channel.
The k-ω model with full boundary layer integration (BLI) yields a pressure drop of 0.94 bar smaller
than Fluent. The difference between the reference and Spalart-Allmaras is 1.03 bar. Clearly, the pres-
sure drop is not well predicted by these models for the wall roughness height of 14.5 µm. In fact, a
1 bar difference means there is a discrepancy in pressure drop of almost 14%.

One could try to change the wall roughness height for these models in order to obtain a better match
to the experimental pressure drop. Nonetheless, the current value does yield good results for heat
transfer, as will be shown later. Moreover, previous researchers have already pointed out that these
models fail to predict the influence of roughness on heat transfer and skin friction simultaneously, see
section 4.4.

5.3.2. HOT FLOW TESTS

Having proven that the cold flow tests can be reasonably replicated with the current roughness height,
at least for the wall function approaches, we can continue with hot flow tests. Two experimental con-
ditions were replicated. More would have been favourable to prove the validity of the software for
different conditions. Due to the limited time spent by the author at CIRA, only these two cases were
selected, however.

In addition, it would be better if the experiments were performed at pressures closer to the critical
pressure, where the fluid property variations are larger. It is expected that at such conditions, the
deviations between the CFD model and experimental data would be larger. Heat transfer deterioration
may be present at such pressures, an important phenomenon to study. However, no such experiments
have been performed for methane to date.

Again the inlet and outlet interfaces were not simulated so the boundary condition on outlet pressure
was taken from the value in Fluent. The inlet temperature, mass flow and input power boundary
conditions were all taken directly from the experimentally measured values. The boundary conditions
for test conditions 24 and 26 are given in table 5.6. The major difference between the two is the outlet
pressure. The remaining boundary conditions were equal for both cases: adiabatic outer walls for the
solid domain and 2% turbulence at the inlet of the fluid domain.

Table 5.6: Boundary conditions for experimental conditions replicated with OpenFOAM

Test poutlet [bar] Tinlet [K] ṁ [g/s] Power [W]
TC24 102.40 137.1 20.87 10749
TC26 119.84 140.8 20.57 11058

The symmetry of the problem was exploited by simulating only half of the channel in each case. Two
different meshes were used for the fluid domain; one for the wall function approach and one for the
boundary layer integration approach. When using wall functions, the y+ value should be around
30.

A mesh of 350 × 10 × 30 cells in length × half-base × height was chosen for the wall function approach.
The first cell from the wall is at a distance of approximately 5·10−5 m for all walls.

For the boundary layer integration approach, a substantially denser and more refined mesh is needed
in the boundary layer. The increased computational resources needed for this lead to a compromise
in the number of cells in the streamwise direction. A fluid mesh of 200 × 40 × 100 cells was finally
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designed. This mesh has a first cell at approximately 5·10−7 m with a growth factor of 1.12 in both y
and z directions.

(a) Cross-section of mesh for wall function (left) and
boundary layer integration (right) approaches. The
outer regions belong to the solid domain, the inner

core is the fluid domain.

(b) Detail of the fluid domain mesh for the wall
function approach at the inlet, showing refinement in

x-direction towards the inlet.

Figure 5.29: Mesh for experimental validation cases

The solid domain is very similar for both meshes. The distribution of cells in a cross-section is exactly
the same, with 1152 cells each. The number of cells in x direction equal for the fluid and solid domain.
The curved edge of the domain was obtained from CIRA and conforms to shape of the test article that
was used in the experiments. It is cut off at a distance of approximately 6 mm below the channel,
because this was the limit of the shape obtained from CIRA. Figure 5.29a shows a cross-section of the
resulting meshes.

In the streamwise direction, both meshes are refined near the inlet and outlet. This is to avoid high
discretisation errors in this zone. Such errors were encountered in section 5.1 and can be avoided
using this refinement. Figure 5.29b shows a detail of the mesh that displays this refinement.

TEST CONDITION 24

Figure 5.30 shows the experimentally measured pressure values, the Fluent result obtained by CIRA
and the pressure curves for all four OpenFOAM approaches. Instead of the straight line obtained
earlier, this figure shows that the pressure drop increases towards the outlet of the channel. This can
be explained by the effect of heating: as the fluid density drops, the velocity increases. Since pressure
drop is proportional to the square of velocity, it will increase if the density drops.

The k-ω wall function approach conforms best to the Fluent analysis and the experimental pressure.
The results from Spalart-Allmaras and k-ε are almost identical with a pressure loss that is 0.28 bar or
3.2% smaller. The k-ω approach with boundary layer integration once again performs worst in terms
of pressure drop, with a dicrepancy of 20% with respect to the reference analysis. The actual pressure
loss measured in the test is 0.47 bar higher than the one found with Fluent. All methods including the
reference analysis therefore underestimate the pressure drop.

The comparison of the temperature found with the conjugate heat transfer analysis to the embedded
thermocouple data is shown in fig. 5.31. An uncertainty of 10 K for the thermocouple data is assumed,
as was done by Pizzarelli et al. in their validation [31]. The most important uncertainties are due
to the uncertainty of the thermocouple itself, errors induced by the data acquisition system and the
uncertainty in the location of the thermocouple.

A fourth thermocouple was present in the experiment at approximately 240 mm from the inlet [78].
However, CIRA considered the data from this thermocouple inaccurate and unreliable. Its output has
been discarded by Pizzarelli et al. as well [31]. For these reasons, the data from this thermocouple has
been omitted here as well.
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Figure 5.30: Pressure drop comparison for TC24. Experimental results and FLUENT analysis are courtesy of CIRA ScpA.
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Figure 5.31: Comparison of temperature of embedded thermocouples at 4 mm with numerical results for TC24. Experimental
results and FLUENT analysis are courtesy of CIRA ScpA.
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Figure 5.32: Pressure drop comparison for TC26. Experimental results and FLUENT analysis are courtesy of CIRA ScpA.

Figure 5.31 shows that with all turbulence models, reasonable wall temperature values are obtained.
The maximum temperature difference between the models is 28 K and occurs at the outlet. The
Spalart-Allmaras turbulence model seems to provide the best agreement with thermocouple data, re-
sulting in temperatures within the uncertainty at all three locations. It is closely followed by the k-ω
wall function model and the k-ε model. It is notable that at the first thermocouple, these models all
predict a temperature that is lower than the reading. The thermal conductivity is assumed constant,
as mentioned earlier. In section 2.2, it was discussed that in fact the thermal conductivity of Glid-
cop varies with temperature. It is possible that implementing a variable thermal conductivity could
improve the results further, but this was not done in this study due to schedule constraints.

The k-ω boundary layer integration method results in an overprediction of the wall temperature, es-
pecially at the third thermocouple. Increasing the wall roughness height for this model would increase
the pressure losses and increase the heat transfer. It is probable that this would improve the agreement
of the model with experimental data. However, this was not very enticing for this study as the other
three models provided quite good agreement already.

TEST CONDITION 26

For test condition 26, the results are extremely similar to the results from test condition 24. Figure 5.32
shows the pressure comparison for this test condition. Again, all models produce reasonable pressure
curves with the k-ω BLI model giving the largest discrepancy. The main difference with TC24 is that
this time, the experimentally measured inlet pressure is below the value found with Fluent. Note that
Votta et al. do not mention the type or accuracy of the pressure sensors used, so it is impossible to
verify if this falls within the experimental error for the pressure.

Figure 5.33 shows that the wall temperature results are also very similar to test condition 24. All turbu-
lence and roughness approaches give values to within 20 K of the thermocouple readings. The maxi-
mum deviation between the models is again 28 K. The second test condition confirms the validity of
the model.

5.3.3. INFLUENCE OF INLET TURBULENCE

Earlier, it was shown that a relatively low temperature was predicted at the first thermocouple with
three different methods. One of the hypotheses that could explain this discrepancy was a too high
level of turbulence at the inlet. Furthermore, the turbulence boundary condition at the inlet is one
that is difficult to justify as there is no experimental data.

For these reasons, it was interesting to investigate the influence of inlet turbulence on the pressure
drop and wall temperature. TC24 was simulated with different turbulence levels at the inlet. The k-ω
WF model was selected, as it provided good results earlier and comes at reduced computation cost
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Figure 5.33: Comparison of temperature of embedded thermocouples at 4 mm with numerical results for TC26. Experimental
results and FLUENT analysis are courtesy of CIRA ScpA.
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Figure 5.34: Comparison of different inlet conditions for turbulence with k-ω WF. Experimental results and FLUENT analysis
are courtesy of CIRA ScpA.

with respect to BLI models.

Figure 5.34 shows that the influence of the inlet turbulence is limited to the first 50 mm of the channel.
After this point, the turbulence generated by the channel is so high that the inlet value no longer
matters. At 50 mm, the length-to-diameter ratio is approximately 33.

As expected, having zero turbulence at the inlet results locally in higher wall temperatures because
heat transfer is less efficient. The influence of an increase in inlet turbulence from 2% to 5%, however,
is almost negligible. The pressure curves are almost identical; the difference in pressure drop between
zero turbulence and 5% turbulence is 1.5%.

Figure 5.35 shows what the flow development looks like in terms of velocity profile. Starting from a
uniform velocity, the walls slow down the fluid. In Figure 5.34 the flow cannot be distinguished from
a developed flow anymore at x = 97 mm. The asymmetrical flow profile is due to the asymmetrical
heating of a supercritical fluid. The lower density of the fluid at the bottom results in a higher flow
velocity.

5.3.4. EXPERIMENTAL VALIDATION CONCLUSIONS

The results of the experimental validation are satisfying on several levels. Three of the tested modelling
approaches predict the pressure drop in the channel within 10% of the experimental value. They si-
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Figure 5.35: Streamwise velocity profile on symmetry plane of channel at various cross-sections

multaneously predict the wall temperature within 15 K at the three measured locations. Furthermore,
two of these successful models use wall functions instead of boundary layer integration which signif-
icantly reduces the required computation time.

Table 5.7 shows a summary of the results obtained with the different turbulence models. The Spalart-
Allmaras model gives the best agreement with thermocouple data, while the k-ω model gives the best
comparison with pressure data when corrected for pressure drop at the interfaces. The calculation
time for the boundary layer integration methods is almost 20 times as high as for the wall function
methods. Taking all these considerations into account, the k-ω SST model with wall function ap-
proach is recommended for further use.

Table 5.7: Summary of validation results for tested turbulence and roughness models

Model Time ∆p [bar] ∆T [K]
S-A BLI 18 h 0.3 to 0.9 bar ± 10
k-ω BLI 18 h 1.6 to 2.2 bar ± 20
k-ω WF 1 h -0.1 to 0.6 bar ± 15
k-ε WF 1 h 0.2 to 0.8 bar ± 15

An important side note is that the wall roughness has a substantial effect on both wall temperature
and pressure drop. The excellent agreement with experimental values was only possible because the
roughness height was characterised with the cold flow test.

Absent an experimentally determined value for wall roughness, the determination of the roughness
height becomes guesswork. Different manufacturing techniques will result in a different surface fin-
ish and thus a different roughness height. Since the hydrodynamic roughness height is not directly
correlated to the physical height of the roughness elements [97], cold flow experiments will remain
necessary to determine it. Such experiments are therefore of crucial importance to correctly predict
the heat transfer and pressure drop.

5.4. EFFECT OF UNCERTAINTY ON DESIGN

The errors in wall temperature estimate and coolant pressure drop have been quantified in section 5.3.
It is clear that the CFD and CHT simulations are substantially more accurate than the first order anal-
ysis performed in chapter 3.

The accuracy of the one-dimensional method was estimated to be 150 K for the wall temperature.
When designing, this accuracy is the minimum margin of error one could take. In other words, if the
tool were meant for design, this means that the cooling channels would have to be designed for a
maximum wall temperature of Tallow - 150 at the highest.
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The error in wall temperature of the CHT simulations, however, was only about 15 K. This means one
could design the copper chamber for a wall temperature of 785 K. However, in reality the error will
probably be larger. The dynamic range of temperatures found in a rocket engine is much larger than
the one present in the experiment. The effects of curvature and of changing cross-sections were not
included in the validation. There may be stronger fluctuations in the mass flow or inlet pressure in an
actual engine than in controlled experiments. For these reasons, it seems prudent to take a margin of
error that is larger than 15 K. A reasonable value seems 50 K, taking into account that the actual wall
temperature range is almost 3 times as large as the experimental temperature range.

It is interesting to evaluate what the impact of accuracy and margin of error is on the design of a rocket
engine and/or associated launch vehicle. Below, a short and rather simplified analysis is shown. This
allows us to make an approximate quantification of the effects of uncertainties on design.

As an example, let us consider the throat region of the generic 10 kN engine discussed in chapter 3.
According to the first order analysis, the throat heat flux is approximately 31.6 MW/m2. Let us assume
the coolant temperature at the throat is 200 K. We can now calculate the required convective cooling
coefficient αc to achieve a certain wall temperature.

For a maximum wall temperature of 800 K, the required value of αc is 52.7 kW/m2 ·K. When the maxi-
mum wall temperature is set to 785 K (the proven accuracy of the CHT method in OpenFOAM without
extra margins), αc is required to be 54.0 kW/m2 ·K.

With the more reasonable margin of 50 K, the design wall temperature becomes 750 K and αc rises to
57.5 kW/m2 ·K. This is approximately a 5% increase from the value required to keep the temperature
at 800 K. If the design wall temperature is reduced to 650 K, was required for the first order method,
the required αc is 70.2 kW/m2 ·K, a third more than for 800 K.

Since αc is proportional to u0.8, the more stringent cooling requirement will mean a substantially
higher flow velocity u. This in turn will drastically increase the pressure drop. Because pressure drop
is proportional to the square of the velocity, it is approximately proportional to αc to the power 2.5
(eq. 5.8).

p ∼ u2 ∼ (
α1.25

c

)2 ∼α2.5
c (5.8)

The 5% increase in αc at a design margin of 50 K would thus mean a pressure drop increase of 13%.
The 33%αc increase in the case of the first order method with an error of 150 K would mean a pressure
drop that is 105% higher than the one required in reality.

An increased pressure drop in the engine results in heavier tanks and/or turbopumps. Assuming a
pressure-fed engine, the tank mass scales directly with pressure, see eq. 5.9.

t = R∆p

2σallow
= R

(
pinjector +pdrop

)
2σallow

(5.9)

Let us simplify and assume that the tank pressure is equal to the pressure drop plus the pressure at the
injector (around 50 bar). The pressure drop in the channels is around 10 bar for a wall temperature of
800 K (chapter 3). The 50 K margin would then lead to a tank mass increase of 2.1%. The 150 K margin
would instead lead to a tank mass increase of 18%.

It is clear that the discussion above is a gross oversimplification of reality. However, this superficial
calculation shows that the high accuracy demonstrated in this chapter can have real results. A better
accuracy leads to smaller margins and can therefore result in a substantially lighter vehicle.

5.5. CONCLUSIONS OF VALIDATION CAMPAIGN

Validation of the tool that was developed in the OpenFOAM framework was an important task of this
thesis. Three of the research objectives were associated with this task (although number two was partly
demonstrated in chapter 2):
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2. Implement and verify a tabulated fluid property model in OpenFOAM
3. Validate the OpenFOAM tool with comparable numerical tools
4. Validate the OpenFOAM tool with experimental data and compare the performance of different

turbulence models

The results obtained in this chapter clearly showed that the typical phenomena linked to supercrit-
ical flows were reproduced by the tool. These include strong fluid property variations, heat transfer
deterioration and asymmetric velocity profiles. This proves that the tabulated fluid property model
(objective 2) was correctly implemented.

The wall temperature and heat flux profiles obtained with OpenFOAM matched the ones obtained
with comparable numerical tools very well. If there were discrepancies, sufficient explanations for
them could be offered. In section 5.1, the agreement with the reference heat flux profile was especially
impressive and encouraging. Objective 3 can also be considered fulfilled.

The effects of roughness and turbulent Prandtl number on the simulation results were investigated.
A high roughness increases both heat transfer and skin friction, while an increased turbulent Prandtl
number decreases heat transfer and leads to higher wall temperatures. The turbulent Prandtl number
has little influence on pressure drop. At realistic roughness values, the heat transfer deterioration phe-
nomenon disappears due to the increased turbulence. This suggests that heat transfer deterioration
will not be problematic in rocket engines.

The presence of these tuning variables is both a blessing and a curse. They can be used to make the
simulation results adhere to the experimental values. This is beneficial, but it can also mask important
other errors. It was therefore decided to stick with a turbulent Prandtl number of 0.9 for the simula-
tions in this thesis, using cold flow tests to match roughness height to the pressure drop.

The experimental validation was very successful. All turbulence models were able to match the ex-
perimental wall temperature to within 20 K. Three of the approaches yielded a pressure drop with an
error smaller than 1 bar. The differences between the different turbulence models were small, espe-
cially when compared to the differences found in literature or the ones found in section 5.1. Research
objective 4 has been met.

The OpenFOAM tool was shown to have an accuracy that is much better than the one from the one-
dimensional analysis in chapter 3. Accounting for error sources not present in the experiment as well
as the elevated temperature inside rocket engines, the required error margin for design is estimated to
be 50 K. This improved accuracy allows for smaller design margins and e.g. lower tank mass.

It is important to note that the excellent agreement between experimental and numerical results was
only possible because the roughness height could be determined from the cold flow tests. If the rough-
ness height were not know, the uncertainty in the wall temperature and pressure drop would be much
larger. Thus, experiments to characterise the wall roughness obtained with a certain manufacturing
process are a requirement to obtain accurate predictions from the method.

Finally, the method developed in OpenFOAM was shown to be fast. When analysing a similar number
of cells, it was 11 times faster than the in-house solver of La Sapienza University of Rome. In addition,
it was shown that wall functions are also able to model the heat transfer, which reduced the compu-
tational resources by a factor of 18. Together, that means the new OpenFOAM method is 200 times
faster than the academic standard. If we take into account a factor 2 for the differences in computa-
tional architecture (the reference computations were published in 2011), the new method is still able
to reduce the required computation time by two orders of magnitude.



6
RESULTS OF CFD ANALYSIS

In chapter 1, the research question of this thesis was stated as follows:

Is it advantageous to use aluminium instead of copper for the chamber wall of a small,
regeneratively cooled oxygen/methane rocket engine?

With an accurate, validated tool for methane cooling channel analysis available, we can now proceed
to try and answer this research question. Instead of the straight channels with constant cross-section
that were analysed in chapter 5, this chapter will deal with cooling channels inside the wall of a rocket
engine. These channels are curving and their width and height may vary rapidly, making both mesh
generation and CFD analysis more challenging.

The subquestions that we set out to answer at the start of this thesis are listed below. We will attempt
to answer these questions in this chapter. They will aid us in answering the main research question
given above. Subquestions 1 to 4 must be answered for the different chamber materials (copper and
aluminium), while subquestion 5 synthesises the answers of the previous subquestions.

• Is it possible to cool the thrust chamber wall to the allowable temperature or lower, using the
fuel flow available?

• How high is the pressure drop over the cooling channel?
• By how much does the temperature of the coolant rise?
• What is the estimated mass of the thrust chamber?
• What is the system-level impact of the differences in pressure drop, temperature rise and cham-

ber mass?

In all the designs of chapter 3, it was assumed that the rib thickness between the channels was fixed at
1 mm. We will continue to work under this assumption, which means that the width of the channels
is fully defined when the number of channels is selected. In addition, the number of channels will be
kept equal.

This chapter is divided into four parts. First, section 6.1 shows the regenerative cooling analysis of the
cooling channel geometries generated in chapter 3. Based on the detailed CHT results, these geome-
tries are improved in section 6.2. The OpenFOAM method developed in chapter 4 chapter 5 allows us
us to answer subquestions 1 to 3 for both copper and aluminium chambers.

In section 6.3, the mass of the two chambers is calculated and compared to answer subquestion 4. In
addition, the system-level impact of chamber wall material choice is investigated. In particular, the
influence of the pressure drop on the tank mass of a pressure-fed system is analysed. This analysis
provides an answer to subquestion 5. The results are summarised in section 6.4

95
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6.1. NOZZLE CHANNEL ANALYSIS

In chapter 3, a one-dimensional analysis tool was used to generate cooling channel geometries. A
copper and aluminium chamber were analysed. The channel geometries were adapted such that the
wall temperature was close to the allowable temperature of the material. This minimises the pressure
drop over the cooling channel.

Chapter 3 also showed that the one-dimensional tool was one of low fidelity: the wall temperature can
locally deviate by more than 150 K from a CFD solution. In this section, the same cooling channels
geometries will therefore be used for a conjugate heat transfer analysis in OpenFOAM. In this way,
it is possible to verify whether the geometries indeed keep the wall temperature below the allowable
temperature.

6.1.1. COOLING CHANNEL GEOMETRY AND MESHING
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Figure 6.1: Varying cooling channel dimensions along nozzle axis for copper chamber

Figure 6.1 shows the cooling channel geometry that was obtained for the copper combustion chamber
in chapter 3. It is obvious that the variations in channel height and width are significant and must be
taken into account for the CFD analysis. The cooling channel width is dictated by the nozzle contour;
the rib thickness does not vary so the channel width must vary to compensate for the changing nozzle
diameter. The cooling channel height was a design variable that was varied intentionally to obtain an
allowable wall temperature at all locations along the nozzle.

Figure 6.2: Pressure distribution and in-plane velocities inside copper cooling channel

A Python script was written in order to translate the geometry shown in fig. 6.1 into a three-dimensional
mesh definition. This mesh definition was a blockMeshDict file, a typical mesh definition for Open-
FOAM. Figure 6.2 displays the resulting geometry (including pressure distribution).
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Figure 6.3: Cross-sections of one of the meshes at (from left to right) x=270 mm (near inlet), x=175.8 mm (throat), x=100 mm
and x=0 mm (near outlet). Solid domain is shown in red, fluid domain in gray.

Because the chamber is more or less radially symmetric and the channels themselves are symmetric
along the vertical axis, only half a channel must be simulated. The circumferential curvature of the
channel was neglected. The channel half-base as less than one percent of the nozzle diameter, justi-
fying this simplification. In addition, the channel height is small with respect to the nozzle radius, so
the difference in width between the inner and outer wall is also small.

Some cross-sections of the half-channel mesh are shown in fig. 6.3. Because of the varying dimen-
sions, it is impossible to create a mesh with the same cell size at all locations along the nozzle axis.
Figure 6.3 shows for example that at the throat, the fluid mesh is much more fine than at the inlet
of the channel. For the wall function approach that will be used, the y+ value should not be lower
than around 30. Therefore, only 24 × 16 cells are used along the half-base and height of the channel,
otherwise the mesh would become too fine at the wall.

(a) Detail of fluid mesh near throat (b) Detail of fluid mesh near inlet

Figure 6.4: Details of fluid mesh showing refinement along nozzle axis near throat and inlet

The refinement in streamwise direction is much more important to obtain accurate results. Especially
in regions of strong curvature like the throat, a large number of cells is needed to obtain a good solu-
tion. Also, as we saw earlier, it is good practice to do a local refinement in the streamwise direction at
the inlet, to allow for boundary layer development. Figure 6.4 shows the refinement of the fluid mesh
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at these two locations. The total number of cells in x direction was 500.

6.1.2. SOLVER AND BOUNDARY CONDITION SETUP

Based on the results of the experimental validation section 5.3, the k-ω SST model was selected, us-
ing wall functions to take into account the wall roughness. Because a generic rocket engine is being
simulated, there is no experimental data to characterise the wall roughness height. Because of this,
the roughness of the experimental validation case (14.5 µm) was adopted here as a reasonable esti-
mate.

The inlet boundary condition on the fluid domain was a prescribed mass flow equal to the total
methane fuel flow in the engine divided by the number of channels (64 for the copper nozzle, 80 for
the aluminium nozzle). The inlet temperature was 110 K. The outlet pressure was fixed to 60 bar. This
was done because the fluid properties were tabulated for pressures higher than 50 bar. Because the
static pressure drops by several bar at the throat (see fig. 6.2), the outlet pressure was set to 10 bar
above this minimum pressure.

The most important aim of the simulation is to obtain a wall temperature estimate. The wall temper-
ature influences the heat flux, so we cannot directly prescribe either the temperature or the heat flux.
To obtain the correct heat flux at the hot wall, we impose a custom Neumann boundary condition on
the temperature, given by eq. 6.1. The derivation of this boundary condition from the equations for
convection and conduction (eq. 3.1) is straightforward.

dT

dn
= αh

κ
(Taw −Tw ) (6.1)

The values for κ and Tw are defined inside the CHT simulation. The adiabatic wall temperature Taw

and the convective heat transfer coefficientαh are due to convection from the hot combustion gases to
the wall. These parameters are external to the CHT simulation and must be supplied as inputs.

This was done by tabulating the values obtained from the first order analysis as a function of x co-
ordinate. That is, they are the results of the CEA analysis and Bartz’ equation (corrected with a coef-
ficient of 0.0195 instead of 0.026), see section 3.2). These tables were supplied as text files to Open-
FOAM.

If radiative heat transfer is to be taken into account, eq. 6.1 becomes slightly more complicated, re-
sulting in eq. 6.2. It now incorporates qR , the radiative flux.

dT

dn
= αh (Taw −Tw )+qR

κ
(6.2)

If in addition to radiative heat transfer, there is also a coating present on the wall surface, the boundary
condition becomes even more complicated. Equation 6.3 shows this boundary condition, where the
thickness and thermal conductivity of the coating now also influence the heat transfer. Note that this
equation is not restricted to coatings per se, it can also be any other type of layer with a small thickness
and different thermal conductivity. The CHT analysis will yield the wall temperature of the material
below this layer, it does not predict the temperature of the insulating layer itself.

dT

dn
= 1

1
αh

+ tcoat
κcoat

(Taw −Tw )+ qR
αh

κ
(6.3)

These custom Neumann boundary conditions using tabulated values were implemented in Open-
FOAM. Use was made of the versatile swak4foam library to avoid C++ coding for this task.
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6.1.3. RESULT VERIFICATION

Unfortunately, the more complicated geometry also deteriorated the convergence behaviour of the
solver. Even with settings that worked well for the validation cases described in chapter 5, the residuals
(indicative of iteration errors) would not decrease more than an order of magnitude. In other words,
the simulations did not result in a converged solution.

In the end, the van Leer limiter and associated second order accuracy were abandoned. Instead, the
more dissipative and less accurate upwind scheme was used for discretisation of divergence terms.
This scheme has been used in the past for supercritical fluids, for example by Peeters et al.[101]. In
personal communication, the lead author of this study agreed that it is difficult to obtain convergence
for supercritical fluid simulations, making it necessary to resort to upwinding.
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Figure 6.5: Experimental validation with first order upwind discretisation compared to using a second order van Leer limiter

To investigate whether this change has a large influence on the results, the experimental validation
case TC24 was analysed again, now with upwind discretisation. Figure 6.5 shows the results as com-
pared to the second order van Leer limiter. The lines are identical, save for a very small deviation at
the inlet. This demonstrates that we can use upwind discretisation for rocket engine cooling channels
without worrying about its effect on accuracy.

Figure 6.6 shows the wall temperature profile obtained from 3 different meshes with this upwind dis-
cretisation. Clearly, the simulations converge towards a grid-independent solution. A fourth simula-
tion with 1000 cells in the streamwise direction did not reach convergence for the pressure equation.
However, the solution results did not change substantially from the results of the fine solution shown
in fig. 6.6. This indicates that the fine mesh is sufficient to obtain proper results. The simulation
method seems to be conservative: using a coarser grid leads to a higher predicted wall temperature
than using a finer grid.

At the inlet and near the throat, the largest differences between the simulations are found. This is
because the temperatures there are closest to the pseudo-critical temperature, so there are relatively
large variations in the fluid properties. Closer to the exit, the temperatures are so high that methane
essentially behaves like a gas, making the number of cells less important. In addition, there is a strong
curvature near the throat. This strong curvature requires a high number of cells in the streamwise
direction. It should be noted that the results of fig. 6.6 were obtained with convective heating only,
radiation was not included.

As mentioned earlier, it is important to check the y+ values that are obtained with the mesh. Wall
functions yield good results when the first cell point is inside the logarithmic layer, so y+ should be
above 30 and below around 300. When below 30, a y+ closer to zero means larger expected errors
generated by the wall function. When inspecting the final solution, it turns out that the average y+ of
the fine solution is 36. Most cells indeed have a y+ value that adheres to the requirements.

Figure 6.7 shows the y+ values that were obtained. Near the inlet of the channel, the y+ values are
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Figure 6.6: Wall temperatures obtained for copper chamber with different meshes

very low on all walls. Between the curved section there are also regions of low y+ values, but in more
irregular patterns and not on all walls. It was found that all regions of low y+ corresponded to regions
with low flow velocities at the first wall and therefore low shear stresses. This is in accordance with
eq. 5.1.

Figure 6.7: y+ values obtained for copper chamber with different meshes. The red cells have a value of 30 or higher, satisfying
the requirement.

These regions are naturally also regions of low heat flux. Because of this, they are not very important
for the determination of the total heat flux and the wall temperature. Only near the inlet of the chan-
nel, where a low y+ value is uniformly present at all walls, it is possible that the accuracy of the wall
function approach is compromised. Luckily, this is not a very critical region because the local heat
flux is very low. The total pressure drop incurred in this section of the channel is also small.

In summary, the y+ values are inside the region of validity for most cells. There are regions where
y+ is too low, but they are either not critical to the local heat flux or not critical to the cooling of the
chamber. Since some of the variations are so local, it would be hard to design a mesh that conforms
to the requirement at all locations. We can conclude that the proposed mesh is suitable to obtain
accurate results with the wall function approach.

The channel curvature induces a pressure difference inside the cross-section: the fluid at the outer
side of the bend is at a higher pressure than at the inner side. This in turn results in a secondary flow,
the so-called Dean vortices. This is a well known phenomenon in rocket engine cooling channels,
studied numerically in many studies [29, 109, 110]. The Dean vortices improve the heat transfer in
curved channels at the expense of increased pressure drop.
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Figure 6.8: Pressure distribution and Dean vortices due to curvature of cooling channel at throat section of copper nozzle

Figure 6.8 shows the non-uniform pressure distribution and the secondary vortices at the throat as a
result of the strong curvature there. This confirms that this important phenomenon is indeed mod-
elled in the current software. Because curvature was not present in the validation cases of chapter 5,
it was important to verify that the expected behaviour occurred in the simulations.

As a last step, it was verified that the Mach number of the flow was far below the critical Mach num-
ber. Because the cooling channel is severely constricted near the throat, the channel could act as a
supersonic nozzle. However, it was found that the maximum Mach number remained below 0.5 for all
simulations, even at the location of the highest fluid velocity.

6.1.4. SIMULATION RESULTS

Having verified that the simulation is converged, the y+ values are suitable for wall functions and the
effect of curvature is correctly predicted, we can now study the results in more detail and compare
them to the one-dimensional analysis performed in chapter 3.

Figure 6.9 shows the wall temperature of the copper chamber (with dimensions from fig. 6.1) versus
the one obtained from a one-dimensional analysis – including radiative heat transfer to the chamber
wall. Note that this temperature profile looks different from the one in chapter 3 because both the
outlet pressure and the assumed roughness are different from the values that were assumed in that
chapter.
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Figure 6.9: Wall temperature of copper combustion chamber

The differences between the two simulations are substantial: approximately 150 K near the outlet and
inlet of the channel. This error is consistent with one found in the validation of the first-order tool
carried out in chapter 3. The wall temperature at the throat exceeds the allowable temperature of
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800 K by almost 100 K. This means the current design of the cooling channels does not satisfy the
requirements.

The total pressure as well as the bulk temperature inside the channel are displayed in fig. 6.10. As was
found in chapter 3, these variables are in much better agreement with the first order method than
the wall temperature. The total pressure drop predicted by the CFD simulation is 11.84 bar, while the
first order method predicts 12.96 bar, a 9% difference. The discrepancies are largest in the throat re-
gion, where the heat flux and flow velocity are highest. At this location, the total pressure curve from
OpenFOAM shows erratic behaviour (a local increase of total pressure along the channel). There are
two reasons for this. The calculation of total pressure is performed with an incompressible formula
because the Mach number was not available. Second, the total pressure is calculated for slices per-
pendicular to the x axis, which are not necessarily perpendicular to the flow direction. Because of this,
there are small errors, especially in regions of high velocity and strong curvature like the throat.
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Figure 6.10: Total pressure and bulk temperature inside cooling channel of copper combustion chamber

The bulk temperature is almost exactly the same, because it is a direct consequence of the incoming
heat flux. The wall temperatures of the first order method and the CHT method are so close that the
heat flux is nearly identical for the two cases. In the first order method, the total heat exchanged per
half-channel is 6412 W. In OpenFOAM, the heat exchanged is 6396 W. The difference is only 0.2%. This
agreement also confirms that neglecting the circumferential curvature of the inner wall is an allowable
assumption.

Figure 6.11 shows the wall temperature for the aluminium chamber design from chapter 3, but without
a thermal barrier coating. Again, there are clear discrepancies between the first order method and the
CFD results, but now the first order method underpredicts the wall temperature near the channel
outlet. This is opposite from the behaviour seen in fig. 6.9 for the copper chamber.

As expected, without a thermal barrier coating the temperature becomes much higher than the allow-
able wall temperature of 500 K for aluminium. The peak temperature occurs near the throat and is
approximately 775 K.

Figure 6.12 shows the wall temperature obtained with the same cooling channel geometry when a
thermal barrier coating of 50 µm thickness and 1 W/m·K thermal conductivity is present. Now, the
wall temperature is below the allowable temperature of 500 K for the largest part of the nozzle, except
at around x = 18 cm where it exhibits a peak of around 590 K.

Figures 6.9, 6.11 and 6.12 showed the wall temperature obtained with the current cooling channel de-
sign. In all cases, the allowable temperature of the chamber wall material was exceeded. An improved
design of the cooling channels is necessary to meet the requirements.
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Figure 6.11: Wall temperature of uncoated aluminium combustion chamber
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Figure 6.12: Wall temperature of coated aluminium combustion chamber

6.2. NOZZLE CHANNELS WITH IMPROVED GEOMETRY

The number of channels and rib thickness was kept constant, as mentioned in the introduction of this
chapter. We will therefore consider only the height of the channel as a design variable. By varying the
height, the velocity of the coolant can be adjusted. This in turn influences the cooling effect as well as
the pressure drop.

We want to change the height of the cooling channels such that the wall temperature is close to the
allowable wall temperature. Accounting for a margin of error of 50 K, this temperature is 750 K for
copper and 450 K for aluminium.

From the simulations shown in section 6.1, the convective heat transfer coefficient of the coolant can
be calculated. The convective heat transfer coefficient scales with u0.8, where u is the (bulk) coolant
velocity [111]. Assuming constant mass flow, the effect of channel height on the convective coefficient
can be calculated.

In fact, if we assume that there are no other changes to the convective coefficient than the one caused
by height changes, the required channel height at each location can be calculated directly. This as-
sumption seems reasonable because the coefficient is mainly dependent on curvature and fluid tem-
perature, density, viscosity and thermal conductivity. These are expected to stay roughly equal at a
given location.

The required channel height can then be estimated using eq. 6.4, which has been derived using the
equations for mass flow and heat flux. As a simplifying assumption, the temperature drop due to
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conduction in the chamber wall has been neglected.

dnew = dold

[
q

(Tallow −Tc )αc,old

]−1.25

(6.4)

For the copper chamber, we set the allowable temperature Tallow to 750 K, based on the error margin
of 50 K (see section 5.4). This results in the channel height shown in fig. 6.13.
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Figure 6.13: Cooling channel height in original and improved design

Figure 6.14 shows the resulting wall temperature in green. The temperature profile is far from the
flat profile that was intended. The improvement brings the wall temperature closer to the design
temperature near the channel inlet and outlet, but not near the throat. In other words, at the high
heat flux locations, the wall temperature is still relatively far from the design temperature.

In order to calculate the required channel height, conduction through the wall was neglected. It seems
now that this assumption is justified at low heat flux locations, but not at locations of high heat flux.
This can be explained using eq. 3.2. If the convective heating coefficients at the coolant and hot
gas sides are large, the thermal conduction through the wall becomes more important. The 4 mm
thick wall (required for an inner chamber wall that can sustain the pressure forces without support
from the outer wall) inhibits the heat flux at the throat so much that the temperature there hardly
changes.
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Figure 6.14: Wall temperature of copper combustion chamber with improved cooling channel geometry

We can confirm this by using the same cooling channel geometry, but now with a thin-walled chamber
(with 1 mm wall thickness). This results in the red temperature curve in fig. 6.14. Indeed, we observe
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large differences between the thick and thin-walled chambers, especially at the throat. The tempera-
ture difference there is 330 K! This shows that at the critical locations, a high thermal conductivity and
small chamber wall thickness will be advantageous for cooling performance. Fortunately, the required
thickness from a structural point of view is dependent on the nozzle radius, which is minimum at the
throat. Therefore, a smaller thickness at this location may be tolerated.

In order to bring the thick-walled design (the green curve in fig. 6.14) to a temperature below 750 K
at the throat, an increase in pressure drop is probably needed. At the throat, a decrease in channel
height directly causes a large pressure drop because the coolant velocity is already high there. Let us
therefore focus now on the thin-walled chamber. Its wall temperature is below the allowable tempera-
ture of 800 K at all locations along the nozzle and below the design temperature almost everywhere. In
addition, the aluminium chambers will also be thin-walled, allowing for a direct comparison of both
wall materials.

Figure 6.15 shows the temperature of coolant and wall at four sections along the channel of the thin-
walled copper chamber. In all sections, the maximum wall temperature is found along the symmetry
axis at the hot gas interface. This justifies that the values for wall temperature (e.g. in fig. 6.14) are
taken at those locations.

Figure 6.15: Temperature of coolant and wall at four cross-sections of the channel at at (from left to right) x=260 mm (near
inlet), x=175.8 mm (throat), x=100 mm and x=0 mm (near outlet)

From fig. 6.15, one notices that the temperature contours at the throat are almost horizontal, mean-
ing that there is little temperature variation in the circumferential direction. At locations where the
channels are wider, there is a clear difference in temperature between the symmetry plane and the rib
plane. This is in line with findings by Pizzarelli et al [63], see e.g. fig. 3.2.

The temperature difference between the inner and outer wall grows from around 100 K at the channel
inlet to around 200 K at the channel outlet. Parts of the outer wall are at temperatures of around 650 K.
This should be taken into account in the engine design; the material of the outer jacket must be able
to deal with this high temperature.

Figure 6.16 shows the pressure drop and bulk temperature inside the cooling channel. The bulk tem-
perature rise is almost linear. This is because the bulk temperature is near the pseudo-critical tem-
perature at the throat where the heat flux is maximum. In other words, the peak in heat capacity
coincides with the peak in heat flux, smoothing the bulk temperature rise. The pressure drop, on the
other hand, is clearly concentrated near the throat. In this region, the high heat flux must be matched
by a correspondingly high convective heat coefficient. This is obtained by narrowing the channel and
increasing the flow velocity, leading to a high pressure drop.

The total pressure drop over the channel is 14.4 bar. It is clear that further optimisation of the cooling
channel geometry is possible to increase the wall temperature between 10 and 20 cm to a value that is
closer to the allowable temperature. This will decrease the pressure drop in this region.
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Figure 6.16: Coolant total pressure drop and bulk temperature rise with improved cooling channel geometry for copper
combustion chamber

An important note is that the static pressure drops to 50 bar locally near the throat. The simulation
artificially kept the pressure at 50 bar minimum because this was the minimum pressure at which
methane properties were tabulated. There is therefore a tiny region in which the pressure is con-
strained and a small error is present. Because the region is so small, the real pressure will be only
slightly below 50 bar, so the induced error on the simulation is very small. More importantly, this
means the static pressure drop at the throat can be substantial: more than 10 bar in this case.

A large local static pressure drop is important to take into account when analysing a fluid near its
critical pressure. It could mean that the pressure locally drops below the critical pressure. That would
mean that the physics change completely: two-phase phenomena such as bubble formation start to
occur. Two-phase flow cannot be modelled with the current method, so one should be careful to keep
the static pressure above the critical pressure when using it.
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Figure 6.17: Wall temperature of uncoated aluminium combustion chamber with improved cooling channel geometry

It was also attempted to create a design for an uncoated aluminium chamber. The procedure was the
same as for the copper chamber. Figure 6.17 shows that the wall temperature of this improved design
still exceeds both the design and allowable temperature near the throat. This is despite a pressure
drop of 173 bar! Clearly, this pressure drop is not feasible for a small rocket engine, especially if the
pressure drop in the copper chamber is more than an order of magnitude smaller. This confirms the
results from chapter 3.

The results with an improved cooling channel geometry for the aluminium chamber with a thermal
barrier coating are presented in fig. 6.18. After the first improvement, the results were promising but
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not entirely satisfactory. Between the combustion chamber and the throat the temperature remains
below the design temperature. Between the throat and the diverging section, however, the tempera-
ture is much too high.

A second, manual change of the geometry was performed to obtain lower wall temperatures in this
region. Figure 6.18 also shows the wall temperature resulting from this second improvement. Now
the maximum wall temperature is below the allowable temperature, but above the design tempera-
ture.
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Figure 6.18: Wall temperature of coated aluminium combustion chamber with improved cooling channel geometry

Figure 6.19 shows the three cooling channel height profiles that were used to obtain these results.
Again, it is clear that small changes in the channel height have substantial influence on the wall
temperature. Furthermore, we can clearly see that the cooling effects are not local. Relatively small
changes in the geometry in one location may introduce a large temperature difference elsewhere in
the channel. For example, consider that around x = 20 mm, the cooling channel dimensions of the
original and first improvement cases are equal. The wall temperatures at this location are drastically
different, however.
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Figure 6.19: Improved cooling channel geometries for coated aluminium combustion chamber

Figure 6.20 shows the evolution of total coolant pressure and bulk temperature inside the cooling
channels for the second improvement. The exit bulk temperature is somewhat lower than for the
copper combustion chamber (355 K versus 393 K), because of the insulating effect of the thermal
barrier coating.

The total pressure differences between the aluminium chamber and the copper chamber are large.
Next to the large pressure drop in the throat, there is now also a large drop near the channel outlet.
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To obtain enough cooling from the already hot, gas-like methane, a high flow velocity is required in
this region. Recall that the targeted wall temperature is 450 K, while the coolant bulk temperature
increases towards 350 K at the outlet. This results in a substantial pressure drop between x = 0 cm and
x = 10 cm. The total pressure drop with this design is 44.2 bar, about three times the pressure drop of
the copper combustion chamber.
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Figure 6.20: Coolant total pressure drop and bulk temperature rise with improved cooling channel geometry for coated
aluminium combustion chamber

Further optimisation of the cooling channel geometry is needed to achieve the design goals, i.e. to
keep the wall temperature below the design temperature. Nonetheless, there is only a small region
of the combustion chamber wall that is above this temperature. It can therefore be expected that the
pressure drop will not change much for an optimised design. We can answer the research questions
based on the results from the second improved design for a coated aluminium chamber.

The improved designs are still not optimal; they do not offer the minimum pressure drop for a set
allowable temperature. A thorough optimisation study would be required to find the best cooling
channel geometry for a specific chamber wall material. In such a study, the following parameters
could be taken into account and varied:

• Channel height
• Number of channels
• Rib width
• Turning angle of the channels with respect to nozzle axis

The differences between the copper and aluminium chamber results shown here are stark. This is
largely due to the big differences in allowable wall temperature between copper and aluminium. Here,
it is useful to note that the results could change if different alloys were chosen. However, the results
are mainly driven by the fact that the allowable temperature differs by approximately 300 K. This dif-
ference will not decrease substantially when considering other copper and aluminium alloys.

The large difference in pressure drop is especially noteworthy. Even with a thermal barrier coating, the
pressure drop required to cool an aluminium chamber will be above 40 bar. For a copper chamber, the
pressure drop will be between 12 and 14 bar. Although the designs are not optimal, the estimates that
were obtained are useful to assess the system-level impact of the chamber wall material selection, as
outlined in the research subquestions. This is done in the next section.

6.3. MASS CALCULATION AND COMPARISON

To assess whether the chamber mass decrease offered by aluminium is relevant, it is useful to calculate
the approximate mass of both copper and aluminium rocket engines. This was done by dividing the
engine in segments of 1 mm and adding the contributions from the inner and outer chamber walls as
well as the ribs. We consider both a copper and an aluminium chamber with wall thickness of 1 mm.
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For a copper wall, the chamber mass is 1.30 kg. For aluminium, the engine mass would be reduced to
0.37 kg.

In the previous section, it was shown that the pressure drop required in the cooling channels of an
aluminium chamber is substantially higher. This means that either the tank mass will increase (in a
pressure fed design) or the turbopump mass will increase (in a pump fed design). Since the engine
under consideration is rather small, it would likely be pressure fed. In addition, the mass of a tank is
more easily estimated than turbopump mass. Let us therefore estimate the required tank mass for a
pressure fed engine, using some rough assumptions and "ballpark" figures.

We assume a spherical tank containing 100 kg of methane, a rather modest amount of fuel. It is at a
pressure of 50 bar (the approximate pressure before the injector if the chamber pressure is 40 bar) plus
the coolant pressure drop. The temperature is assumed to be 110 K. The maximum allowable stress
of the tank material is assumed to be 400 MPa, a reasonable value for an aluminium tank. This allows
the calculation of the required wall thickness using eq. 5.9.

For a copper chamber with pressure drop of 14 bar, the tank radius is 0.38 m. At a pressure of 64 bar,
the required wall thickness is 3 mm, resulting in a tank mass of 16 kg. For the aluminium chamber
with a pressure drop of 44 bar, the tank pressure is 94 bar. Although the radius remains the same, the
required wall thickness becomes 4.5 mm. This increases the tank mass to 24 kg.

The increased pressure drop has a large effect on the tank mass. In case of pump fed engines, an
increase of turbopump mass and size can be expected, though the magnitude will be smaller (this
is in fact the reason why turbopumps are used in rocket engines [8]). For the modest fuel mass of
100 kg, the tank mass increase of 8 kg is much larger than the rocket engine mass decrease. This
shows that aluminium chambers with thermal barrier coatings would not have mass advantages over
copper chambers on the vehicle level, especially if they are pressure fed.

6.4. SUMMARY OF RESULTS

Table 6.1 summarises the results of this chapter. Recall that the designs have not been optimised:
some locations are above the design temperature, other are far below it. Nonetheless, the differences
between both materials are large enough allow us to draw conclusions and answer the research ques-
tions, as explained in section 6.2.

Table 6.1: Summary of results for copper and aluminium combustion chambers

Copper Aluminium
Tdesign [K] 750 450
dmin [mm] 0.3 0.3
∆p0,c [bar] 14 44
∆Tc [K] 283 245
Engine mass [kg] 1.3 0.37
Tank mass [kg] 16 24

Both materials are considered in a design with wall thickness of 1 mm. This means they are rigidly
connected. There is no separate inner and outer chamber. Such a design would only be possible for
copper. For aluminium, the required thickness combined with its lower thermal conductivity makes
a design with separate inner and outer chamber impossible. For aluminium, it is assumed there is a
thermal barrier coating on the hot gas side wall. The presence of a thermal barrier coating insulates
the aluminium and reduces the wall temperature. For more information, see chapter 3.

Let us now answer the subquestions one by one.

1. Is it possible to cool the thrust chamber wall to the allowable temperature or lower, using the fuel
flow available?
Yes, both for aluminium and copper this is possible. However, for an aluminium chamber, it
is only possible to cool the chamber to the allowable temperature if a thermal barrier coating
is applied. The required channel depth is small, approximately 0.3 mm for both the copper
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chamber and the coated aluminium chamber.
2. How high is the pressure drop over the cooling channel?

The pressure drop over a coated aluminium chamber will be higher than 44 bar, while the pres-
sure drop for a copper chamber is around 14 bar.

3. By how much does the temperature of the coolant rise?
The temperature rise is only influenced by the heat flux, because steady-state is assumed. It is
283 K for the copper chamber and 245 K for the aluminium chamber.

4. What is the estimated mass of the thrust chamber?
For a similar design, the copper chamber is 1.3 kg while the aluminium chamber weighs only
0.38 kg.

5. What is the system-level impact of the differences in pressure drop, temperature rise and chamber
mass?
The higher pressure drop required for a coated aluminium chamber more than offsets the dif-
ference in chamber mass for a pressure fed engine, even at modest fuel mass, making a vehicle
with a pressure fed aluminium engine heavier than one with a pressure fed copper engine. The
system level impact of the temperature rise is negligible. Any change in coolant temperature
rise is offset by a corresponding difference in heat loss inside the engine.

In the next chapter, the final conclusions and recommendations of this thesis are given, based on the
results obtained here.



7
CONCLUSIONS AND RECOMMENDATIONS

The research question of this thesis was

Is it advantageous to use aluminium instead of copper for the chamber wall of a small,
regeneratively cooled oxygen/methane rocket engine?

The answer to this question – the first conclusion of this thesis – is:

1. The higher allowable temperature of copper (around 800 K) with respect to aluminium (around
500 K) is a substantial advantage for a regeneratively cooled combustion chamber. For an alu-
minium chamber, a thermal barrier coating is required to make regenerative cooling feasible.
Even so, the pressure drop for a coated aluminium chamber was 44 bar, as opposed to 14 bar for
an uncoated copper chamber. If the engine is pressure fed, the mass savings in the combustion
chamber (1 kg) are more than offset by the increase in tank mass (8 kg) when using aluminium,
even at the modest fuel mass of 100 kg. We can conclude that on the system level, it is not ad-
vantageous to use aluminium instead of copper for the chamber wall of a small, pressure fed,
regeneratively cooled oxygen/methane rocket engine.

Several additional conclusions can be drawn from the research presented in this thesis.

2. Very small channel dimensions and very fine tolerances are required to cool the chambers to
their allowable temperatures. For a small engine like the 10 kN generic engine that was investi-
gated, there is so little fuel available for cooling that the channels must be very narrow. This is a
complicating factor in the manufacturing process of a rocket engine.

Several additions were made to OpenFOAM in order to analyse rocket engine cooling channels filled
with methane at supercritical pressure. The most prominent addition is a library to interpolate fluid
property tables at runtime. Others are a change in the enthalpy equation of the solver, roughness
boundary conditions for the Spalart-Allmaras and k-ω turbulence models and new boundary condi-
tions to model the heat transfer from the hot combustion gases. In the spirit of open-source software,
these additions have been made available for the public [57]. This means that there is now a freely
available tool that can be used for CFD and CHT analysis of methane rocket engine cooling chan-
nels.

3. The OpenFOAM tool has been successfully adapted for analysis of supercritical methane. It has
been validated by comparison with numerical and experimental results on straight, constant
cross-section channels. It demonstrated an accuracy of 15 K for wall temperature when using
the k-ω SST turbulence model with wall functions. The pressure drop was predicted to within
0.6 bar.

4. The influence of the turbulence and roughness model is small for the investigated case. All
models predicted a wall temperature within 20 K from the experimental data. Three of the in-
vestigated approaches yield a pressure drop error smaller than 10%. Approaches using wall
functions instead of full boundary layer integration were successful.

111
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5. However, the wall roughness influence the results of the analysis substantially. The roughness
height requires experimental determination: using a cold flow test the pressure drop can be
established. This allows for the calibration of the roughness height. Without experimental de-
termination of the roughness height, the wall temperature cannot be accurately predicted.

6. The new method in OpenFOAM is steady-state, resulting in a shorter computation time than
the transient solver of La Sapienza University. The successful use of wall functions reduced
the required computation time substantially. Combined, these two advantages make the new
method two orders of magnitude faster than the reference solver.

Next to the multi-dimensional CFD tool, a simple, first order method based on one-dimensional heat
transfer was developed from scratch in Python. This tool, called OMECA (One-dimensional Methane
Engine Cooling Analysis), has been made available to Delft University of Technology and to the stu-
dent rocketry group DARE. It is also available online [62].

7. A one-dimensional simulation tool was constructed to analyse rocket engine cooling channels.
Although this tool cannot accurately predict the wall temperature at a specific location, it is
useful to gain insight in the relevant variables and to obtain first order estimates of the pressure
drop and channel dimensions.

For further research, the following recommendations can be made:

• It was proven that aluminium is not advantageous with respect to copper for a 10 kN, pressure
fed engine. It would be interesting to extend the scope and verify if this conclusion also holds
for larger and/or pump fed engines.

• It would be useful to perform an optimisation of the cooling channel geometry so as to minimise
the pressure drop over the channel. This is a compelling optimisation problem because there
are several independent variables (number of channels, channel height, rib thickness, turning
angle in case of spiral channels) and changing the dimensions at one location has an influence
on the result elsewhere.

• The wall function approach provided accurate estimates for the wall temperature in the exper-
imental validation with a roughness height of 14.5 µm. In section 5.2, it was shown that a fine
mesh is required to predict heat transfer deterioration. It would be interesting to investigate
whether heat transfer deterioration can also be simulated using the wall function approach with
a relatively coarse mesh.

• The focus in this thesis has been on modelling of the cooling channels. The convective heat
transfer from the hot combustion gases towards the wall has been calculated with simple equa-
tions. It is well known that these equations are inaccurate. To further improve the prediction
of the wall temperature inside a rocket engine, it is recommended to use more advanced mod-
els (e.g. combustion CFD methods) to model the heat transfer from the hot gases inside the
combustion chamber.

• The experimental validation shown in section 5.3 is limited to two test conditions of a single
experimental campaign. To further prove the accuracy, it would be recommended to perform
a more thorough experimental validation, for example at different mass flows, using different
geometries and closer to the critical pressure. Ideally, one would want to compare the results to
an actual rocket engine test.

• When designing the combustion chamber of a regeneratively cooled rocket, it is necessary to
perform a detailed structural analysis in addition to the cooling analysis. A small wall thickness
at high heat flux locations improves the cooling performance, so during design the cooling and
structural analysis should be performed in parallel.



A
OPENFOAM GUIDELINES

In this appendix, a set of guidelines for CFD and CHT modelling in OpenFOAM is given. Some of
these are not substantiated with proof, but rather based on personal experience, conventional wis-
dom or "the internet" – the forums at www.cfd-online.com in particular are a fount of knowledge.
These guidelines may or may not be applicable to different problems. Because of this, they are not
presented in the main body of the thesis. They are given here in the hope that they will be useful to
someone.

A.1. CONVERGENCE

For supercritical fluids, it is relatively difficult to obtain convergence. This is a result of the strong
property variations. There are high gradients in the properties that can cause oscillatory behaviour.
Two methods are needed to tackle this.

Under-relaxation is a tool often used in steady-state CFD, see e.g. Ferziger and Perić [88]. It is sug-
gested to use the following under-relaxation factors. The under-relaxation factors for p, U and h
were taken from Peeters et al. [101]. They accelerate convergence for supercritical fluids substan-
tially.

• 0.3 for p
• 0.05 for rho
• 0.4 for U
• 0.5 for h
• 0.5 for all other equations, e.g. epsilon, omega, k or nuTilda

The second method to avoid oscillations is to use a flux limiters. These are discussed in chapter 4.
Linear interpolation of the fluxes at the finite volume boundaries is almost guaranteed to result in os-
cillating solutions for supercritical fluids. The van Leer limiter is of second order and works excellently
for straight channels. For curved nozzle channels, resorting to first order upwind discretisation was
necessary to obtain converged results.

A.2. SOLVERS

The chtMultiRegionSimpleFoam solver was adapted in this work. The solid domain needed no
changes, but for the fluid domain the relevant equations were taken from rhoSimpleFoam. This was
done because the fluid property tabulation seemed to work better with a psiThermo model than with
a heThermo model. In addition, buoyancy was not deemed relevant in this context, so the buoyancy
terms could be deleted. The resulting solver can be found on Github [57].

In terms of the linear matrix equation solvers, the standard solvers found in the tutorial case for
chtMultiRegionSimpleFoam perform well. However, when parallel computing is used, the PBiCG
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linear solver may lead to problems. Especially for the turbulence parameters, it can lead to erroneous
results (characterised by a very sharp drop in residuals, but a non-physical solution). This problem
can be circumvented by using smoothSolver for the turbulence parameters.

A.3. WALL FUNCTIONS

For the parameters related to turbulence, wall functions can be used to avoid complete integration of
the boundary layer. The wall functions are defined in the boundary condition specification files. The
wall functions listed in table A.1 performed well in this thesis.

Table A.1: Appropriate wall functions in OpenFOAM

alphat compressible::alphatWallFunction
mut mutURoughWallFunction (not mutkRoughWallFunction, it gave nonsense results)
k compressible::kqRWallFunction
omega compressible::omegaWallFunction
epsilon compressible::epsilonWallFunction
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