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A Capability-Aware Role Allocation Approach to
Industrial Assembly Tasks

Edoardo Lamon'2, Alessandro De Franco!?, Luka Peternel?, and Arash Ajoudami1

Abstract—The deployment of industrial robotic cells based on
lean manufacturing principles enables the development of fast-
reconfigurable assembly lines in which human and robotic agents
collaborate to achieve a shared task. To ensure the effective
coordination of the shared effort, each task must be decomposed
into a sequence of atomic actions that can be assigned either to
a single agent or to the combination of more agents, according
to a defined metric. While task allocation is a general problem
and has been discussed intensively in other fields, less effort has
been devoted in industrial scenarios involving mixed human-
robot teams and in particular, to the factors that should be
considered in allocating tasks among a heterogeneous set of
agents in collaborative manufacturing scenarios. In this paper,
we investigate the agent characteristics that should be considered
in the task allocation problem of fast-reconfigurable systems
in industrial assembly processes. First, we introduce a set of
indices, namely task complexity, agent dexterity, and agent effort,
to evaluate agent performance with respect to a task. Second,
we propose an offline allocation algorithm that combines the
performance indices to assign optimally the task to the team
agents. Finally, we validate the framework in a proof-of-concept
collaborative assembly of a metallic structure. The results show
that the workload is shared through the agents according to
their particular physical capabilities and skill levels. A subjective
analysis of the proposed collaborative framework on 12 healthy
participants also validated the intuitiveness-of-use and improved
performance.

Index Terms—Physical Human-Robot Interaction, Assembly,
Task Planning, Intelligent and Flexible Manufacturing.

I. INTRODUCTION

ESPITE the recent progress in developing powerful and

reliable robotic arms for industry, most of the manufac-
turing tasks are not yet automated. The reason is the high cost
of these complex robotic work cells, due to the requirements
and expertise in project management, in developing custom
solutions and in specialised programming. Moreover, when the
robotic cell changes due to the assignment of a new product
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Fig. 1. Collaborative assembly task in a manufacturing factory: an example
of a robotic work cell deployed with cobots.

or the replacement of the robot, a large amount of time and
overhead costs are required to make the system operational.
The development of lightweight collaborative robots (cobots)
and their integration into robotic cells (see Fig.[I)), according to
lean manufacturing principles [I]], brought several benefits in
the manufacturing process. While increasing user-friendliness
(ease of use), they not only improve production quality and
save time but also eliminate human ergonomic constraints on
the production line and prevent workers injuries [2]. Cobots
are not only intrinsically safe due to the torque limitations on
the actuation system, but also on the control level can feature
impedance controllers that can regulate the level of compliance
according to the task [3]] and protocols to safely interact with
unstructured environments [E[] In this way, cobots are enabled
to share the same workspace with humans, adding power
and high-precision motions to the superior task understanding
and cognitive capabilities of humans. Moreover, they can be
also easily programmed through learning by demonstration
techniques [5]]. These characteristics promoted development in
the field of physical human-robot interaction (pHRI). A com-
plete overview of the state of art and examples of industrial
applications of pHRI can be found in [6]-[9].

In small and medium-size companies, which are charac-
terised by small-scale production and limited resources, a
robotic team is expected to be able to perform a variety of
different tasks. In this context, collaborative robotic work cells
allow flexible role interchange and fast adaptation of the cell
itself to new products and configurations. However, traditional
applications of pHRI involve mainly coexistence of human and
robots in the same workspace. To achieve full collaboration,
agents need to share not only the place but also the goals. To
this aim, each agent, according to its capabilities, should be
able to understand which actions are required to perform a
complex task. In this paper, we will focus on the agent role
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allocation in collaborative work cell scenarios, where assembly
processes are mastered and the desired duration of the tasks is
well-known. The role of each agent of the team (in literature
generally a single cobot and a single human) can be embedded
at the control level [[10]-[12] or could be planned beforehand.
Mortl et al. [11] proposed and evaluated different dynamical
task allocation in cooperative load transport tasks. To face the
problem of load sharing, the authors presented a crafty policy
analysis and task decomposition in steering and progressing.
While this control algorithm optimised the performance of the
cooperative load transport task in terms of human effort, it
might not be optimal or applicable to a different task.

A more general approach to the dynamical role allocation
problem is presented by Peternel et al. [12]. In this paper,
the manipulator predicts the human motor intention through
the measurements of EMG sensors placed on the muscles
of the shoulder joint, enabling a dynamic adaptation of the
robot effort during the task performance. Moreover, in the
collaborative sawing example, the stiffness values of the
robot impedance controller are related to the level of muscle
activation. In this way, the robot control parameters do not
require an offline tuning and the emerging robot behaviour
will mimic human behaviour. Furthermore, to optimise robot
performance, the control policy is selected depending on the
particular task. From these examples, it is clear that the best
control strategy should be chosen according to the task and
it’s not possible to give an optimal general control framework
that is able to accomplish a large class of tasks. On the
other hand, since industrial tasks are well understood, it is
also possible to combine some prior knowledge on the role
allocation at the planning level. The problem of coordination
of a team of robots has been intensively studied in other fields,
such as environment exploration and monitoring, surveillance,
transport, and playing robotic soccer [[13]], [[14]]. A combinatory
formal analysis of task allocation in large and homogeneous
multi-robot systems (MRTA) is presented by Gerkey and
Matarié [|15].

A common approach to the problem of the representation
of a complex task and its decomposition into a sequence
of atomic actions in industrial assembly processes exploits
AND/OR graphs. This structure is an efficient implementation
of a state transition graph, which requires fewer nodes and
simplifies the search for feasible plans [16]. A recent appli-
cation of AND/OR graphs to decompose assembly tasks in
the field of pHRI is offered by Johannsmeier and Haddadin
[17]. The authors introduced a framework on three different
levels: the team-level assembly task planner, that solves the
allocation problem of complex task through an A* search
on the AND/OR graph, the agent-level skill planning, in
which the planning of the action is implemented on the
selected robot and the online skill execution level that consists
of trajectory planning and control. One interesting feature
is that the algorithm deals at the team-level with different
agents with no explicit distinction between robots and workers:
the discrimination is embedded in the heuristics, since they
choose different cost functions depending on the agent, such
as execution time and power consumption for robots and
attention level and workload measurements for humans. While

AND/OR graphs represent a well-studied method to approach
task decomposition problems, less attention has been devoted
in understanding the agent characteristics and the factors that
should be considered in solving the task allocation problem in
industrial collaborative tasks.

In order to go beyond the state of art, we propose three
different measurable indices to represent the agent features at
the team-level. These indices reflect the agents’ nature (human
or robot) and their kinematic and dynamic characteristics.
The first index, task complexity, enables the discrimination
of human and robot capabilities in executing a high-level
particular industrial task. Task complexity, by itself, does not
distinguish between agents of the same type (i.e. between two
robots, or two humans). For this reason, we introduced two
other indices, i.e., agent dexterity and agent effort to take into
account this aspect. Agent dexterity is a metric based on the
kinematic properties of the agent, which is used to evaluate its
capability to plan and move in the environment. Similarly, the
agent effort index takes into account the dynamic behaviours
reflecting the agents’ ergonomic and safety constraints. In
this paper, we propose kinematic reachability as the core
component of agent dexterity, and human and robot fatigue,
for the agent effort. To obtain the desired capability-based
task allocation, all indices are combined together by means
of a weighted sum to shape a reasonable heuristic for the
search algorithm. These heuristics aim to associate each atomic
action to an agent, based on the identified capabilities (see
also Fig. [2). The method is evaluated with a proof-of-concept
assembly of a metallic structure. First, the agent execution
cost for each action is computed. Second, the role allocation
algorithm assigns the actions to the agents in the team through
a cost-minimisation principle. Finally, the task is executed by
the agents relying on the algorithm results.

II. CAPABILITY-BASED TASK ALLOCATION

The main purpose of this paper is to define suitable metrics
for the task allocation problem in collaborative industrial
scenarios. The framework consists of three different layers.
At the lower level, the agent level, actuation, sensing, control
and trajectory planning are implemented on each agent. At
the middle level, namely feam level, the high-level actions are
assigned to each agent and planned using state machines and
advanced algorithms combined with the expertise of the pro-
cess supervisors. Finally, at the higher level, called assembly
level, the problem of the assembly task decomposition and
assignment is handled.

We will focus now on a single mechanical assembly M
and a single team of agents W = {wy,...,w,}. We define
A; = {ai,..,an} the set of skills (actions) that can be
executed by an agent w; € W. At this level, there’s no explicit
difference between the skill of each agent. A proper represen-
tation of an assembly plan is offered by the AND/OR graph
since it promotes the parallel execution of the actions. Using
this representation, each assembly task can be decomposed
into a sequence of actions a;. What we want to obtain is
the allocation of an agent w; to each of the task actions a;,
denoted w; — a;. In order to do that, it is necessary evaluate
the cost ¢(w;,a;) of each agent in executing the action a;.
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Fig. 2. Flow diagram from the high-level task to the assigned sequence of
actions. Each high-level task is first decomposed into a sequence of actions
required to achieve the task. Then the algorithm evaluates the suitability of
each agent in performing each action, according to the proposed metrics.
Finally, the action allocation is performed according to the minimisation of
the overall performance cost.

The desired allocation is obtained when the total assignment
cost is minimised. In this paper, the cost function c(w;, a;) is
designed according to the agent’s capability. A more detailed
explanation of this three-layer structure and a way to represent
assembly plans with AND/OR graphs can be found in [17].

III. METRICS FOR THE COST FUNCTION

One of the first attempts to distinguish between human and
robot capabilities was proposed by Fitts et al. at the American
National Research Council in 1951 [[18], in which a list of
what man can do better than a machine is presented. Although
this list is outdated and some assumptions might not be
true anymore (machine learning algorithms emulates inductive
reasoning for instance), the basics concepts are still valid:
robots perform hard, repetitive and precise tasks better than
humans, while humans can execute cognitive complex tasks
thanks to their capability to learn quickly and react to unseen
situations. Recent research tried to make the decision process
objective and automatic, considering mainly corporate goals as
capability indicators. For example, Ranz et al. [[19] proposed
an algorithm to compute these indicators from process time,
additional investment and process quality, estimated from work
measurements techniques like MTM (method time measure-
ment) and RTM (robot time and motion). These indicators are
not able to discriminate, among a team composed of more
than a robot (or more than a human), which robot (or human)
should perform the task.

To account the general heterogeneity of the agents in
collaborative work cells, we propose three different metrics
that belong to the physical characteristics of the agents: task
complexity, agent dexterity and agent effort. Task complexity
measures if an agent is able to perform the current task
according to the specification required by the production

TABLE I
TAXONOMY OF MANUFACTURING ASSEMBLY ACTIONS.

Action Atomic primitives
Align MOVE
Pickup MOVE, GRASP
Insert MOVE
Slide MOVE, APPLY a FORCE
Retract MOVE
Transport MOVE
Place GRASP, MOVE
Tool action MOVE, APPLY a FORCE
Drill APPLY a FORCE
Hold GRASP, APPLY a FORCE

process. In particular, some actions may not be feasible for
a cobot, or may not be implemented. While task complexity
deals with the set of skills of each agent separately, there might
be a case where two or more agents are suitable for the same
task. For this reason, we introduce also agent dexterity and
effort. The first is required to favour agents with higher motion
capability, while the second to distribute the efforts equally
among the agents. Moreover, each metric can be described
by one or more core components. A similar approach, based
on agent capabilities, is proposed by Tsarouchi et al. [20]
and Michalos et al. [21]. In our scenario, the assembly time
is dictated by the manufacturing process and will not be
considered as one of the metrics. Indeed, we are not just
interested in increasing the productivity of the work cell. The
main goal is the improvement of the work ergonomics by
minimisation of human risk factors, through a capability-based
approach.

A. Task complexity

In a fast-reconfigurable work cell, the approach is to exploit
general purpose robots (like cobots) to execute as many tasks
as possible, within platform limits. In general, a cobot is
able to successfully perform point-to-point motions, apply
forces/torques, and grasp simple objects. On the other hand,
complex coordinated motions, precise grasps, or in-hand ma-
nipulation, for instance, require more sophisticated perception
and manipulation control, that might not be in agreement
with the current levels of robot decisional autonomy. For
these reasons, it is more convenient (and time-efficient) to
assign such complex tasks to human workers, that are able to
achieve high performances with lower planning effort. Having
that in mind, to describe cobot contributions, we consider
the taxonomy for manufacturing assembly tasks proposed by
Huckaby and Christensen in [22], listed in Tab [l Most of the
skills presented in the taxonomy can be further decomposed
into 3 main action primitives: MOVE, GRASP and APPLY a
FORCHI]

A possible choice of the task complexity metric is the
following:

0, if a; € Awi;

T(w;,a) =
(wi, a;) otherwise,

)

oo,

'Some skills may require also perception-based primitives that are not
considered in this analysis.
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where T'(w;, a;) is the cost of the worker w; in performing
action a; and A,,, is the set of agent feasible/known actions.
The aim of the binary metric is to discriminate the actions
that the agent is able to perform from the ones that cannot
perform or has not been programmed for. Nevertheless, this
metric could be designed in such a way that also performance
or action duration are considered.

B. Agent dexterity

In general, in a heterogeneous team, more than a single
agent might be able to execute an atomic action. Each of
these agents may also have different kinematic and dynamic
characteristics, especially in teams composed of different
humans and robots. Moreover, even in a set composed by the
two agents of the same type (two robots or two humans), one
might be more suitable to accomplish the task due to multiple
factors, such as proximity to the goal, higher manipulability,
or grasping capabilities. To take this into account, we group
the kinematic characteristics into the agent dexterity metric.

To measure agent dexterity, we exploited the concept of
reachability map, introduced by Zacharias et al. [23|]. This
map describes the agent Cartesian workspace structure, in
terms of solutions to the inverse kinematics algorithm. To
compute the map, the Cartesian space is first approximated
with a set of equidistant spheres. For each sphere, a fixed
number of randomly distributed points N according to a
uniform distribution is sampled on the surface of the sphere.
Then, a frame is assigned to each of these points, with the z-
axis aligned with the radial direction. These frames represent
possible Cartesian Tool Centre Point (TCP) poses. For each of
these frames is computed the inverse kinematic, if the solution
exists. If it does not exist, the frame is rotated around the z-axis
of a fixed step size. The number of valid inverse kinematics
solutions for each sphere is R. Accordingly, the reachability
index D is computed by:

R
D= 2

The main advantage of this map, instead of, e.g., the manip-
ulability map, is that it describes the characteristics of the
Cartesian workspace, instead of the configuration space. For
each valid pose of a redundant agent in the Cartesian space,
there exists an infinite number of possible solutions to the
inverse kinematics problem. We are interested in just one
of them and the inverse kinematics algorithm already selects
it. Hence, instead of describing the Cartesian space from a
much larger configurations space, we restrict the problem to
a subspace of it that is formed by the solutions of the inverse
kinematics. In the end, for each point in the Cartesian space
we have an index that describes how close we are to the
singularities. The smaller the index, the closer it gets to to
the singularity.

To be able to compute this metric on human workers, we
developed a 31 DOFs model of a human. The kinematic
parameters of the human model, such as links length or joint
angle limits, have been extracted from anthropometric tables
[24]]. The resultant kinematic structure has been translated into
a Unified Robot Description Format (URDF) file. In this way,

with R < N.

we could treat the human model in the same way as the model
of a floating-base humanoid robot. The inverse kinematics
solution is obtained with the modular whole-body control
library OpenSoT [25]. OpenSot solves the nonlinear inverse
kinematics as a quadratic programming optimisation problem
based on different solvers. It includes also the possibility
to specify prioritised constraints on the controller, that is
particularly useful in the case of highly redundant robots,
and to consider joint velocity limits as well as joint position
limits. In the case of manipulators, we set as constraints the
Cartesian TCP pose and, with a lower priority, a postural at the
joint level. For the human model, we also add, with a higher
priority, Cartesian constraints on the feet and on the waist
link, to ensure the stability of the computed configuration.
The constraint on the feet, in particular, allows the inverse
kinematics algorithm to generate configurations with at least
one foot placed on the ground. We fixed the TCP on the gripper
of the cobot and on the hand of the human.

In our framework, we assume that each action has to be
performed in a particular position in space z(a;), defined by
the production process. For each agent in the team, z(a,)
is first mapped in its own reference frame and then the
reachability index is computed. For the human model, the
reachability index is computed twice, once with the TCP
Cartesian constraint on the right hand and once with the left
one. The final reachability index is the maximum between the
two previously computed. The radius of the sphere centred in
the x(a;) is 25 mm. For each sphere, 100 points are sampled
on the surface and each frame is rotated around its z-axis by 60
degrees. The computation of the whole reachability map, for
all the Cartesian space, is considerably expensive and the best
approach would be to compute the map offline once, then save
the values for future use. Moreover, in the proposed metric,
we considered just the relative motion of the end-effector with
respect to a frame fixed on the body of the agent, that we could
call static dexterity. However, for humans and mobile robots,
we can also consider a mobile dexterity as an additional cost,
that is actually the motion of the floating base in the space. A
simple way to compute this cost is presented by Vahrenkamp
et al. [26].

C. Agent effort

In manufacturing scenarios, repetitive and force-demanding
assembly tasks represent one of the risk factors to human
health. Awkward postures, exerting high forces to achieve a
task, using heavy or vibrating tools, pressing on hard surfaces
are just some of the possible cause of fatigue, pain and
sometimes injury (musculoskeletal disorders) in the work-
place. What we would like to have is a metric that is able to
estimate some features of the dynamic behaviour of the agent
in executing each action. For instance, it should recognise the
repetitiveness or heaviness of the task. As a core component
of this metric, we selected fatigue. We exploited a model
introduced first by Ma et al. [27] and then used by the authors
of the paper to characterise both human muscle activation [|12]]
and also robot motor usage [28] in human-robot collaborative
scenarios. In addition, it has been also exploited for dynamic
job rotation to balance the workload of human workers in
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flexible assembly work cells [29]. The dynamic behaviour of
a fully actuated fixed-base n-DOFs robot is described by:

M(q)§+C(q.d)4+9(@)=7—-J"(q) fear, 3

where ¢ € R" is the joint angles vector, M (q) € R™*"
is the inertia matrix, C'(q,4)g € R™ is the vector of
Coriolis and centrifugal torques and g (g) € R™ denotes the
gravity component. Moreover, J T (@) fext € R™, represents
the torque due to the action of an external force f.,; € R™
(contact forces, external loads, etc.), with m < 6, projected at
joint level by the geometric Jacobian matrix J (q) € R™*™.
The dynamical characteristics of the performed action are
summarised in 7 € R", the vector of input joint torques. The
dynamic behaviour of a floating base robot is slightly more
complex, since we should consider an augmented model with
virtual joints and contact forces [30]]. But, for the sake of
clarity, we will consider the simpler model (3), without any
loss of generality.

The complete joint fatigue-recovery model is based on a
first-order dynamic system:

=iy i () >
o 7‘/7(15)L7 if Tl(t) < Ti th

i

dVi(t)
dt

“4)

where V;, C;, and 7; are the fatigue level, endurance capacity,
and the torque of joint 7, respectively. The capacity C; is a
physical parameter related to the maximum torque that could
be supplied by the actuators, namely muscles in humans and
motors in robots, that scales the contribution of the torques.
In the recovery equation, r is the recovery rate of the actuator.
Finally, 7; 45, is the torque threshold, that represents the value
of the torque that discriminates fatigue and recovery situations.
A possible choice of 7; 4, could be the 10% of the maximum
torque supplied by the actuator or the nominal torque in
static “rest” conditions. The closed-form solution of model (3]
clearly shows how the fatigue of the current action is related
to the previous accumulated fatigue (up to the action j-1).
The j-action related accumulated fatigue V;; (the subscript ;
highlights the dependency on the action a;), defined in the
period (to,t), can be computed through:

1 |71 (0)ldo
1—(1—=Vj_1)exp <—f°c1> )

if ATi(to, t) > Ti,th
r(t—to)
C; ’

if ATi(to, t) < Tith

)
where AT;(to,t) represents the sequence of torques from tg
to ¢ required to achieve action a;. In this paper, for the sake
of simplicity, we will focus on the fatigue caused by external
loads in static conditions. This assumption simplifies both the
model (3) and the floating-base robot dynamic model, leading
to 7 = JT(q) foxt, where feo,; now is the gravity force due
to the presence of an external load either on the end-effector of
the robot or held by the human. At this point, the computation
of T requires the kinematic parameters of the agent and the
mass of the load.

Vii(to, ) =
Vi—1,iexp—

The overall agent fatigue accumulated for action a; is
computed by averaging the fatigue at joint level:

> Vi (6)
i=1

Instead of this simple average, it is possible to introduce
a weighted average with different weights on some specific
joints, for instance low-back or the shoulder of the human,
depending on the particular task.

V(aj) =

S|

IV. CosT FUNCTION DESIGN

The desired cost function should incorporate the previous
indices into a single scalar value that should represent how
much an agent is suitable for the action. In particular, we
would like to assign an infinite cost in some predefined
situations. For instance, task complexity T'(w;, a;) defined in
(T) already takes the infinite value if the action is not feasible
or known by the agent. Similarly, we design the overall cost
function c¢(w;, a;) by

c(wi,a;) = PBr,Ti(a;) +
+ Bp,|log Di(a;)| + (7)
+ By |log (1 —Vi(ay))l,

where T;(a;), D;(a;), V;(a;) are the indices defined in ,
and and B, Bp,, By, > 0 are the indices weights’| The
term |log D;(a;)| is needed to ensure that actions with null
reachability index, for instance outside the agent workspace,
have a high cost. On the other hand |log (1 — V;(a;))| avoids
that heavy loads are assigned to agents with low payload.
It is important to highlight that, in collaborative assembly
scenarios, most of the tasks can be performed manually (even
faster!), but the quality of the execution may decrease over
time until eventual harm to the human worker. For this reason,
to reduce the risk of injury, the general approach consists in
assigning repetitive and force-demanding tasks to the robotic
agents. This behaviour is obtained by a higher weighting of the
fatigue component in the cost function of human agents, while
in case of robotic agents the reachability index is associated
with a higher weight. This is possible since the weights in (7)
can be tuned depending on the particular agent.

V. EXPERIMENTAL RESULTS

The proposed metric-based allocation were tested on a
fast-reconfigurable and flexible assembly line scenario. We
reproduced a collaborative assembly task with a mixed team
of agents and their role have been assigned by the algorithm
described above. For the proof-of-concept demonstration we
physically performed the assembly of a metallic structure
made of two aluminium profiles of different weight (392 ¢
and 865 g) and sizes, held together through a corner joint
(58 ¢g) with screws and nutsﬂ The team is composed of

2With the current choice of task complexity metric the only reasonable
value for the weight is S, = 1.

3For the sake of simplicity, in the following graphs and tables the name of
the objects has been abbreviated in LP (Long Profile), SP (Small Profile) and
CJ (Corner Joint).
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Fig. 3. Setup of the experiment. The worker was additionally equipped by
an augmented reality interface, to ensure and raise worker awareness of the
allocated tasks and the ongoing robot actions.

a human worker and a collaborative Franka Emika Panda
equipped with just the standard gripper. This solution reflects
the lean manufacturing principles, exploiting immediately the
available resources instead of developing highly customised
tools, that might not be convenient in a small production batch.
To improve the synchronisation and coordination between the
agents, the participants were provided of a pair of Microsoft
HoloLens, a mixed reality smartglasses technology. The device
features, among other sensors, an inertial measurement unit
(IMU), a depth camera, a video camera, and microphones,
enabling a natural way to interact with the environment,
with holographic contents and with the surrounding infor-
mation. The embedded gesture capture system and the voice
commands of the AR device were exploited to promote an
active collaboration between the agents: the device allowed to
display the assembly status on the viewer and trigger particular
moments through the gesture capture system.

The experimental setup is displayed in Fig. 3] The cobot
was placed on a work bench where the assembly task had
to be performed, while the components of the structure were
placed on a storage desk. The Allen key, screws, and nuts were
already available on the work bench.

The determined sequence of actions required to achieve the
assembly task, independent of the agent skills, Wasﬂ

1) Pick the small aluminium profile from the storage desk;
2) Place the small aluminium profile in the work bench;
3) Pick the corner joint from the storage desk;

4) Place the corner joint in the assembly work bench;

5) Insert a nut in the small profile and attach it to the corner
joints, aligning the screw with the nut, and fasten it with
an Allen key;

6) Pick the long aluminium profile from the storage desk;

7) Place the long aluminium profile in the assembly area;

8) Insert a nut in the big profile and attach it to the other
side of the corner joint, aligning the screw with the nut,
and fasten it with the Allen key.

In agreement with the taxonomy of actions of Tab. [I, we

selected the skills required to achieve the task. In the first three
columns of Tab. [[I} the required skills and their feasibility are

4The order of the actions is not unique.

1.0 [ Cobot
BN Human

B Human left hand
Human right hand

0.8

D(Action)

0.4

0.2

0.0

Pickup SP

Place SP Pickup CJ Place CJ

Action

Pickup LP Place LP

Fig. 4. Reachability values computed with Eq. (2) for Pickup and Place skills.

listed for each agent. Because of the absence of any perception
features and advanced tools for screwing, the actions Align and
Tool Action were considered as not feasible for the cobot. All
the other actions could be performed by both agents.

The cost function values and the role assignments in Table
M computed with a simplified version of the A* algorithm
[17], show that cobot precision and power were exploited in
the repetitive Pick & Place actions, cobot endurance to carry
the weight of the objects. On the other hand, human hand-
eye coordination and task understanding to align the screws
with the nuts (see Fig. [/| for photos of the experiment). To
evaluate the task assignment we computed the cost function
with the proposed metrics, for each action and for each
agent. For the sake of simplicity, all the cost function weights
B, Bp,, Bv, were set to 1. For the computation of the task
complexity metric, just the agent set of skills is required
(see Table [I). For the computation of the agent dexterity
metric, the algorithm requires as input, the agent URDF file,
a SRDF (Semantic Robot Description Format) file for the
kinematics chains, and a parameter file with the constraints
for the inverse kinematics algorithm, as well as action-related
parameters, like the position in space where the action has to
be performed. In particular, Fig. [] displays the value of the
reachability index D for the actions of Pickup and Place of
the small profile, the corner joint, and the long profile. The
Pickup action, when performed by the human agent, has 0
reachability index because the storage desk was placed outside
the worker workspace. For this reason, the most suitable
agent to accomplish the Pickup action, and therefore the Place
action, based on this metric, was the cobot.

On the other hand, for the agent effort metric, in addition
to other action-related parameters such as the weight of the
loads and the nominal execution time of each action, the
agent joint capacity vector C' was taken into account. In the
experiment we fixed the same value for all the joints of the
same agent, C'eopot = 100 and Chymaen = 50, to reflect the
fact that the cobot can produce higher torques than the human,
with less fatigue. This is clear in Fig. [5] In the absence of a
proper dynamic modelling of the human agent, we focused
on the fatigue due to the presence of external loads. Because
of that, the metric was computed only in the actions that
involved loads carrying (e.g. Transport, Hold). To compute
the fatigue values, the nominal time of execution of the tasks,
imposed by the production requirements, was set to 20 s for
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TABLE II
ALUMINIUM PROFILE ASSEMBLY TASK.

Action Cobot | Human | Cobot Cost | Human Cost | Role Assignment
Pickup + Transport + Place SP v v 1.360 00
Pickup + Transport + Place CJ v v 0.870 00
Align CJ with SP X v ) 1.708
Tool Action (Screwing) X v 00 0.799
Pickup + Transport + Place LP v v 0.842 00
Align LP with CJ X v 00 1.736
Hold CJ v v 0.313 0.454
Tool Action (Screwing) X v 0o 1.427
035 ™ Cobot M Human . TASK PERFORMANCE COMPARISON . HRC & AR ANALYSIS
0.30
2 2
0.25
T 7] %)
[=} =] =)
g S 0f pfs S0
< & &
=
-2 -2
-4 -4
Manual HRC & AR HRC & AR
Transport SP Transport C) Transport LP Hold LP 1 2 3 4 5 6 7 8 9
Action Questions Questions

Fig. 5. Fatigue values computed with Eq. @ for Transport and Hold skills.

the Transport action of the 3 objects and 60 s for the Hold
action of the long profile. The fatigue indices were computed
without considering the previous accumulated fatigue levels,
but the general approach should consider the fatigue related to
the previous achieved actions, as using the algorithm in [28].
Finally, to make human fatigue index comparable with the
robot fatigue, the average in Eq. (6) considers just the fatigue
of the arm holding the load.

To evaluate how the task selection affects the human’s
subjective measure of the teamed task, we asked 12 subjects of
different sex, unaware of the scope of the experiment, to per-
form the described assembly task in different conditions. First,
they performed it manually, and then using the collaborative
setup and the AR device. Later, we asked them to compile a
Likert scale-based questionnaire. The manual performance is
useful since, in this way, the subjects could understand task
requirements and the complexity.

The questionnaire included 9 statements. Q.1 The performed
actions of the assembly were easy to perform; Q.2 It was
physically tiresome to accomplish the task; Q.3 It was psy-
chologically tiresome to accomplish the task; Q.4 Overall, I
felt satisfied with the current task performance; Q.5 It was
intuitive to understand the current action to perform; Q.6 I
felt safe in performing the actions of the assembly; Q.7 It was
easy to keep the focus on the task execution; Q.8 Overall, I
think that using the current collaborative framework I could
perform the same task for a longer duration and better quality
time; and Q.9 Given the current task performance, I think
that collaborative robots do not help to improve assembly
tasks performance. The statements [5-9] are related just to the
proposed approach. The possible answers ranged from strongly
disagree to strongly agree, with an assigned score of -5 and
+5, respectively. The results are displayed in Fig.

Fig. 6. Likert scale-based questionnaire scores for the assembly task. The first
4 statements were evaluated for both the manual and collaborative setup with
the AR device, while from number 5 to 9 they are related just to the latter. The
results shows that the subjects felt satisfied with the proposed collaborative
system, stating that it could actually help workers to improve performance
and simplify task complexity.

The participants stated that the task execution with col-
laborative setup and the AR device involves less physical
and psychological effort than the manual approach (Q.2-3).
This perception led them to feel satisfied with the proposed
collaborative system (Q.4) while in the manual setup the task
was more difficult to perform (Q.1). Moreover, the subjects
confirmed that with the help of an AR interface it was intuitive
to understand the current action to be performed (Q.5) and
to keep the focus on the task execution (Q.7). Therefore,
they agreed with the facts that the worker could perform
the same task for a long time with the current setup (Q.8),
and that collaborative robots, could help workers to improve
also task performance (Q.9). Noteworthy, the experiments
were approved by the ethics committee Azienda Sanitaria
Locale Genovese (ASL) N.3 (Protocollo IIT_HRII_001 (rif.
interno:108/2018)).

VI. CONCLUSION

The proposed framework presented a modular capability-
aware solution to the task allocation problem of collaborative
assembly tasks in fast-reconfigurable industrial scenarios. The
main advantage of the framework consists of the achievement
of an optimal task assignment, according to the physical
characteristics of the agents. We selected a role allocation
behaviour based on ergonomic principles, but also other core
components can be adopted. In this work, we considered
a limited set of robot skills, since they were sufficient to
complete repetitive and force-demanding tasks. Nevertheless,
this set of actions can be adapted and extended to comply
with requirements of the new assembly tasks. On the human
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Fig. 7. Snapshots of the experiment. Fig. 8 A-8B: Pickup, Transport and Place actions of the small profile. While the cobot picks the corner joint, the human
worker can insert the nuts in the profile (Fig. 8C). The worker monitors the system through a pair of HoloLens, used to increase the situational awareness
and to recognise human gestures (Fig. 8D). The gesture triggers the release of the corner joint from the gripper (Fig. 8E). The worker can start screwing and,
at the same time, the cobot picks the long profile (Fig. 8F). The cobot then holds the profile in gravity compensation, so that the worker can easily align it to
the mounted piece (Fig. 8G) and complete the task (Fig. 8H). The worker, successively, exploits the gesture to acknowledge the achievement of the assembly
task. A Video of the experiment is available in the multimedia extension and in https://youtu.be/_Axmnu95TyQ .

side, we did not restrict the range of actions that can be
executed by a human worker. Although age, gender, and
particular disorders may limit human performance, they can
be embedded in a function that discriminates if an action can
be performed by an agent. Future work will focus on the
application of the system in multi-agent real factory settings.
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