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Function spaces

This chapter presents an in-depth study of several classes of vector-valued
function spaces defined by smoothness conditions. In Volume I we have already
encountered two such classes: the Sobolev spaces W*P?(R%; X) for s € N and
s € (0,1) (Chapter 2) and the Bessel potential spaces H*?(R%; X) for s € R
(Chapter 5). Both classes are parametrised by an integrability parameter p and
smoothness parameter s. The present chapter introduces two related classes of
function spaces, the Besov spaces B (R%; X) and the Triebel-Lizorkin spaces
s, (R?; X). From the point of view of applications these spaces play an im-
portant role in the theory of partial differential equations, where they typically
occur as trace spaces associated with initial value problems. What makes these
spaces interesting from a mathematical point of view is the wealth of differ-
ent characterisations of these classes: they can equivalently be introduced via
Littlewood—Paley decompositions, difference norms, and interpolation.

In line with earlier developments, we introduce both Besov spaces and
Triebel-Lizorkin spaces via their Littlewood—Paley decompositions. These
involve a so-called inhomogeneous Littlewood—Paley sequence (¢k)r>o0 of
Schwartz functions on R? whose Fourier transforms behave, informally speak-
ing, as a dyadic partition of unity radially. In terms of such sequences, the
Besov and Triebel-Lizorkin norms are defined by

”fHB;,q(Rd;X) = H(kapk * f)k?Oqu(LP(Rd;X))

and
Hf”F;yq(]Rd;X) = H(ka‘pk * f)k>0HLp(Rd;eq(X))’

in the sense that a tempered distribution f € .#/(R%; X) belongs to either
one space if and only if the respective expression is well defined and finite.
The third parameter ¢ featuring in these definitions is often referred to as the
microscopic parameter.

In both cases, the norms are independent of the Littlewood—Paley se-
quence up to a multiplicative constant independent of f. Accordingly, it will
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be a standing assumption that throughout the chapter we fiz a Littlewood—-
Paley sequence (¢r)r>0 once and for all (Convention 14.2.8). Dependence of
constants on this sequence will never be tracked.

Interestingly, the Bessel potential spaces studied in Chapter 5, and whose
study is continued in the present chapter, admit a similar decomposition re-
placing ¢%-norms by Rademacher norms (Theorem 14.7.5) in case X has UMD:

1l ey = 116250k % Disollon 1o
= [l(ex2"en * Hizoll 1o o o))

using the notation for Rademacher spaces introduced Section 6.3; the equality
of the latter two norms is obtained by repeating the proof of Theorem 9.4.8
for Rademacher sums. Comparing these norms with the previous two, it is
also of interest to note that equivalent norms are obtained if the eP-norm is
replaced by an €?-norm, by the Kahane-Khintchine inequalities.

In view of their very similar definitions, it comes as no surprise that the
theories of Besov and Triebel-Lizorkin spaces largely parallel each other and
resemble the theory of Bessel potential spaces to some extent. There are some
notable differences however, due to the different orders in which the LP-norm
and /9-norm are taken; as we have already pointed out, the Triebel-Lizorkin
norm is generally speaking more difficult to handle. The main advantage of
the Besov and Triebel-Lizorkin over the Bessel potential spaces is that they
are often easier to work with, and indeed many basic results for these spaces in
the vector-valued setting do not rely on the geometry of the Banach space X.
This is in stark contrast with the theory of Bessel potential spaces, where the
corresponding results often require geometrical properties such as the UMD
property of X or the Radon—Nikodym property of X*, as we have seen in
Chapter 5.

After establishing notation and proving some preliminary results in Sec-
tion 14.1, the class of Besov spaces is introduced in Section 14.4 via their
Littlewood—Paley decompositions. Several basic aspects of these spaces are
discussed, such as their independence of the inhomogeneous Littlewood—Paley
sequence used in the definition, the density of smooth functions, and Sobolev
type embeddings. We continue with several more advanced results, including
a difference norm characterisation, identification the complex and real inter-
polation spaces, and identification of the dual spaces. In Section 14.5 these
results are used to prove embedding theorems for the spaces v(L?(R?), X)
introduced in Chapter 9 and to prove R-boundedness of the ranges of smooth
operator-valued functions under type and cotype assumptions. In the same
section we discuss Fourier multiplier results for Besov spaces under (co)type
and Fourier type assumptions.

In Section 14.6 the Triebel-Lizorkin spaces are introduced. Proving the
same basic properties as before is more complicated, especially for the impor-
tant endpoint exponent ¢ = 1, and requires the boundedness of the so-called
Peetre maximal function and the boundedness of Fourier multiplier opera-
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tors for functions with compact Fourier support in an LP(R%; ¢9(X))-setting.
Most of the elementary and more advanced results discussed for Besov spaces
have a counterpart for Triebel-Lizorkin spaces and indeed our treatment mir-
rors that of the Besov spaces. Some results, however, have a different flavour,
such as the Sobolev embedding theorem (Theorem 14.6.14), the Gagliardo—
Nirenberg inequalities (Proposition 14.6.15), and the embedding theorem of
Franke and Jawerth (Theorem 14.6.26), all of which have an improvement in
the microscopic parameter ¢. In some situations this improvement makes it
possible to derive results for general Banach spaces X in an effective way. For
instance, for any Banach space X one has continuous embeddings (here and
below denoted by “—")

P L(REX) o HOP(REG X) < F (R% X) (14.1)
for p € (1,00) and s € R. For Hilbert spaces X this can be improved to
H*?(RY; X) = Fy,(R% X)

with equivalent norms for all p € (1,00) and s € R; this identity characterises
Hilbert spaces up to isomorphism (Theorem 14.7.9). The “sandwich result”
(14.1) often makes it possible to prove results about H*P?(R%; X) without
conditions on X by factoring through a Triebel-Lizorkin space. At the end
of the section apply some of the obtained result to prove boundedness of
pointwise multiplication by the function 1, in Triebel-Lizorkin spaces and
Besov spaces. Such results are non-trivial due to the non-smoothness of 1g_,
and are important in applications to interpolation with boundary conditions
of vector-valued function spaces used for evolution equations.

In Section 14.7 we return to the study of Bessel potential spaces and dis-
cuss some basic properties not covered in the earlier volumes. These include
improvements of (14.1) for UMD spaces X under type and cotype assump-
tions, as well as some advanced results on complex interpolation of Bessel
potential spaces (Corollary 14.7.13). At the end of the section we prove the
boundedness of pointwise multiplication by the function 1g, in Bessel poten-
tial spaces again for UMD spaces.

As we will be using Fourier techniques practically everywhere, it will be
a further standing assumption that throughout the chapter we work over the
complex scalar field. As usually is the case, the case of real Banach spaces
can be treated by standard complexification arguments. In some cases one
can argue directly on real Banach spaces (see Remark 14.2.6). Unless stated
otherwise, X will always denote an arbitrary complex Banach space.

14.1 Summary of the main results

Scattered over this section a wealth of inclusion and interpolation results are
developed. For the convenience of the reader, we include a concise overview
of them here, with pointers to their location.
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In all identities, unless otherwise no geometric restrictions apply to Banach
spaces and the occurring indices are taken in the ranges

Po,P1,p € [1,00], quthe[laOOL 5075135€R7 kOakl EN,
or subsets thereof. The interpolation results assume that 6 € (0,1) and where

1 1-6 6 1 _1-6 ¢
=—+ -

Do Po P 9 ¢

and
892(1—9)8()-i-9817 k@Z(l—Q)ko-i-GIﬁ.

The complex and real interpolation spaces of an interpolation couple (X, X1)
of Banach spaces are denoted by

Xo = [Xo0, X1lo, Xop= (X0, X1)op

respectively.

Identities. Up to equivalent norms we have the following identifications. If
p € [1,00), s € (0,1), then

wHP(R%: X) = B; (R X) (Corollary 14.4.25)

and, if s € (0,00) \ N,
SR X) = B, (R% X). (Corollary 14.4.26)

If H is a Hilbert space and p € (1,00), s € R, then

H*P(RY H) = Fj o(R% H) (Theorem 14.7.9)
and, if p € (1,00) and k € N,

WEP(RY H) = FF (R H). (Theorem 14.7.9)
If X is a UMD space and p € (1,00), k € N, then

wkr(RY X) = HP"(RY X). (Theorem 5.6.11)

Embeddings. We have the following continuous embeddings:

S (R%: X) < B (R: X) = 7' (R% X) (Proposition 14.4.3)
B (R: X) = B (RGX) < BS (R X) (Proposition 14.4.18)

d. s (md. d. e
SR X) = Fy (R X) = S (RY X) (Proposition 14.6.8)
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F3 (REX) = FS (REX) < FS (REG X) (Proposition 14.6.13)
FF (RE X)) = WHP(RE X) < FY (R X) (Proposition 14.6.13)
FS (RGX) — HYP(RG X) < Fy (R X) (Proposition 14.6.13)

and, if p € [1, 00),

B ngRE:X) 5 Fy (RYG X) < By

s ovg(RE X). (Proposition 14.6.8)

Sobolev embedding theorem I: If (and only if) either one of the following three
conditions holds: pg = p1 and sg > s1; po = p1 and sg = s1 and qg < qq;
po < p1 and go < ¢ and So—f0 281—1%;'0}1611

s d. s d.
By  R%X) = Byt (R X). (Theorem 14.4.19)
Sobolev embedding theorem II: Let pg,p1 € [1,00). If (and only if) either one
of the following three conditions holds: pg = p; and sg > s1; po = p1 and
so =81 and qo < q1; po < p1 and sg — p% > 81 — 1% (no condition on ¢q, q1);
then

F (R% X) < F (R X). (Theorem 14.6.14)

Po,q0 P1,91

Sobolev embedding theorem III: Let pg,p1 € (1,00). If (and only if) either one
of the following three conditions holds: pg = p; and sg = s1; po < p1 and
so—%Esl—p%;then

HoPo(RE X)) <5 H5PH(RE: X) (Theorem 14.7.1)

and, if in addition sg, s1 € N, then the same necessary and sufficient conditions
give

Weopo (R X)) < WoLPH(RY; X). (Theorem 14.7.1)
For k € N,
BY (R X) = Chy(R: X) — BE ((R%X). (Proposition 14.4.18)

If py € [1,00] and sg,s1 = 0 satisfy so — pi > s1, then

0

B

0 (REG X) — CoL(RY X) (Proposition 14.4.27)
and, if in addition ¢ € [1,00] and s1 € N,

B (RYX) — €% (RY X)), (Proposition 14.4.27)

Po.q
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Jawerth—Franke theorem: If pg < p1, and sg — p% > s — z%’ then

s d. 1 d.
Fpe (R X) — Bt (R X) (Theorem 14.6.26)
and, if p; < oo,
B (R:X) < Fo (R X). (Theorem 14.6.26)
If k£ > d, then
Fllfoo(]Rd;X) — C']’jb_d(Rd;X). (Corollary 14.6.27)

Embeddings under (co)type assumptions: If (and only if) X has type p € [1,2],

1_1
Bz(nl}? 2)d(Rd§X) — v(L*(RY), X). (Theorem 14.5.1)
If (and only if) X has cotype ¢ € [2, 0],

1_1
Y(L2(R), X) < Bt P RE X).  (Theorem 14.5.1)

If X has type po, then for all p € [1,pg) we have
HG=2%(RY: X) < ~(L2(RY), X). (Corollary 14.7.7)
If X has cotype o, then for all ¢ € (g, 00) we have
V(LA(RY), X) — HG@D4RE X)), (Corollary 14.7.7)

If X is a UMD Banach space with type pg € [1,2] and cotype go € [2, 0], and
if pe (1,00), s € R, then

Fs (R X) < HYP(R% X) — F5(RY X). (Proposition 14.7.6)

Y2y Pp»qo0

Complex interpolation. Let (Xy, X7) be an interpolation couple of Ba-
nach spaces. Let pg,p1 € [1,00] with min{pg,p1} < 00, qo,q1 € [1,00] with
min{qo, q1} < 00, and sg, s1 € R or kg, k1 € N. Under these assumptions:

[Byo.qo (RY: Xo), Byt 4 (RY X1)]o = By

Po,qo Po,q0 Po,qe

(R%; Xy). (Theorem 14.4.30)
If po,p1 € (1,00) and qo, q1 € (1, 0],

[F, (R Xo), Fyt (R X1)]p = F4 (RY; Xo) (Theorem 14.6.23)
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and, if in addition X is a UMD space, then

[Whopo(RE; X)), WheP1(RY: X1)]g = HFoPo (RY; Xy) (Corollary 14.7.13)

[H%oPo (R X)), HoVP1(RY; X1)]g = H®P(RY; Xy). (Theorem 14.7.12)
Real interpolation. Let (Xy,X;) be an interpolation couple of Banach
spaces and X be a Banach space. Let pg,p1 € [1, 00] with min{pg,p1} < o0,

qo,q1 € [1,00] with min{qo, ¢1} < 00, 0,51 € R, and ko, k1 € N. Under these
assumptions:

If sy # s1, then

(B, (R%: X), Bst (RY X))g,q = Bie (R% X) (Theorem 14.4.31)
(H*P(R% X), HP(RY X))g,q = By, (R X). (Theorem 14.4.31)

In addition, if sg, s1 € N with sg # s1, then

(WP (RY X), W P(RY X))g,q = By, (R X) (Theorem 14.4.31)
and if sg,s1 € (0,1) with sp # s1 and p € [1,00), then

(WP (RY X), W P(RY X))o g = Bye, (RY X). (Theorem 14.4.31)
If sg,51 € [0, 00) satisfy so # s1, then

(C2(R% X)), CoL (R X))g,00 = B o (RY X). (Corollary 14.4.32)
If p e [1,00) and sp # s1, then
(Fso (R X), Fon (R% X))g,q = Bio (R X). (Proposition 14.6.24)

Duality. With respect to the natural duality pairing of L?(R% X) and
L?(R4; X*), for p,q € [1,00) and s € R we have, up to equivalent norms,

s d. * —s d. *
B, (R X)* = B,° (RY X7) (Theorem 14.4.34)
and, for p,q € (1,00) and s € R,
s d. * —s d. *
Fj(RY X)* = Fp,,q,(R ; X). (Theorem 14.6.28)
If X* has the Radon-Nikodym property, p € [1,00), and s € R, then

H*P(R%; X)* = H" (RY; X*). (Proposition 5.6.7)
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14.2 Preliminaries

In this section we prepare some, mostly technical, results that will be of use
in our treatments of both Besov and Triebel-Lizorkin spaces.

14.2.a Notation

We start by reviewing some notation that has been introduced in the two
earlier volumes. We use the standard multi-index notation explained in Section
2.5. For the details we refer to the relevant sections (Section 2.4.c for Schwartz
functions, 2.4.d for tempered distributions, 2.5.b and 2.5.d for Sobolev spaces,
and 5.6.a for Bessel potential spaces).

Let X be a Banach space and let d > 1 be an integer. The Schwartz space
Z(R%; X) is the space of all f € C(R%; X) for which the seminorms

[flas = sup [|270° f ()] (14.2)
z€R

are finite for all multi-indices a, 3 € N¢. These seminorms define a locally
convex topology .#(R%; X) in which sequential convergence f,, — f is equiv-
alent to the convergence [f — fn]a.s — 0 for all multi-indices o, 3 € N%. This
topology is metrisable by the metric

S S S ] Y. [f = glas

=t L+ [f = glas

which turns .#(R%; X) into a complete metric space. Thus .#(R%; X) has the
structure of a Fréchet space. As a consequence of Lemma 1.2.19 or Lemma
14.2.1, the space C°(R?) ® X is dense in LP(R% X) for 1 < p < co. We
will prove in Lemma 14.2.1 that C2°(R%) ® X is sequentially dense in both
C>(R% X) and .7 (RY; X).

The space of continuous linear operators

SR X) = Z(S(RY), X)

is called the space of tempered distributions with values in X.

Let D be an open subset of R%. For 1 < p < oo and k € N the Sobolev space
WkP(D; X) is the space of functions f € LP(D; X) whose weak derivatives
0 f of order |a| < k exist and belong to LP(D; X). Recall that a function
g € L (D) is said to be the weak derivative of order « of f if

/ F(2)0%6(x) dz — (-1)‘&'/ g(2)é(z)dz for all ¢ € C°(D).
D D
Such a function g, if it exists, is unique. With respect to the norm

1 lwerix) = D 10 fllp,

|| <K
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the space W*P(D; X) is a Banach space. For 1 < p < oo and 0 < s < 1,
the Sobolev-Slobodetskii space W*P(R%; X) is the space of all functions f €
LP(R%; X) for which the seminorm

Wlweroix) = (/D D Mdzdy)l/p

|z — ylortd
is finite. With respect to the norm
[fllwsrepix) = [1fllp + [flwer(pix),

the space W*?(R%; X) is a Banach space. By Theorem 2.5.17, for 1 < p <€ o
and 0 < s < 1 the real interpolation method gives

(L (R X), WP (RY X))o, = WO (R X)

with equivalent norms.
For 1 < p < oo and s € R the Bessel potential space H*P(R%; X) consists
of all u € /(R4 X) for which the tempered distribution Jyu € .#'(R%; X)
defined by
Tou = ((1+4n°| - [2)*/2a)~
belongs to LP(R%; X). Recall that the Fourier transform of v is defined by

u(f) = u(f) for f € .#(R% X), where the Fourier transform of a function
f € LY(R%; X) is defined as

&)= 71(6) = /R f@)e € ds, € R

The inverse Fourier transform of a tempered distribution is defined similarly.
With respect to the norm

||u||HSJ’(Rd;X) = ||Jsu||Lp(]Rd;X)7

H*?(R% X) is a Banach space. The following continuous embeddings hold,
the first being dense if 1 < p < oo:

Z(R%: X) = HP(R% X) — 7' (R% X).
By Theorem 5.6.1, complex interpolation gives
[LP(RY X)), WFP(RY; X))y = H*P(R?; X)

with equivalent norms, provided X is a UMD space, 1 < p < oo, and k > 1 is
an integer. Under the same assumptions, Theorem 5.6.9 gives

[HeoP(RY X), HP(RY X)) = HP (R X)
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with equivalent norms, for sg,s1 € R satisfying so < s; and with sy = (1 —
0)so + 0s1. Still for UMD spaces X and 1 < p < oo, by Theorem 5.6.11 for all
integers k > 1 we have

WhP(RY X) = HRP(RY X)
with equivalent norms. For k£ = 0 we have the trivial identities
WOP(R?: X) = HOP (R X) = LP(RY; X),

valid for all Banach spaces X and 1 < p < 0.

For k € N the space Cf(R?; X) consists of all k-times continuously differ-
entiable functions f : R? — X whose partial derivatives 9 f are bounded for
all multi-indices o € N? satisfying || < k. With respect to the norm

1flloprasxy == sup [[0% flloo,
RING

the space Cf(R%; X) is a Banach space. We denote by C¥, (R%; X) its closed
subspace of functions for which 9% f is uniformly continuous for all |a| < k.

For 0 € (0,1) the space of Hélder continuous functions Cf (R%; X) consists
of all bounded continuous f : R* — X for which the seminorm

If(z) = fW)
[flooga.xy == sup ———2"
@ (R0 z,yER Ay |3;‘ - y‘e
is finite. With respect to the norm
1fllco®a;xy = I flloo + [floo ®a;x)

the space C(R%; X) is a Banach space. The Banach space obtained by taking
0 = 1 in these expressions is called the space of Lipschitz continuous functions
and is denoted by Lip(R%; X).

For s = k+6, with k € N and 6 € (0, 1), the space C¢ (R%; X) is defined as
the space of all f € CF(R?; X) for which 9*f € CZ(R%; X) for all multi-indices
satisfying |o| < k. With the norm

Hf”Cg(Rd;X) ‘= Sup ||8af||cg(]Rd;X)7
ler| <k

this space is a Banach space. For all s € [0, 00) we have continuous embeddings
SRY:X) = C(RY X) — 7' (RY X).

The first embedding is not dense, as non-zero constant functions cannot be
approximated by Schwartz functions. For non-integers s > 0 we will use the
notation

SR X) = Co(RY X).
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14.2.b A density lemma and Young’s inequality

Let U C R? be an open set. The elements of the space C2°(U; X) will be
referred to as X-valued test functions. Sequential convergence in C°(U; X) is
defined by insisting that f, — f in C°(U; X) if there exists a compact set K
of U containing the support of all f,, and ||0%f — 9% f||sc — 0 for all a € N%.
Related sequential notions, such as Cauchy sequences, are defined similarly.
Note that if f,, — f in C>(U; X), then also f,, — f in . (R%; X), provided
we extend the functions identically zero outside U.

Lemma 14.2.1. The space C°(R?) ® X is sequentially dense in C2°(R%; X)
and ' (R%; X).

Proof. We prove the lemma in two steps.
Step 1— We first prove that C2°(R¢; X) is sequentially dense in .7 (R%; X).
Let f € Z(R% X). Let ¢ € C(R?) satisfy ( =1 on {¢ € R?: [¢] < 1}
and ( = 0 on {¢£ € R? : |¢| > 2}, and put f,(z) := ((z/n)f(z). Then
fn € CX(R%; X). To prove that f, — f in .(R% X) it suffices to check that
for all multi-indices «, 8 € N¢ we have
lim || ﬁaa [(1- (/n))f]Hoo = 0.

n— oo

The elementary verification is left to the reader.

Step 2 — Let f € C(R% X). Choose bounded open sets O,U,V C R?
such that supp(f) CU C U CV CV C O. We first claim that for every
€ > 0 there exists a g € C2°(V) ® X such that || f — g||cc < €. Fix e > 0. Since
f(U) C X is compact, it follows that there exist x1,...,z, € X such that
f(U) C B(x1,¢)U... B(zy,¢). The sets Uy = O\U and U; = f~Y(B(z;,€))NV
for j =1,...,n define an open cover (U;)}_, of V. Let (¢;)}_, be a smooth
partition of unlty subordinate to this cover, i.e., ¥; € CX(U;), 0 < ¥; < 1,
and Zg:O t; =1 on V. Letting g := Z]:O Y @x; with xg = 0 for all u € ]Rd

we have
n

I1f (u <D W) fw) — 4] <e.
7=0
which proves the claim.
Let ¢ € C(RY) satisfy [p. ¢(u)du = 1 and put ¢;(u) := j%(ju). By
compactness, the exists an index ]0 € N such that for all j > jp and all
g € C=(V; X) we have ¢;+g € C(0; X) and, for all multi-indices a, 8 € N,

[0 * 9 — 9lap < Coplldj*0%g —0%gllec — 0

as j — oo, by the uniform continuity of 0%g. We conclude that for all such
g and j = 0 we have ¢; x g — g in (R% X). In particular, this holds with
g = f. By the claim, we can find a sequence (gx)x>1 in C°(V) ® X such that
If — gklloo = 0. Now for each j > jo the functions gx; := 1, * gx belong to
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C>*(0)® X, and by the above we have g; — g in . (R%; X). For appropriate
Jk = jo we find that g;, — g in S (R% X). Since gi;, € C°(0) ® X, this
proves density in C>°(R%; X).

To prove density in .7 (R%; X) let f € .7(R% X). By Step 1 there exists
a sequence (fn)n>1 in C(R% X) such that f, — f in (R% X). Using
Step 2, for every n > 1 choose a sequence (fy, x)k>1 in C(RY) ® X such
that f,r — f, in C(R% X). Then in particular, f,r — fn in 7 (R% X).
Since convergence in .#(R%; X) is governed by countably many seminorms, a
standard diagonal argument allows us to find a subsequence such that f, 5, —
f in (R X). O

As a corollary to the above lemma we record:

Proposition 14.2.2. For all p € [1,00) and s € R the space C°(RY) @ X is
dense in H*P(R%; X).

Proof. By Proposition 5.6.4, for all p € [1,00) and s € R we have a dense
embedding .7 (R%; X) — H*P(R?; X). O

We will often make use of the following version of Young’s inequality, which
extends a special case already proven in Lemma 1.2.30.

Lemma 14.2.3 (Young’s inequality). Let p,q,r € [1,00] be such that
%4—% =141 Iff e LP(RLEL(X,Y)) and g € LY(R% X), then fxg €
L"(R%:Y) and

ILf * gl Lrmasyy < I flle@a,2x vyl Lara; x)-

Proof. For 1 < g < oo, by density it suffices to prove the estimate for g €
C>(R%) ® X, and if ¢ = oo, then p = 1 and r = oo and it suffices to prove the
required estimate for f € C°(R%) ® .Z(X,Y). In either case, f * g is strongly
measurable and we have the bound || f * g|| < || f|| * ||¢g]|- The estimate then
follows from the scalar version of Young’s inequality. O

We recall from Section 1.3 that the variation of an operator-valued measure
¢ o - L(X,Y), where (S, ) is a measurable space, is the measure
|?] : & — [0, 0] given by

12][(A) = sup > [|&(B)]l;
T Ber

the supremum being taken over all finite disjoint partitions 7 of the set A € o7;
the is taken in Z(X,Y’). We say that @ has bounded variation if ||@||(S) < oo.
For a strongly measurable function f:S — X such that

[l < o,
S
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the construction of the Bochner integral (see Section 1.2.a) can be repeated
to define f g [ d® as an element of Y satisfying

| [ rao] < [usiaien.

When (S, 7, u) is a measure space, a simple example of an operator-valued
measure with bounded variation is obtained by taking #(A) := [, ¢ du with
¢ € LY(S, u; £(X,Y)). The total variation of this measure satisfies

12[1(S) < 1BllL(s,u.2x,v))-
Standard arguments show that [¢[|fllx d[|?| < oo if and only if ¢f €

LY(S;Y) and in that case
/ fdo = / of du.
S S

Lemma 14.2.4 (Convolutions with measures). Let ® : R? — Z(X,Y)
be an operator-valued measure of bounded variation, and let f € LP(R?; X).
For almost all x € R? the integral [g. f(x — y)dP(y) is well defined in the
above sense, and the convolution

D x f(x) = » fz —y)do(y)

defines a function @ * f € LP(R%,Y) which satisfies
[|® * fHLP(]Rd V) H@”(Rd)”fHLP(Rd X))

Proof. For 1 < p < oo, Minkowski’s inequality (Proposition 1.2.22) implies

| / Jre=widieiw), ., < / o £ =) sy A1)

= |/l e @) |21l (RY).

For p = oo, the same holds for trivial reasons. It follows that for almost all
z € RY the mtegral D f(x) = [ga f(x—y)dD(y) is well defined in Y. By ap-
proximation with simple functlons 1t is seen that @ x f is strongly measurable,
and since

25 @I < [ 17—l delw)

the required estimate also follows. O

14.2.c Inhomogeneous Littlewood—Paley sequences

We now introduce one of our main technical tools, which allows us to break
up a function spectrally into pieces with control on their frequencies.

Let @ denote the set of all Schwartz functions ¢ € .7 (R9) with the follow-
ing properties:
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(i) 0<PE) <1, EeRY,

(i) &) =1 if ¢ <1,

(i) P(§) =0 if [¢] > 3.

Such functions can be constructed in a similar way as in Lemma 5.5.21.
Remark 14.2.5. If ¢ € @, the function ¢ € .7 (R%) given by

~

P(&) = (&) — @(2€)

is a smooth Littlewood—Paley function in the sense of Definition 5.5.20, i.e.,

() 12 is smooth, non-negative, and supported in {& € R%: 1 < |¢] < 2};
(i) Y 9(275¢) =1 for all € € RT\ {0}.
keZ

Remark 14.2.6. 1t is possible to choose the function ¢ is real and even (or
equivalently @ real and even). In that case it would be possible to use real
Banach spaces in several of the definitions and results of this chapter. For
instance if f € LP(R% X) or even .#/(R%; X), then ¢ * f can be defined
without using any complex structure.

Definition 14.2.7 (Inhomogeneous Littlewood—Paley sequence). The
inhomogeneous Littlewood—Paley sequence associated with a function p € @
is the sequence (pr)k>0 in . (R?) given by

Po(§) = (&), k=0, {€RY,
Pu(&) = p(27F) —p(27F e, k>1, e R

Note the scaling property

@k(f) = @1(2_k+1§)7 k = 17 (144)

and the telescoping properties

(14.3)

S B© =502, Y E©) =1 (14.5)

k=0 k>0

We will often use the simple L'-norm identity

|2, =
k=0

e2miz-E 5 0(277€) d{‘ x—Q"/d lpo(2"2)| dz = ||¢oll1,

(14.6)

which implies

lowl = | Zsak - ZsokH <2lgolli, k> 1. (14.7)
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The adjective ‘inhomogeneous’ refers to the special role played by the
function ¢ whose support contains an open neighbourhood of the origin.

Inhomogeneous Littlewood—Paley sequences will be used to define the
classes of Besov spaces and Triebel-Lizorkin spaces. Up to equivalent norms,
the definitions of these spaces turn out to be independent of the particular
inhomogeneous Littlewood—Paley sequence chosen. This allows us to fix an
arbitrary such sequence once and for all and always work with that given se-
quence. In order to avoid endless repetitions we therefore make the following
convention.

Convention 14.2.8. Throughout this entire chapter, (py)ren denotes the in-
homogeneous Littlewood—Paley sequence associated with a function ¢ € @
which we fix once and for all. Whenever this is useful, we extend the index
set of the sequence to include the negative integers by setting

gbkEO, k:—17—2,...

Constants in estimates involving a Littlewood—Paley sequences or spaces de-
fined by using them will often also depend on the generating function ¢ € @,
but since it is considered to be fixed we will not express these dependencies
in our estimates.

Let us collect some easy properties of inhomogeneous Littlewood—Paley
sequences. It is immediate to check the Fourier support property

PO=1 for 32 <<, k21, (148)
and
suppPr C{E € R : 27 e <3-2571), k> (14.9)
In particular we have the disjointness property
supp ; Nsupp P = &, [j — k[ > 2, (14.10)
which implies the orthogonality properties
0ior =0 and @;*x@r =0, [j—kl>2. (14.11)

From (14.5) and (14.11) we infer

1

> Brei=1 on supp(@r), k>0, (14.12)
j=-1

using the convention ¢_; = 0 for the case k = 0.
By Proposition 2.4.32, for ¢ € .(R%) and u € .%/(R%; X) the convolution

Yxu=F (0f) (14.13)

is well defined as element of C*°(R%; X) and as such it has at most polynomial
growth. For later use we record the following useful consequence:
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Lemma 14.2.9. Every f € .'(R%; X)) with compact Fourier support belongs
to C®(RY%; X) and has at most polynomial growth.

Proof. This follows from Proposition 2.4.32 by writing f = f x g with g €
(R?) satisfying g = 1 on supp(f). O

Returning to the main line of development, by applying (14.13) to the con-
volutions ¢y, * u, the latter can be identified with distributions in .%/(R¢; X))
and we have the following result:

Lemma 14.2.10. Let E = Y (R% X) or E = (R4 X). For all f € E we

have )
F=enxf= > ¢rrexprpsf

k>0 (=—1k>0

with convergence of the sums in E.

Proof. The second identity follows by applying the first twice and (14.11). It
thus remains to prove the first identity.

By the second identity in (14.5), (14.13), and the continuity of the
Fourier transform on E proved in Proposition 2.4.22, it suffices to show that
Zk>0 Prg = g for all g € E, with convergence of the sum in F.

First suppose that g € .%(R%; X). In view of the first identity in (14.5) we
must to show that, for arbitrary multi-indices «, (3,

lim ||(-)79°[(1 = 3(27"))g]|| , = 0.

n— oo

This is elementary and left to the reader.
Next suppose that g € .#/(R%; X). Fix a function ¢ € .7 (R%). We need to
check that » ;- g(¢@k) = g(¢). For this it suffices to check that 3, 1@k =

¥ in #(R), which is the content of the previous case. O

As a first application of Littlewood—Paley sequence techniques we prove a
lemma that will be useful for establishing Fourier multiplier results in later
subsections. For its proof we recall from Volume I the space

LYREX) = {f e L(R: X) .27 f e LY(RY X)),

where the inverse Fourier transforms is viewed as an element of .#/(R%; X).
With respect to the norm

1l gy = 1722
Lt (R?; X) is a Banach space. It enjoys the scaling invariance property

Hf(A')”\L/l(Rd;X) = Hf”\[:l(]Rd;X)? A>0, (14.14)

which is proved by a simple change of variables.
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Lemma 14.2.11 (Integrability of Fourier transforms — I). Let f €
CHH1(RY; X), and suppose that there exists an & > 0 such that

Crae:i= 1 lel+ey 102 f :
e ‘arlrg}ﬁlgs;@(ﬂﬁl NO* f(E)I < oo

Then f € LR X) and || fl| o rasx) Sae Cae-

Note that Cj g is trivially finite (for all ¢ > 0) if f € C4T}(R% X) has
compact support.

Proof. In view of (14.5) we have Hf”El(Rd;X) < X2iso ”@ijEl(Rd;X)’ and
therefore it is enough to show that for all j > 0 we have

||@jf||fl(Rd;X) Sd 27(j71)60f7d75' (1415)

First we consider indices j > 1. Setting B := {¢ € R? : [£] < 1}, by (14.4)
and (14.14) we obtain

H@jf”f/l(]Rd;X) = ||{51(.)f(2j_1.)||f1(]Rd;X)

1F@1C) @ N ix) + 1F @16 (277 @asix)
=: T1 -+ TQ.

The first term is easy to handle. Indeed, since ||.#||p1 o~ < 1and 0 < $; < 1,
Bl [|.7(Z1()f(2771))llo
Bl21()f(27 ™ ) preax) < B ) e apyaix),

using that @7 is supported in 3B \ B in the last step. Together with the
assumed bound for f with o =0, for £ € 3B\ B we have

Ty <
< |

Ca,e

_ Yrde o 5-(i-1)
1+2<j—1)€|§le<2 7T C e

[F{CZI][ES

Combining this with the previous estimate, this gives the bound 77 <
~U=DeCy 4|38\ B||B|.
For the second term we use the finiteness of Cy := fRd\B |z| =9~ dz to
obtain

Ty < Cal|é = 1" F (@1 f (7)) ()] .-

By the estimate |£|9t1 <, 2 laj=a+1 17| and the identity (2mi)leleaZ (g)(¢) =
F(0%9) (&), for each ¢ € R? we can further estimate

el Z @@ NEy Sa D @) F(@f @ )©)]

|a|=d+1
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= > 7@ RNy

lor|=d+1
Using that ¢ is compactly supported we obtain

|7 @[22, < |02 f @Iy S 0% @7

After an application of the Leibniz rule it remains to estimate terms of the
form 0°3,07[f(2771.)] with |B| + |y| = |a| = d + 1. By the assumptions and
the fact that @, is supported in 3B \ B,

10°2107 [£ (27" )]loo Sa Slulp 120 DM7f(2071) || < 2707 DECy 4 .
1<€1<3

It follows that Ty <4 27U~YeC; 4 .. This proves (14.15) for j > 1. The case
7 = 0 can be shown in a similar way, skipping the dilation step. O

For later reference we state the following consequence of Lemma 14.2.11.

Lemma 14.2.12. Let A\ > 0 and suppose that f € CHH1HIMN (R X) has sup-

port in the ball Br = {€ € R% : |¢| < R}. Then (1+|-)*f(-) € LY(R%; X)

and
IA+T- DOl @ax) < Craall fllgasiem ma;x)-

Proof. Upon replacing A by [A] we may assume that A € N. By Lemma
14.2.11 we have f € L'(R4; X). Therefore it suffices to prove the estimate
with (1 +|-|)* replaced by |- |*.

Arguing as before, since |z <4 2o 161=x |28,

H |- |>\ﬂ|L1(]Rd;X) Sd.R Z ||8/ﬁ\f||L1(Rd;X)~
[B]=X

Therefore, the required result follows from Lemma 14.2.11 applied to 97 f. O

14.3 Interpolation of LP-spaces with change of weights
When (S, o, 1) is o-finite measure space, we call a measurable function w :
S — [0, 00] a weight if w(x) € (0,00) for almost all € S. On earlier occasions
(e.g., in Appendix J and Chapter 11) we have considered the weighted spaces
LY (w; X) := {f : S — X strongly measurable,
q 1/q
s = ([ 1@l dua) ™ < oo},

For the present purposes, it is more convenient to introduce the variant
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Li(S;X):= {f : 8 — X strongly measurable,
1/a
£ liacsio = ([ @@ du) ™ < oo},
S

For ¢ < oo, this is just another way of expressing the same spaces with a
different normalisation of the weight, namely L% (S; X) = L%(w?; X). How-
ever, using the usual modification for ¢ = oo, the first version reduces to just
L (w; X) = L*™(5; X) (since dp and w dp share the same zero sets), whereas
LE(8; X) with norm || f||pe(s;x) = [[fwl|l=(s;x) is a new space with non-
trivial dependence on the weight w.

14.3.a Complex interpolation

Our first main result concerning these spaces is the following:

Theorem 14.3.1 (Stein—Weiss). Let (Y, Y1) be an interpolation couple of
Banach spaces, let qo,q1 € [1,00] satisfy min{qo,q1} < oco. Let (S, o, ) be
a o-finite measure space, let wg,w; be two weight functions on S, and let
0 € (0,1). Then

(L35, (53 Y0), Ly, (S;Y1)]e = L, (S5 [Yo, Yilo)

isometrically, where

1 1-0 ¢
- = + —, w:wéfow‘f.
q do a1

We first record the simple:

Lemma 14.3.2. In the setting of Theorem 14.5.1, if f, — f in the norm of
LL (S;Yo) + L& (S;Y1), then a subsequence converges almost everywhere in
the norm of Yo + Y7 to the same limit function.

Proof. We assume that || f, — f||quo(S;Y0)+Lq1 (s;v;) — 0. Hence, for every

w wy
n, there is a decomposition f, — f = f + f}, where “f£||Lfg,(s;3g) — 0 for
j = 0,1. By the well known version of the Lemma in just oile LP space, a
subsequence of f converges to 0 almost everywhere in the norm of Y. By the
same result, a further subsequence of f! also converges to 0 almost everywhere
in the norm if 7. Thus, along this last subsequence, f,, —f = fO+f} converges
to 0 almost everywhere in the norm of Yy + Y7. O

Proof of Theorem 14.3.1. The unweighted version (wp = w; = w = 1) of this
result is contained in Theorem 2.2.6. We will reduce the weighted version to
this special case. Let us abbreviate Y := [Yy,Y1]y. For n € Z,, we denote
Sp = {n"! <wp,w; <n}. Then |J,=, S, exhausts S, up to a set of measure
zero, by definition of weights.
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Step 1 - L7, (S; [Yo, Yalo) € [, (S; Yo), L, (S; Y1)]o:
Let f € LI(S;Y), and assume first assume that {f # 0} is contained in S,
for some n € N. Thus

¢:= fwe LI(S;Y) = [L(S;Yy), L9 (S; Y1)]o,

where the equality of space is Theorem 2.2.6, and hence ¢ = &(0) for some
& € H (L (S;Yy), L1 (S;Y1)), where this notation of holomorphic functions
on the unit strip with appropriate boundary behaviour is defined in Section
C.2. The relation ¢ = $() remains valid if we replace #(z) by ¢(z)1g, , and
hence all the subsequent considerations can be restricted to E,,. In particular,
multiplication by any power of wg or w; is then a bounded operation on any
of the (weighted or not) LP spaces appearing in this argument. Now

f=owt = 20wy "y * = F(6),

where F(z) := @(z)wo_(l_z)wfz € H(L%(wo;Yp), L9 (w1;Y1)). Qualita-
tively, the last inclusion is easy from the corresponding relation for ¢ and
the restriction of the supports on FE,, where all multiplications by powers of
w; are bounded. Quantitatively, we have

IF G+ i) 195 ayev;) = 190 + it)wg w7 | Las ey,
= ||@(j +it)| pe (S:Y;) 7j=0,1,

thus, recalling that ||F||»(x,,x,) := Mmax;—o,1 Supseg ||F(j + it)||Xj7

1 e Lag, (sive).La, (siva)) = [Pl (zao (s:%0), L1 (5:371)) (14.16)

U1

and hence

1130 (s:vo).z2 (svile < 1w (nm0 (s:v0).L2 (s:71)
= [®lloe oo (s:v0),L91 (5v1))-

Taking the infimum over all @ in this space with ¢ = ®(6), we obtain

Hf”[LfU"O(S;YO),Lf}l(S;Yl)]g < ||¢||[LQO(S;YO),L‘H(S;Yl)]e
= ||¢||Lq(s;Y) = ||f||L?,,(S;Y)~

Recall that the previous estimate was obtained under the assumption
that f € LZ(S;Y) satisfies {f # 0} C S,. For a general f € LL(S;Y),
this bound holds with either 1g, f of 1g,f — 1g, f in place of f. Since
1s,f — f in L%(S;Y) by dominated convergence, it follows that 1g, f
is a Cauchy sequence, and hence convergent, in the interpolation space
(L% (S;Yy), L% (S;Y1)]e and thus in the sum space L% (S;Yy) + L2 (S;Y1)
by Lemma C.2.5. By Lemma 14.3.2, a subsequence converges almost every-
where to the same limit function. But it is clear that the a.e. limit is f, and

hence
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Hf”[LfUOO(S;YO),qull(S;Yl)]g = nh_{rolo ||1Snf||[L$uOO(s;Yo),L$U11(s;yl)]e

< lim |1, fllze s;vy = 1fllLe siv)-
n— oo

Step 2 — [L0 (S;Y0), LL (S;Y1)]e € LL(S; [Yo, Yilp):
Let f = F(0) € [LL (S;Y0), LL (S;Y1)]e, where

As before, we first assume that {f # 0} C S,, and then without loss of
generality (multiplying by 1g if necessary) that F'(z) has the same property
for every z. We can then reverse the previous reasoning. Defining

B(z) = F(2)ugwi,
we check the same relation (14.16), and hence
1fllzewsyy = IE(O)wllLacsiyy = [1PO) Lo (s5v5). 291 (5:v0)16
<N @lloe(zao(sivo).Lon(siva)) = IF w0 (s:v0), L2 (5:v0))-
Taking the infimum over the relevant F' with F(6) = f, we get
1f1leg sivy < Ifllso (sive).o (sivoyer S # 03 € Sa. (14.17)

wo
Consider next a general f € [LL (S;Yy), LiL (S;Y0)]e. Multiplication by
1g, contracts all L? spaces, including weighted ones, and hence also the inter-
polation space [L% (S;Yp), LI (S;Y1)]g by Theorem C.2.6. Now (14.17) holds
with 1g, f in place of f, and hence

115, fllLaquiyy < ILs, Fllinm (sive),zo (ssvorle < Il (s0v0).L98 (5:v0))6-

But then monotone convergence shows that

I flloquwyy = Jim 1Ls, fllzasivy < WFllLa (sivo).2o (s:vo)le-

This completes the proof. O

For easy reference later in this chapter, we state the special case of the previous
result for sequence space with the weights ws(k) = 2% on the integers.

Proposition 14.3.3 (Complex interpolation of the spaces ¢, (Y)).
Let (Yo,Y1) be an interpolation couple of Banach spaces, let qo,q1 € [1,00]
satisfy min{qo, q1 } < oo, and let 59,81 € R and 6 € (0,1). Then

(€%, (Yo), £33, (Y1)lo = €5, ([Yo, Y1lo)

170_|_9

isometrically, where s = (1 — 0)sg + 0s1 and % ==+

Proof. The condition s = (1 — 6)sg + 0s; is equivalent to w, = wl fwf ;

whence the Proposition is a special case of Theorem 14.3.1. O
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14.3.b Real interpolation

We next turn to the case of real interpolation. Recall that for a Banach couple
(Xo,X1), the real interpolation space (Xo,X1)s, with p € [1,00] and 6 €
(0,1), was introduced in Section C. 3 Also recall from Theorem C.3.14 that if
po, p1 € [1,00] satisfy + 5= 11,*9 + =, then (Xo, X1)o,p = (X0, X1)0,po,p, With
equivalent norms, where the latter denotes the Lions—Peetre interpolation of
Xo and X; (second mean method). The main result of this section is as follows.

Theorem 14.3.4 (Stein—Weiss, real version). Let (Yo,Y1) be an inter-
polation couple of Banach spaces, let qo,q1 € [1,00] satisfy min{qo,q1} < oc.

Let (S,47, 1) be a o-finite measure space, let wg, w1 be two weight functions
on S, and let 0 € (0,1). Then

(LZ(;JO (57 Y0)> L?ull (S’ Yl))e,qo,lh = LZ}(S, (Yb7 }/l)e,qoﬂh)

isometrically, where

1 1-46 0
+ w 1-6, 0
q q0 q1

In particular,
(L, (S5Y0), L, (S5Y1))e,q = LE(S: (Y0, Y1)a,q),
with equivalent norms.

Proof. The unweighted version (wy = w; = w = 1) of this result is contained
in Theorem 2.2.10. We will reduce the weighted version to this special case.
Let us abbreviate Y := (Yy,Y1)9,45,q:- As in the proof of Theorem 14.3.1 we
denote S, := {n~! < wp,w; < n} for each n € Z,, and observe that | J7—, S
exhausts S, up to a set of measure zero, by definition of weights.
Step 1 - Lg,(S;Y) C (L%, (S;Y0), L, (S Y1))0.00.01°

Let f € LY (w;Y), and assume first that {f # 0} is contained in S, for
some n € N. We also make the technical assumption that the weights w; are
discrete, in that they only take values of the form p*, where p > 1 is a fixed
number, and k € Z. This plays a role in the representation (14.18) below. Now

¢ = fw e LU(S;Y) = (L*(S;Y0), L™ (S5 Y1))0.q0.01

where the equality of spaces is Theorem 2.2.10. Hence, by Definition C.3.10
of the Lions—Peetre interpolation method (, )g g, , for some strongly mea-
surable @ : (0,00) — L%(S;Yy) N L7 (S;Y1), we have

¢=/OOO
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where t/=0¢(t) € L% (dt/t; L9 (S;Y;)) for j = 0,1, and (as a consequence)

the improper integral converges in L% (S;Yy)+ L% (S;Y1). Multiplying by 1g,

if necessary, we may assume that each @(t) is also supported on S,,.
Choosing the auxiliary weight W := wg Lwy, we then have

_ o _, dt e _, dt > dt

On S, both w; are bounded from above and below. Due to the technical
assumption on the discreteness of their ranges, both these weights, and hence
W, only take finitely many possible value on S,,. Hence

K
F(t)=o(W)w™" =Y 15,0(toy)B;" (14.18)

for some ay, B € (0,00) and sets E C S, from which it is immediate that
also F' : (0,00) — L®(S;Yy) N LT (S;Y7) is strongly measurable. This still
remains true with each L% (S;Y;) replaced by L% (w;;Y;) since the intersec-
tions of these spaces with functions supported on S, coincide. With these
qualitative issues out of the way, we make the quantitative observation

dt
0P (t
[, o %

T —1, 119 dt
= [ IRy g s s,
0. (14.19)
= WO w0 (t a
= [T R ey sy T
dt
0
= [ a1 sy G
where in the last step our choice W := wy L, and the assumption w =
wé 0 wf show that W9~ Jw_lu) = 1 for both j = 0,1 (and indeed having this

1dent1ty dictates our choice of the auxiliary W).
Now, by the Lions—Peetre method, we have

i—6
190 (S5v0), L2 (811160001 S sup 1t = 7 E @ oy (a0 (5:v))

= SUP [t = 7B (t) | 295 (aejesL (5:v;))
=0

and taking the infimum over all such @ shows that
HfH(LfUUO(S;Yo),L?}l(S;Yl))ququl < ||¢||(LqO(S§YO),Lq1(S§Y1))9‘q0,q1
= ||¢||Lq(s;Y) = Hf”L?U(S;Y)'

We proved this assuming that {f # 0} C S,. For arbitrary f € LL(S;Y),
this is true with either 1g, f or 15, f —1g,, f in place of f. It follows that 1g, f
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is a Cauchy sequence, and hence convergent, in (L (S;Y0), LZ (S;Y1))0.q0,q:
and thus in LL (S;Yy) + L (S; Y1) by the very Definition C.3.10 (recall that
fe (X(),Xl)qug’q1 is given by an integral that converges in Xy + X;). By
Lemma 14.3.2, a subsequence converges almost everywhere to the same limit,

and hence this limit must be f. Thus f € (LL (S;Y0), L%, (S;Y1))0,40,q:> and

||fH(L 0 (85Y0),LE (Si¥1))0,00.a1 n11_>m [1s, f||(L 9 (85Y0), L%, (S5Y1))0,40.01

< lim |15, f|

Ly siv) = I fllze, siv)-

We still had the additional hypothesis on the discreteness of the ranges of
both w;. For arbitrary weights w; and p > 1, we consider

w; , = sup{p” : p* <w;, k € L},

which clearly satisfy the discreteness property, as well as w; , < w; < pw; .
Hence

||f||LZ,JJ (S;Y5) < p”fHLZpr(Sny)
J
and Theorem C.3.16 gives the first estimate in

P00
||f||(L:1,90(s;yo),L?,}1 (55Y1))0,q0.a01 < ||f|| (L2 (S:Y0),LEL  (SiY1))0.00 .01

=P||f|\Lq179 s (S5Y)
wo’p wl’p
< p”fHLq(w;Y)'
Taking the limit p — 1, we finally deduce
||f||(L % (S3Y0), L (S5Y1))6.,40.a1 ||fHLZJ(S;Y)

unconditionally.

Step 2 (L1, (S5 Y0), LY, (S5 Y1))ogoun © L4(S:Y):
Let f € (L (S;Y0), LE, (S;Y1))6,40,q,- We make the same initial assumptions
on both f and the weights w; as in the previous part. By definition, we have
f= [ F(t)9 with t/=F(t) € L9 (dt/t; L, (S;Y;)). Working the previous
computations backwards we find that

S e N
b= fw:/o F(t)w7=/0 P :./0 (1)<,

where @ satisfies the relevant measurability conditions (by the structural as-
sumptions on the weights) and the quantitative relation (14.19). We conclude
that

H¢||(LqO(S§Y0)7Lq1(S§Y1)) < sup ||tj70¢(t)”L"J'(dt/t;LqJ'(S;Yj))
J

=0,

0,490,491

— sup [ OF(t)

H aj .79 Y.
b L9 (dt/6LE, (S5Y7))
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and taking the infimum over all relevant F,
1Fll2g, sv) = 9l Lagsivy = DMl (s:v0).L91 (5:1))6,00.01
Hf” L0 (S;Y0), L4, (S:Y1))0,q0 a1 °

For a general f in the interpolation space, applying the previous conclusion
to 1g, f in place of f, we have

1, f]

rosv) S s, fllnmo (s:v0). 29 (5:¥1))6.00 0,

<
< ”fH(L S5Y0), L (S5Y1))0,q0,a1°

since multiplication by 1g, is clearly contractive on each L% (wj;Y;), and
hence on the interpolation space by Theorem C.3.16. It then follows from
monotone convergence that

g, csivy = Tim[1s, fllzg sy < I Henss, sivo), 22 (550000,

Finally, the discreteness assumption on the weights can be removed by the
same considerations as in the previous part: For general weights w; and the
auxiliary discrete wj; , as in the previous part, we have

I fllLe, (s;vy = If]lLe tio s(s;y) < P(1_9)+9||f||Lq179 , (SiY)
“0.p “1p
< pllfllezze, L (S5Y0). L3, (S5Y1))6.00.01
S AUl (5:v0). L8 (S:1))60.00 01 2
and taking the limit p — 1 completes the proof. 0

For applications of the real interpolation theorem to Besov spaces, it is useful
to include a version that is genuine variant, rather than just a special case of
the previous theorem. This version is concerned with the particular case of
S = N or S = Z with the exponential weights w,(k) = 2*%, and restricting
to just one range space Yy = Y7 = Y. Remarkably, under these circumstances
the condition % = 1q;09 + (;% of Theorem 14.3.4 can be omitted:

Proposition 14.3.5 (Real interpolation of the spaces /¢
D, qo,q1 € [1,00], let so,s1 € R satisfy sog # s1, let 0 € (
s=(1—0)sg+ 0s1. Then

Y)). Let
);

&, (
0,1), and let

(é?fso (Y),E,Z}SI (Y))op =€, (Y) with equivalent norms,

with constants in the norm estimates only depending on 0, p, sg, s1. Moreover,
Jor ally € 0 Y)n G (Y) we have

0
Il (v < ol o I8y v

where C' only depends on sg, s1, 0.



318 14 Function spaces

Proof. We will present the details for S = N, as the case S = Z is proved in
the same way. By interchanging the roles of /3 (Y) and £}, (Y) if necessary,
without loss of generality we may assume that sg > s1.

Since £l (V') = €37 (Y) and £8 (V) < 37 (V) continuously, real inter-
polation (Theorem C.3.3) gives (¢, (Y), €8 (Y))op = (€35 (V) €3 (Y))op
continuously. Hence to show that (Eq”so( ), qusl (Y))op embeds into E” p(Y)it
suffices to consider the case ¢o = ¢; = 00. If y = y(@ 4y € o (Y)+L5 (Y),
then

1 S S
lyell < ol + g < 27 olly ez vy + 275 1y Ve, -

Multiplying with 2%% and taking the infimum over all admissible pairs
(¥, y), we find
250 |y | < K (28070 )

using the notation of Section C.3. In combination with the identity 0(s;—so) =
s — so and the fact that the K-functional is non-decreasing, this gives

1/p
I, < (3 e K @Hom) y)ir)
k>0
o(k+1)(sg—s1)

de\1/p
<a(Y KMy L)
2

>0 k(sp—s1)
_ dt\ 1/p
< CO(/O LK (t, )P 7) = Collyll gz, SO (V))a 0

(0p)'/?
(1—2—(s0—s)p)1/p

gives the same result with Cy =1 if p = co.
To prove the reverse inequality it suffices to consider the case ¢y = ¢1 = 1.
Discretising as before, we find

where Cy = if p < co. A simple modification of this argument

ok(so—s1)

de\1/p
1 < t 0K t, pi)
Il 2, 00, < (3 Lo WK P S
1/p
(Zl2 srtere (oo )
k>0
(s0—)p_1)1/p
where C; = %. If p = oo we consider the supremum norm in

the above and take Cy = 2°7°. Splitting ¥m = Ym1im<r) + Ymlim>ry, we
estimate

k 9]

K0, ) < 37 2oy, |+ 25007 3 2y,

m=—oo m=k+1
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Therefore, since 6(s; — sg) = s — sg and (1 — 0)(s1 — s9) = s — 1,

2—9k(80—81)K<2k(80—81)’ Y)

k oo
< Y 2 Remdgmly, |+ D g imeRlemeame |y, .
m=—oo m=k+1

Taking ¢P-norms in k and using Young’s inequality for convolutions we obtain

1/p
(Z |2—0k(so—81)K(2k(so—S1), y)|P) < (CQ + OS)H?JH@&S (v)
k>0

where Cy = S°7° (27k(0=%) and C3 = S°72 , 27k(s=51) This gives the inequal-
ity

Ylles,,, 1s, 70 S Cr(C2 +Ca)llyllen, (-

The final assertion is immediate from the first assertion and the log-
convexity inequality (L.2). O

14.4 Besov spaces

The various Littlewood—Paley decompositions encountered in Chapter 5 ex-
press the norm of a function f € LP(R? X) in terms of (sharp or smooth)
dyadic cut-offs in the frequency domain. For instance, in Theorem 5.5.22 we
have seen that if X is a UMD Banach space, p € (1,00), and ¢ is a smooth
Littlewood—Paley function,

1 lanaey = || D exvon + /|

kEeZ

, (14.20)
Lr(2xR4;X)

where 9y () := 29 (2Fx) and (¢4, )rez is a Rademacher sequence. With an eye
toward the ensuing discussion we also remark that we have an equivalence of
norms

I oy = | enn 1]

keN

, (14.21)
LP(2xR4;X)

where now (¢g)ken is an inhomogeneous Littlewood-Paley sequence as in
(14.20). This follows from Theorem 14.7.5 below, but could already have been
proved in Chapter 5 with the methods presented there.

The idea behind the Littlewood—Paley approach to Besov spaces is to take
this representation as a starting point, introducing an additional smoothness
parameter s € R, and trading the norm of the Rademacher sum for an ¢4 -
sum. The possibility of having p # ¢ presents us with two possible deﬁmtlons
utilising the spaces ¢4, (LP(R%; X)) and LP(R%; ¢2, (X)) respectively. For p =
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q, these spaces are canonically isometric by Fubini’s theorem. The two choices
lead to the theory of Besov spaces and Triebel-Lizorkin spaces, respectively.

The choice ¢ (Z) with the (homogeneous) Littlewood-Paley sequence
(Vr)kez as in (14 20) leads to the so-called homogeneous Besov and Triebel-
Lizorkin spaces. Alternatively, the choice ¢4, (N) and the use of Littlewood-
Paley sequences (¢p)ren as introduced in Definition 14.2.7 leads to the in-
homogeneous version of these spaces. In what follows we will only present in
the inhomogeneous case. Both classes of spaces are used in applications to
PDE. The advantage of inhomogeneous spaces is that, in the development
of their theory, one can make effective use of Schwartz functions and tem-
pered distributions. The theory of homogeneous spaces is technically more
involved and requires the use of different classes of test functions and equiv-
alence classes of tempered distributions modulo polynomials. Since we have
already encountered Schwartz functions and tempered distributions in many
places, we choose to only develop the theory of inhomogeneous spaces here.
Homogeneous spaces have better scaling properties, and scaling often plays
a crucial role in PDE, but for the purposes of the theory developed here
homogeneous spaces are not essential.

The proofs of (14.20) and (14.21) require the Banach space X to be UMD.
In contrast, in the theory of Besov and Triebel-Lizorkin spaces these norm
equivalences are promoted to definitions, thus eliminating the need of impos-
ing any conditions on X. By taking this approach, most of the fundamental
results in the theory of Besov spaces and Triebel-Lizorkin spaces are true
for arbitrary Banach spaces X. They come with their own versions of the
Mihlin multiplier theorem which does not require the UMD property either,
allowing multipliers without singularities at the origin in case of inhomo-
geneous spaces. The more general multipliers considered in Chapter 5 have
corresponding versions for homogeneous Besov and Triebel-Lizorkin spaces.
Perhaps more surprising is the fact that also for the duality theory of these
spaces no geometrical conditions need to be imposed on X. This contrast
the duality theory for the Bochner spaces, which requires that X* have the
Radon—-Nikodym property.

14.4.a Definitions and basic properties

As anticipated in the above discussion, we now introduce scale of Besov spaces
through a Littlewood—Paley decomposition.

Definition 14.4.1. Let p,q € [1,00] and s € R. The Besov space Bj  (R%; X)
is the space of all f € .#'(R%; X) for which ¢y, * f € LP(R%; X) for all k: 0
and for which the quantity

2ks

Hf”B;;‘q(le;X) = H( Pk * f)k>0ng(Lp(Rd;x))

is finite.
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Here, (¢k)k>0 is the inhomogeneous Littlewood—Paley sequence that has been
fixed throughout the chapter (see Convention 14.2.8). By the discussion of
(14.13), the tempered distribution ¢ * f is a C°°-function of polynomial
growth, so that the LP-norm in the above definition makes sense.

To see that ||- ||B;q(Rd;X) is indeed a norm, suppose that Hf”B;’q(Rd;X) =0.
Then 3)f = F o+ f)=0forall k > 0, so g * f =0 for all £ > 0, and
therefore f = 0 by Lemma 14.2.10. All other properties of a norm can be
deduced from the fact that || - ||ga(1r(re;x)) is @ norm.

It is immediate from Young’s inequality, applied term-wise with respect
to the (7%-sum, that ¢ = f € Bj (R%X) whenever ¢ € L*(R?) and f €
B;,q(]Rd; X), and more generally the analogue of Proposition 14.2.3 is valid.

Up to an equivalent norm the above definition is independent on the choice
of the sequence (g )k>0, as will be shown in Proposition 14.4.2.

From the continuous embedding £%° — {9 for 1 < gp < ¢; < 0o we obtain
the continuous embedding

B:  (R% X)— B (R%X). (14.22)

Pp»qo0 p,q1

For 1 < ¢p,q1 < o0 and sg > s; we have the continuous embedding

B (R% X) — BS (R X). (14.23)

Pp>qo0 p,q1

Indeed, for gy < ¢ this follows from (14.22) and the inequality 2¥s° < 2ks1
for £ > 0. For gy > ¢ this follows from Hoélder’s inequality with q% = q% + %

and using that Zk>0 9—k(so—s1)r ~ o

Proposition 14.4.2. For all p,q € [1,00] and s € R, up to an equivalent
norm the space B;,q(Rd;X) 1s independent of the choice of inhomogeneous
Littlewood—Paley sequence (pg)k>0-

The proof will give explicit constants depending only on s and ¢q (in one
direction), respectively s and g (in the other direction).

Proof. Suppose (¢x)r>0 is another inhomogeneous Littlewood—Paley seq-
uence. Then the analogues of (14.10) and (14.11) hold with ¢; and y; in
particular for all j,k > 0 with |[j — k| > 2 we have ¢ * ¢; = 0. Using
(14.12) for the sequence (¢x)r>0, the triangle inequality, Young’s inequality,
and (14.7), we obtain

(2~ o * f)k>0||eq(LP(le;X))

< Z 125 * s * f)k>0||ea(Lp(Rd;X))

1
< ekl Z 2lsl|| K+ oy 5 *f)kgo”zq(L,,(Rd;X))

j=—1
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< 6”‘100”12‘S| ||(2ks7v[’k * f)k>0||eq(Lp(Rd;X))’

where we used (14.7). This gives the required estimate in one direction. The
reverse estimate is obtained by reversing the roles of ¢y and 9. O

Proposition 14.4.3. For all p,q € [1,00] and s € R we have continuous
embeddings
S (R% X) < By (R: X) — 7'(R% X).

Moreover, if 1 < p,q < oo, then C°(R?) ® X is dense in By (R X).

Proof. We split the proof into three steps.

Step 1 — For the first embedding, by (14.22) it is enough to prove that
(R X) embeds into Bj;(R% X). For f € .(R% X) and L = Ly, 4 € N so
large that (1 + |27 - [2£)~! € LP(R?) we find

1£1l5s | ex) = D, 25 N * fll o e x)

k>0
Sd,p Z2kSH(1 + |27T : |2L)SD]€ * f||Loo(Rd;X)
k>0
< Z 2163”(1 + (_A)L)(@kf)"Ll(Rd;Xy
k>0

where we used the fact that F~! maps L' into L™. It remains to estimate
2ks||3°‘((ﬁkf)\|L1(Rd;X) for multi-indices || < 2L.

First consider k& > 1. Then supp ¢y, C By, := {£ € R?: 28-1 |¢] < 3-2F)}
and |By| <4 28¢. By Leibniz’ rule and the boundedness on By, of the functions
0o, with || < la] < 2L =2L, 4,

10%(@r)ll L (e x) Sd.p Z 115,0° Fll 1 (ma. ) -
18I<] ]

To estimate the terms on the right-hand side, fix an M € N which is arbitrary
for the moment. Then

e, (L+ |- M) p@ay 1+ |- PO fll oo resx)

|
| Byl (1 4+ 22M By =0 N (] 5,
|6 <2M

115, 0° Fll 11 (et x)

NN

using the notation (14.2) for the seminorms defining the Schwartz space. Keep-
ing in mind that |By| <q 28¢ we now choose M = M, 4 € N so large that
> k>0 2ksokd (1 4 22M(k=1))=1 < 55 With this choice, we obtain the estimate

”f”B;,l(]Rd;X) Sdp.s Z [f]ﬁ,&

|5]<2M
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A similar estimate in the case & = 0 can be obtained in a similar, but simpler,
way. Since .% is continuous on . (R%; X) (see Proposition 2.4.22), this proves
that we have a continuous embedding .#(R%; X) — B;ﬁq(Rd; X).

Step 2 — Next we prove that B;,q(Rd;X) embeds into .7/(R%; X). By
(14.22) it is enough to prove that the inclusion mapping B;’Oo(Rd;X) -
(R4 X)) (by definition Bj . (R%; X) is contained in .&’(R%; X)) is continu-
ous.
Fix f € B;yoo(Rd;X) and ¢ € .Z(RY), and set fy := ¢ * f and ¢y =
¢k * 1. By Lemma 14.2.10 and (14.10) we have

F@) =" o) = D> fultnro).

k60 =—1k>0

Thus, by (14.13),

1
HOIED S Sy WG] PAEITs

(=—1k>0

1
< Z H (2k5||fk(')||)k>0 Hgoc(LP(Rd;X)) H (2_kswk3+z)k3>0Hel(Lp’(]Rd))
l=—1

<328l 7]

B; @405 ey

Since . (R?) < B.% (R?) continuously by the previous step, the result follows
from this.

Step 38— To prove density, by Lemma 14.2.1 it suffices to prove the density
of (R4 X) in B;q(]Rd; X).
Fix f € Bj ,(R%: X) and set ¢, := > _o @k By (14.6) we have [|¢a 1 =

llllz-
We will first show that (, * f — f in B‘;)q(Rd; X). Fix € > 0 and choose

K € N such that
Z 2ksq||90k * quLp(Rd;X) <el
E>K

By Young’s inequality combined with the identity ||C,ll1 = ||¢oll1 we have
G x f € LP(Rd§X) and [|Cn * @k * fHLP(]Rd;X) < lellallor * fHLP(]Rd;X)-
From this we infer that (, * f € B;7q(Rd; X) and

Z 2ksq||Cn * Qg * f”%p(Rd;X) < eellf-
k>K

Hence by the triangle inequality in ¢9(LP(R?; X)),

1f = Gnx fl

Bqu(]Rd;X)
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1/q
— (szsquwk «(f = Cn *f)HqLP(Rd;X))
k>0
= ksq q 1/q
< (D2 len+ (F = G Dlldpgany) e+ Iglh).
k=0

The first term in the last expression tends to zero as n — oo by Proposition
1.2.32; here we use that ¢, = 2"%p(2") and [, pdz = $(0) = 1. This
concludes the proof that ¢, * f — f in Bj ,(R% X).

It remains to approximate each of the functions f,, = (,, * f by elements in
Z(R%; X). Observe that f, € LP(R?; X) since the functions ¢, * f belong to
LP(R% X). Let n € . (R%) be a functions satisfying 7(0) = 1 and supp(#) C
{€ e RY: |¢] < 1}. Since F(n(8)) = 6~ 4(671+), for all § € (0,1) the support
of #(n(d-)f,) is contained in a ball of radius 3-2"~1 +1 < 2"*L; here we use
the definition of ¢, and (14.9). Using (14.11), (14.7), and Young’s inequality,
it follows that

n+2 l/q
g, @) = (D0 25k * (=100 f) 14, g )
k=0

< Ol fn = n(8°) fall e e x) 5

where C = Cy 54 = (31— 2"%9)Y/9. For each fixed n, the right-hand side
tends to zero as 0 | 0 by the dominated convergence theorem. 0

Next we will prove the completeness of the normed space By q(Rd; X).

Proposition 14.4.4. For p,q € [1,00] and s € R the space B;yq(Rd;X) is a
Banach space.

The proof requires some preparations. Recall that a sequence (fy,)n>1 is said
to converge in .’ (R%; X) if there exists an f € .#/(R% X) such that f,(¢) —
f(#) in X for all ¢ € . (R?). Likewise, it is said to be Cauchy in .7’/ (R%; X)
if (fn(4))n>1 is a Cauchy sequence in X for all ¢ € 7 (R9).

Lemma 14.4.5. The space .#'(R% X) is sequentially complete, i.c., every
Cauchy sequence in ' (R% X) is convergent in /' (R%; X).

Proof. Let (fn)n>1 be a Cauchy sequence in .#/(R%; X). Since X is complete
we may define a linear mapping f : .7(R%) — X by f(¢) := lim, o0 fn(0).
We claim that f is continuous. Indeed, for every ¢ € .7(R?) the sequence
(fn(@))n>1 is bounded in X, and therefore the Banach—Steinhaus theorem for
topological vector spaces implies that the sequence (f,,),>1 is equicontinuous.
Hence, given an ¢ > 0, we can find an open neighbourhood V of 0 in .#(R%)
such that |f,(¢)| < e for all ¢ € V and n > 1. Taking limits, it follows that
|f(#)] < e for all ¢ € V. This means that f is continuous at zero and hence
continuous. U
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A normed space E — .#/(R%; X) is said to have the Fatou property if for all
sequences (fn)n>1 in E such that

fo— fin. 2 (R% X)  and 1irginf|\fn||E < oo
we have f € E and ||f||g < liminf, || ful &

Lemma 14.4.6. For allp,q € [1,00] and s € R the space B;, , (R4, X)) has the
Fatou property.

Proof. Choose a sequence (f,)n>1 of functions from B (R% X) with
fn— fin.Z"(R% X)  and liminf [| full g | ra; ) < 00
Then lim,, 00 @k * frn = @k * f pointwise. In case p < oo, Fatou’s lemma gives
lor * fllzeraxy < Hminf [[og * foll Lo eix) < oo
Multiplying with 2%% and taking ¢9-norms, it follows that we have f &

Bg,q(Rd; X) and || f] B: ,(®e;x) < liminf, o Il frl B: ,(R%;X) (by Fatou’s lemma
if ¢ < oo and directly if ¢ = 00). For p = co the proof is similar. O

Lemma 14.4.7. Every normed space E — .'(R%; X) with the Fatou prop-
erty is complete.

Proof. Let (fn)n>1 be a Cauchy sequence in E. Since .#/(R% X) is se-
quentially complete by Lemma 14.4.5, and FE is continuously embedded in
' (R% X), it follows that there exists an f € .#/(R% X) such that f, — f
in 7/ (R% X). Since (f,)n>1 is a Cauchy sequence in E it is bounded in E.
By the Fatou property of F it follows that f € E. To prove that f, — f in
E we fix an € > 0 and choose N € N such that for all n,m > N we have
| fm — fnlle < €. Using the Fatou property once more, we obtain

and the result follows. O

Proof of Proposition 14.4.4. Combine Lemmas 14.4.6 and 14.4.7 and Propo-
sition 14.4.3. 0

Coming back to the discussion on homogeneous verses inhomogeneous norms
(see (14.20) and (14.21)), we have the following remark.

Remark 14.4.8. Let p,q € [1,00] and s > 0. For f € .%'(R%; X) one has

1255 % FIrzoll oo maxy = 15Uk % Frezllpaernmaxy + 1o @),
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where both expressions are infinite whenever one of them is. Here the (¢)k>0
are as in Definition 14.4.1, and thus the left-hand side of the above identity
equals || f|5s (re;x)- The (¢ )rez are as in (14.20). The first expression on
the right-hand side is equal to the homogeneous Besov norm, which we will
not discuss in detail.

To prove the norm equivalence first recall that 1, = @y, for £ > 1. For “<”
it suffices to observe that by Young’s inequality

HSOO * fHLp(Rd;X) < lleollallfllega:x)-

Conversely, assume that f € B} | (R%; X). Since §p = 1 on supp(vZk) for k <0,
we can write

|9 * f||LP(Rd;X) = |9k * po * f||Lp(1Rd;X)
< NWkllilleo * fll e x) = [Yollillvo * fllLe®ax),
and thus using that s > 0 we obtain
H(kaﬂ’k * f)k<0||zq(Lp(Rd;X)) S ||(2kS‘P0 * f)k<0||eq(Lp(Rd;X))
< Csllpo * fllLe(ra;x)-

Moreover, since s > 0, from (14.23) B;q(Rd;X) — Bg’l(Rd;X), and thus by
Lemma 14.2.10

[ f e e x) = H > ok f‘
k>0

< »(R%;
LP(R%:X) ,;)”(pk * Flle@eixy

= Hf”Bg’l(Rd;X) < CS,q”f”B;‘q(Rd;X)

14.4.b Fourier multipliers

The goal of this section is to prove a version of the Mihlin multiplier theorem
for operator-valued Fourier multipliers acting on vector-valued Besov spaces.
In contrast to the situation in the LP-setting (cf. Theorems 5.3.18 and 5.5.10),
where we had to assume the UMD property, a variant of the Mihlin theorem
for Besov spaces holds for arbitrary Banach spaces.

We wish to emphasise that the main result, Theorem 14.4.16 below, is
not applicable to multipliers which are non-smooth or even singular near the
origin. This is due to the presence of the term ¢y in the definition of in-
homogeneous Littlewood—Paley sequences, whose support contains the origin
in its interior. For instance, the Fourier multiplier associated to the Hilbert
transform does not satisfy the conditions of the theorem.

Unlike in other chapters, we also include the case p = co. In order to avoid
density issues, we define 9ML>(R?; X,Y) as the space of Fourier transforms
of operator-valued measures of bounded variation:
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Definition 14.4.9. We define
ML (RE X,Y) := {q? : the operator-valued measure
& : BRY) — L(X,Y) is of bounded variation}.

With the norm |[®|jgn s~ @ax.y) = |8 (R%), the space ML® (R X,Y) is a
Banach space.
For m € ML®(R% X,Y) and f € L>®(R%; X) we define

T x fi=mxf,

recalling that the convolutions with an operator-valued measure of bounded
variation has been introduced in Lemma 14.2.4.

Remark 14.4.10. In the scalar case it can be shown that the space ML>®(R?) =
IMML>(R?; C,C) as defined in Definition 14.4.9 coincides with the space of all
m € L>(R?) for which the quantity

sup{[| T flloo : £ € 7 (R?) with || fllee < 1}

is finite, and that this quantity then equals the norm on 9 L>(R¢) introduced
above. This provides further motivation for Definition 14.4.9.

Various properties discussed in Section 5.3.a extend to p = co. Moreover, from
the definition of the Fourier transform one sees that

D] oo (v, 2(x,v)) < |DII(RY).
This induces a contractive embedding
ML®(RY X,Y) — L®(R% Z(X,Y)).

For m € ML™(R%; X,Y) and f € . (R% X) one can check that mf = F(h*
f), and by Lemma 14.2.4 for all p € [1, 00| we have

177 % fll Lr(ra;y) < Hm”(Rd)Hf”LP(Rd;Y)'
This shows that for all p € [1,00] we have a contractive embedding
ML>® (R X,Y) — MLP(RY; X, Y). (14.24)
In the discussion preceding Lemma 14.2.4 it was observed that for any function

¢ € LY(R%; £(X,Y)), an operator-valued measure @ : Z(R%) — Z(X,Y) of
bounded variation is obtained by setting

#(4):= [ pda.
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and that its total variation satisfies ||®|/(RY) < o1l 1 (re; 2(x,v))- In this way
we obtain contractive embeddings

LY'RY 2(X,Y)) <= ML®(RE X, Y) — MLP(RE X,Y).

In combination with Lemma 14.2.11 we now obtain the following sufficient
condition on m for membership of 9MLP(RY; X,Y).

Proposition 14.4.11. If the multiplier m € L>®(R%; £ (X,Y)) satisfies m €
L' (R4, £ (X,Y)), then for all p € [1,00] we have m € MLP(RY; X, Y) and

Imllomre e x, vy < M)l e, 2(x,v))-
In particular, if m € C4TY (R, £(X,Y)) and there exists an € > 0 such that

Cm e *— 1 lal+e 8a < 9
d, \Q,I&?ilgs;@( + |¢] Mo“m(&) < oo

then m € MLP(R%; X,Y) and Hm||9ﬁLp(Rd;X,y) Sde Crmdye-

Remark 14.4.12. In applications it can be useful to apply Proposition 14.2.11
to a dilated multiplier m(¢) instead of m(:). The MLP(R?; X, Y )-norm is
invariant under dilations, but the expression for Cy, 4 is not. A similar remark
applies to Lemma 14.2.11.

Remark 14.4.13. 1f m € CYY (R Z(X,Y)) is supported in the ball Bg
around the origin, one easily checks that Cp,4c Sr ||m||cg+1(Rd,$(X,Y)).
As a consequence we obtain that every m € C41(R%; Z(X,Y)) belongs to
MLP(RY; X,Y) and mlon e e, x,v) Sder ||mHCg+1(Rd;g(x,y))~

Remark 14.4.14. Multipliers with singularities in the origin, such as the mul-
tiplier giving rise to the Hilbert transform, are not covered by Proposition
14.4.11.

Before moving to a Mihlin multiplier theorem for Besov space we present an
important result on lifting operators. Recall from Subsection 5.6.a that the
Bessel potential operators are the continuous operators J,, o € R, acting on
' (RY; X) by

Jou = ((1+47%-)7?0)", we 'R X).
They satisfy Jo = I and Jp, 46, = Joy, © Jo,y-

Proposition 14.4.15 (Lifting). Let p,q € [1,00] and s € R. For all 0 € R
we have

. RS d. ~ RS—O d. . .
Jo : By (RY; X) ~ BS" 7 (R% X)  isomorphically.
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Proof. Noting that J, is a bijection from .#/(R% X) to .#/(R% X), with
inverse J;! = J_,, it suffices to prove that .J, maps B;Vq(Rd;X) into
B;;J"(Rd; X) and is bounded for each o € R.

We claim that there exists a constant C' > 0, independent of k > 0, such
that for all f € .'(R%; X),

ok * Jo fllLoa,x) < C2% ok * fll o (ra;x)-

This will imply the result.
To prove the claim we use that Z}:_l Prre = 1 on the support of @y to
write

1
2_kath‘Pk * f= Z y_l(@kmak-i-lf)’
f=—1
where m(&) = 2757 (14-472|¢|?)°/2. Using a dilation, Proposition 14.4.11, and
the Fourier support property (14.9), for & > 1 we obtain

H<Pkm||zmm(Rd;X) = H<P1(2‘)m(2k')||thp(Rd;X)

S e sup (14 ]I 1) 109 01 (2-)m (28 )] ()]

<a max sup [[9%[m(2")](€)],

laf<d+1 L¢le<3

where in the last step we applied the Leibniz rule as before and the Fourier
support properties of ¢; given by (14.8) and (14.9). Since m(2*¢) = (272F +
1€]2)7/2, it is elementary to check that the latter expression is uniformly
bounded in k > 1. A similar argument shows that pom € MLP(R% X). O

The simple multiplier result of Proposition 14.4.11 is already strong enough to
prove the version of Mihlin’s multiplier theorem for Besov spaces B, , (R%; X)
contained in Theorem 14.4.16 below, valid for arbitrary Banach spaces X and
integrability exponents p, ¢ € [1, 00]. In the statement of the theorem the end-
points p = co and ¢ = oo create some technical difficulties, since we cannot use
the density of the Schwartz functions to define T,,,. It is for this reason that in
the theorem we assume that the multiplier m is smooth and has derivatives
of polynomial growth. Many interesting multipliers satisfy this condition, and
to proceed with the development of the theory this version suffices for the
time being. A version which avoids this restriction on m will be presented in
Theorem 14.5.6.

When m € C*(R% £ (X,Y)) has derivatives of polynomial growth, one
can define the Fourier multiplier 7}, as an operator from .#’(R%; X) into
S'(REY) by Thnf = .Z -1 (mf). To see that this is well-defined it suffices
to note that mf € S'(REY) for f € .#'(R; X). In the next theorem, T}, is
understood to be the restriction of this operator to B;’q(Rd; X). The theorem
then asserts that, under Mihlin type conditions on m, it maps B, , (R%; X)
into Bj ,(R%Y).
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Theorem 14.4.16 (Mihlin multiplier theorem for Besov spaces). Let
X and Y be Banach spaces and let p,q € [1,00] and s € R. Suppose that
m € C® (R Z(X,Y)) has derivatives of polynomial growth, and that

sup sup (1+ |£|‘a|)”aam(f)”$(x7y) = K, < oo. (14.25)
la|<d+1 EER?

Then the Fourier multiplier T,, = .F ~'m.F restricts to a bounded operator
from B ((R%; X) to B} ((RGY') of norm | T < Cs,alm.

The usual Mihlin condition involves a factor |£[l® instead of 1 + |¢[lel. A
multiplier theorem involving the former can be shown to hold for the scale of
homogeneous Besov spaces.

For finite p and ¢, the condition m € C*(R%; Z(X,Y)) can be weakened
to m € CHHL(R?; Z(X,Y)). This can be seen by taking f in the dense class
(R ® X in the proof below.

Proof. For f € B ,(R% X) let f, := @n * f for n > 0. Since 22:71 Prie=1
on the support of @y,

1T fll s, Ray) = | (2" * y_lmf)k20|’gq(Lp(Rd;y))

1
= H (kaf_l@cm > @kﬂf)

{=—1

k>0llea(LP(R4;Y))

1
< Z ]|2k39_1(@cmfkw)k?OHeq(Lp(Rd;Y))
(=—1

1
S %lgnakaWU’(W:X,Y) Z ”(kakar@)n?OHeq(LP(Rd;Y))
Z t=—1

< 9ls] ili% ||@km||9an(Rd;X,Y)Hf”B;,q(Rd;X)'

=

To complete the proof we must show that supy ¢ |Gk /lonrrra;x,v) Sd Km-
First consider the case k > 1. Since the multiplier norm is invariant under
dilations by Proposition 5.3.8, it suffices to show that

igl? ”‘21(')m(zk_l')”DﬁLP(]Rd;X,Y) Sd K-

By Proposition 14.4.11, it even suffices to show that there exists an € > 0
such that

lel+ey 19215 (. k-1,
e sup (14 [ " 0° B (m(@ T Za Ko

We will verify this bound for e = 1. By the Fourier support properties of ¢
implied by (14.8) and (14.9), for f < a with |a] < d + 1 we have
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sup [(1+[¢[1*#1)0°%1 ()] < Cp -
£eRd

Hence, by Leibniz’s rule the Mihlin condition on m, and the Fourier support
property of @1 given by (14.9), for all |a| < d + 1 we have

f;lﬂfd(l + e 0 @1 (Om2E 1))

= sup (15 I 0" B (m( )]

< sup (14 [¢]911) 37 o pl0% 1 (6)] - 2Dl g0 (2 1))

Sq sup 37 2 DIl ety (gh=1g)|
< sup S ot-vla—sl__ Km
€121 < 1 [28tg]le=s]
Sd K’m
(14.26)
The case k = 0 is proved in similarly, omitting the dilation argument. O

As an application of Theorem 14.4.16, we obtain the following analogue of
Theorem 5.6.11.

Proposition 14.4.17. Let p € [1,00), q € [1,00], and s € R. For all k € N,

By ,(R4X) *= Z [0 f]

la| <k

I/

J— (14.27)

defines an equivalent norm on B;q(Rd; X)

Proof. As a consequence of Proposition 14.4.15 it suffices to prove the equiv-
alence of (14.27) with ||Jx f| Bk (ra;x)- This can be deduced from Theorem
14.4.16 by an argument similar to the one in Theorem 5.6.11. In the present
situation it is important to note that the multipliers in the proof of the propo-
sition also satisfy the more restrictive condition (14.25). Below we present a
simplification of the argument of Theorem 5.6.11 adapted to the Besov space
case. Let (€) = (1 + [2m¢|?)"/2.

First we prove the estimate

HaafHB;qu(Rd;x) < O||ka||B;;1k(Rd;x)-
Applying the Fourier transform, we have

(2mi€)°

BE (EFF(E) = ma(&)E)FF(©).

F0°f1(€) = (2mig)" f(§) =
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One checks that m,, satisfies the conditions of Theorem 14.4.16, and thus

||aaf||B;jqk(Rd;X) S Cacd,p,qngz_l“')kf]||B;;;I’“(Rd;x)
= CaCapgllJrfl

Bj " (RE X))
For the reverse estimate it suffices to show

”ka| Bi, k(R4 X) <C Z Haaﬂ

la| <k

B F(RY; X))

Again we apply Theorem 14.4.16. By induction on k,

(€ = (1 +1276")F = > cap(2mie)* (2mi)*,

| <k

and therefore

R 2% _ ~
@470 = 270 = X coma(©)2rie)” 6
lal <k
= 3" caumal(£)0°F(6),
|l <k

where m,(§) = (2&16 . Applying Theorem 14.4.16 to m, now gives

1k f]

B;qu(Rd%X) = ||§_1[<>kf]| B;qu(Rd;X)

< Z |Ca,k’|HTmaaaf|

o] <k

< Cap,k Z Ilaaf||B§;1k(Rd;X)-

lal <k

B} (RE:X)

14.4.c Embedding theorems

We begin by showing that various classes of function spaces lie ‘sandwiched’

between Besov spaces.

Proposition 14.4.18 (Sandwiching with Besov spaces). For all p €

[1,00], s € R, and m € N, we have continuous embeddings

B:,(R% X) — H*P(R% X) < Bs  (RY; X), (14.28)
7RG X) = WP (R X) < By (R X), (14.29)

B2 (R: X) = CIL(RY X) — BZ (RY X). (14.30)
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An improvement for p € (1, 00) will be given in Proposition 14.6.13.

Proof. In order to prove (14.28), by Propositions 5.6.3 and 14.4.15 it suffices
to consider s = m = 0. Similarly, in order to prove (14.29) and (14.30), by
Proposition 14.4.17 it suffices to consider s = m = 0. Therefore, (14.28) and
(14.29) reduce to proving the continuous embeddings

BY,(R% X) = LP(R% X) < BY (R% X). (14.31)

Fix f € BY ,(R% X). By definition,

”f”Bg,l(]Rd;X) = Z [l * fHLP(Rd;X)~

k>0

In particular, the sum Zk>0 @ * f converges absolutely in LP(R?; X), and
the required result follows by Lemma 14.2.10 and the triangle inequality.

To prove the second embedding in (14.31), fix f € LP(R%; X). By Young’s
inequality,

£l By . we;x) = = sup lor * fllLere;x)

2(

< sup okl rway 1 f e re,x) < 2[l@0ll L ey L | e (e x5

V=

where the last step uses (14.7). This completes the proof of (14.31).
As we already noted, in order to prove the embeddings in (14.30) it suffices
to consider the case m = 0. Fix f € BY, | (R% X). As before we sce that the

sum Y ook * f is absolutely convergent in L>°(R%; X). By Lemma 14.2.10
its sum equals f and

1 lloo < D llow* Flloo = 1f 1132, )
k=0

To see that f has a uniformly continuous version, we note that by Proposition
2.4.32 we have ¢y,  f € C®(R%; X) and

105 (r * Flloo = [1(@jpr) * flloo < 1052k lI1l[flloo < 105nlI111fll BY | Re:x)-

In particular, each function ¢ * f is Lipschitz continuous and hence uniformly
continuous. Therefore f € Cyp(R% X) by uniform convergence.

The second embedding in (14.30) follows by combining the embedding
Cm (R X) — Wm>o(R%; X) and (14.29). O

Theorem 14.4.19 (Sobolev embedding for Besov spaces). For given
Do, D1, Go,q1 € [1,00], and sg, s1 € R, we have a continuous embedding

B o»R:X) < Byt (RE X)

Po;q0 P1,q1

if and only if one of the following three conditions holds:
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(i) po = p1 and [so > s1 or (so = s1 and qo < q1)];
(i) po < p1, qo < g1, and sp — p% =51 — ,%;
(iii) po < p1 and sg — pio > 51 — rjil'
The most interesting cases are (ii) and (iii), since they can be used to change
the integrability parameter from pg into p;.

For the proof of the sufficiency of the three conditions we need two lemmas.
The first provides an LP-estimate for the derivatives under suitable Fourier
support assumptions. Recall from Lemma 14.2.9 that every f € .#/(R%; X)
with compact Fourier support belongs to C*°(R%; X) and has at most poly-

nomial growth.

Lemma 14.4.20 (Bernstein—Nikolskii inequality). Let pg,p1 € [1, 0]
satisfy po < p1. If f € LPo(RY; X) satisfies

supp f C {€ e RY: [¢] <t}

for some t > 0, then for any multi-index o € N there is a constant C =
Ca.d,po,py Such that

+<4 _d
10% fll L1 (ra;x) < ot 50w 11l Lro (met; x) -
An extension to exponents 0 < pg < p1 < 0o will be given in Remark 14.6.4.

Proof. By a routine scaling argument it suffices to consider the case t = 1.

Let ¢ € .7 (R%) satisfy ¢y = 1 on By := {z € R? : |z| < 1} and put
Yo = 0. Then f = ¢ f, and by Young’s inequality with --- 41 = - + 2
we obtain

||8af||LP1(]Rd;X) =10 * f)ll Lo (R4; X)
= |[Ya * fllzer re;x) < [[Yallne@e)ll fll o (re;x) -

O
The next lemma provides shows how the LP-norm of ¢y, * pr; scales with .

Lemma 14.4.21. For all j € Z there exists a constant Cy ;, > 0 such that

forallk >0 and k+ /¢ > 0 we have

2J5P

[ pk-+e * xllLe@ay = Crp.a2"7

Proof. The identity @ (€) = @1(27%+1€) implies g (z) = 2(-=Ddp, (2F—1x)
and therefore, by a change of variables in = and y,

”SOkJrj * @k||1£p(Rd)

. . p
_ /Rd 2(k71)d2(k+‘771)d /]Rd 901(2]2]671(-73 _ y))gpl(Qkfly) dy dz
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— 9kd(p—1) 9jdp—d(p—1) /
Rd

| @@= ie i ds

P
Cde

and the result follows. O

Proof of Theorem 1/4.4.19. For the sufficiency of (i), first consider the case
so = s1 and qg < q1. Then the result follows from the fact that for any scalar
sequence (ax)k>0,

12" ar)izol] oy < 1250 an)iz0] oo -

If sg > s1, the result follows from (14.23).
If (ii) holds, then writing fi := ¢k * f for k > 0, from Lemma 14.4.20 we
infer that

k 4 _d S0—S
1l Lo asxy < C2°56 750 | fill oo (macxy = C2EC ™| fi |l oo (metex) -

It follows that

Hf”B;} g (REX) = ||(2k81fk)kZOHgﬂ(Lpl(]Rd;X))
< CH QkSOfk)k>0HZ‘II(LPO(Rd‘X))
—C||f||B*0 R4;X) C||fHB“0

d.
P0,q1 po-a0 (R%X)?

using (14.22) in the last step.
Suppose now that (iii) }'101ds and let t := sg— pio + p%. Then t— pil =s9— z;io
and therefore, by the previous step,
IfllBsr ,, maxy < Cllfllse, . @ax)-

pl ‘11

Since t > s, it follows that the conditions (i) are satisfied, and thus
”f”Bt g REX) S C”fHB;g a0 (REX):

Next we move to the necessity of the conditions (i), (ii), and (iii). It suffices
to consider the case X =K.

Suppose that we have the continuous embedding stated in the theorem.
By the closed graph theorem there is a constant C' = Cq py.p1,90,q1,50,51 Such
that for all f € Bs  (R%),

Po-,q0
17551, ey < OB oo (14.32)
First we will derive
d d
sg—— =281 — — and pg < p1. (14.33)

Po P1
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By (14.22), (14.32) also holds (with a possibly different constant) for gg = 1
and ¢; = co. The Fourier support properties (14.8) and (14.9) of ¢y, then imply

2551 | on, * onl| Lor may < ||kl o

P1:0°

(R9)

< Clierllpo | ray < < C2kee Z ok * PrtjllLro a)-
j=—1

By Lemma 14.4.21 this implies

2k51 2kd/p'1 < é2k502kd/p6

for some possibly different constant C independent of k. Upon letting k — oo,

this gives the inequality s; — pi, < 59— pi/, or equivalently, s1 — = < so — z;io
1 ]

Define f; : RY — C by ﬁ(x) := Po(t™1). Then @y = 1 and pr = 0 for
k > 1 on supp(f;) for ¢ > 0 small enough. Therefore,

_d
t Pl fillori may = 1 fellzes may = llpo * fill Lpi may = ||ft||B;§’qj(Rd)
Combining this with (14.32) gives

_d _d
t ”leLPl(]Rd) < Ct v HflnLPO(]Rd)-

Upon letting ¢t | 0, we find that py < p1. This completes the proof of (14.33).
Now there are two possibilities: (i) po < p1, or (ii) po = p1. First consider
the case (i). If 30 - 1% > 51 — 1%’ then (iii) follows. Still assuming (i), if
S0 — pio =51 — —, then in order to deduce (ii) it suffices to show that gp < ¢1.
We claim that for any finite sequence of scalars (a)p_1,

[(ar)i=illen < Cll(ar)i=1lleso, (14.34)

where C is a constant independent of n > 1 and the sequence (ax)}}_;. Once
established, this claim gives ¢y < ¢;.
To prove the claim fix a scalar sequence (ag)}_,. Applying (14.32) to the

function f := Y, _;2 3k(30+”0)ak<p3k = > 73k(51+”1)ak<p3k gives the
inequality
k(si+-2 q 1/q
(Z oms1q1 22 3k(s1+ 1)ak(,0m*(p3k Llpl(]Rd)) 1
>0
" y (14.35)
3k(50+ L ) qo0 qo0
msoq »
O(ZQ 0do 22 0 agPm * Pk LPO(Rd)) :

m=0

Let us analyse the expressions on the left-hand and right-hand sides for general
values of p, ¢, and s. We have ¢,, * @3 # 0 only for m = 3k + £ with
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¢ € {—1,0,1}. This suggests splitting the sum over m into the sums over
m =3j+ ¢ for £ € {—1,0,1}. Using the lemma, they evaluate as

(3 20 Lo
LP(R4)

7=0
— (Z 9(3j+0)sq |9 1 ) 1a
= Lr(R%)

n . 9 dg . N 1/a
= Crpa (32 20000273005 g |agiidals’)
j=1

- 1/q
= 2Copa(Y llay|7)
j=1

We thus find (using the triangle inequality in ¢3 for the upper estimate)

ms . —3k(s l/ a
(30 275t 32 2+ o v o LW) s (Znagu)

m>0 k=1
Inserting this norm equivalence into (14.35) (taking (p,q,s) = (po, qo, So) on

the left and (p, ¢, s) = (p1, 41, s1) on the right) we obtam (14.34).

Finally suppose that (ii) holds. Then from sy — p—o > 51 — pil we see that

~3k
Z g~ oh(et5) Ak P3j+0 * P3k

Paj o350 * P35

—3j(s+ %) ‘

so = s1. If o = s1, then by arguing as above it follows that ¢o < ¢; and (i)
follows. O

14.4.d Difference norms

In this section we show that Besov spaces with smoothness parameter s > 0
admit a characterisation in terms of difference norms. This characterisation
can be often used to effectively check whether a given concrete function be-
longs to a given Besov space. For example, we check in Corollary 14.4.26
that the Besov spaces B2, . (R% X) coincide with certain spaces of s-Holder
continuous functions. /

For functions f : R — X and vectors h € RY, the function Ay, f : R? — X
is defined by

Apf(x) = flz+h) = f(z).

Clearly, the difference operator Ay, thus defined is bounded as an operator on
LP(R4; X) for all 1 < p < oo, with norm at most 2. We have the following
formula for the powers A7 = (Ay,)™

Lemma 14.4.22. For all f € L'(R% X) and h, ¢ € R? we have

= i (7 )07 s6+ om—spm
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Proof. The identity Z (f(-+h))(§) = eQﬂhffimplies F(ARf)(€) = (2T —
1)f(¢), from which it follows that

m mih- m 7z — m i _2mih-E(m—73) 7
FALDEO = (@i =3 (M) v )
j=0
Now apply the inverse Fourier transform. O

Definition 14.4.23 (Difference norm for Besov spaces). Let p,q,7 €
[1,00], s € R, and m € N\ {0}. For functions f € LP(R%; X) we define the

difference norm by setting
(m,T) o —sq m p||T 1z
5 ey = ([ [ (£ A s an)
P 0 {Ihl<t}

with obvious modifications for ¢ = oo and/or T = oo where the integral with
respect to dt/t and the average are replaced by essential suprema, and

q de\1/a
Lr(R%) 7)

17155 ) = 1oy + 1155 Thma -
Here we used the notation fF = ﬁ / 5 to denote the average over the set F.
In typical applications one takes T € {1, p, co}.
It is clear that 79 < 71 implies
1 ey < 19 ey (14.36)
The next theorem implies that if s > 0, then each of the norms || - ”|(B,’T:’T()Rd' X)

with m > s defines an equivalent norm on B  (R%; X).

Theorem 14.4.24 (Difference norms for Besov spaces). Let p,q €
[1,00], s > 0, 7 € [l,00], and let m > s be an integer. A function
f € LP(R%; X) belongs to B;q(]Rd;X) if and only if [f]gfj-q(Rd;X) < o0, and

the following equivalence of norms holds:

/]

— (m,7)
B (R4 X) ~d,m,s |||f|||B;q(Rd;X)-

Before turning to the details of the proof we give some simple applications.
The first two identify the Sobolev—Slobodetskii spaces and the Holder spaces
(cf. Section 14.1 for the relevant notation) as Besov spaces.

Corollary 14.4.25 (Sobolev—Slobodetskii spaces). Let p € [1,00) and
s€(0,1). Then
s d. — TA/S» d.
By ,(R% X) = W*P(R% X)

with equivalent norms. In fact,

(1,p) _ 1
[f]B;’p(Rd;X) - (Sp+d)1/p|Bl|[f]WS,p(]Rd;X). (1437)
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Proof. By Theorem 14.4.24 it suffices to prove the identity (14.37) for the
seminorms, which follows from Fubini’s theorem and a change of variable:

Bal (115" e.x))” / / / Lni<nt ™" Y| Anf(2) P dt dh da
Rd JRA
= (sp+d) / / IR~ Ay f () |? dh dz
Rd

= (sp+ ) [P gt
O

Corollary 14.4.26 (Holder spaces). Let X be a Banach space and let s €
(0,00) \ N. Then
B (R X) = C(RE X)

with equivalent norms.

Proof. Let s =k + 0, where k € N and 0 € (0,1). It follows from Proposition
14.4.18 and Theorem 14.4.19 that we have continuous embeddings

o (R%X) < BY, 1 (R X) < Cf (R X).

Therefore there is no loss of generality in assuming that our functions are
k-times continuously differentiable. For functions f € C% (R X) and multi-
indices |a| < k, from Theorem 14.4.24 we infer the equivalences

le} 100 fe}
10°F I, masx) a0 10°FU55™ ey = 10 g, sy

where we used the continuous version of 9¢ f to replace the essential supremum
by a supremum. Now the result follows after summation over all multi-indices
|a] < k and an application of Proposition 14.4.17. O

Corollary 14.4.27 (Embeddings into Holder spaces). Let pg,q € [1, 0]
and sy, s1 = 0 satisfy so — p% > s1. Then we have the following continuous
embeddings:

(1) B (R%: X) — C2L(R% X) if s ¢ N;

Po,q
(2) By (R X) — C2L(R% X).

Po,1

Proof. (1): By Theorem 14.4.19 and Corollary 14.4.26,

By 4R X) < B (R X) = Ot (R X).

Po,q

(2): The case s; ¢ N follows from the previous case. If s; € N, then by
Theorem 14.4.19 and Proposition 14.4.18,

B;g’l(Rd; X) < B3 (R: X) < 3 (RE X).
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The proof of Theorem 14.4.24 makes use the following simple lemma. Recall
the Fourier multiplier notation of Subsection 14.4.b.

Lemma 14.4.28. For non-zero £, h € R? [et
eQTr'L'h-E -1
&)= i
Then for all p € [1,00] we have my € MLP(R%; X) and [|[mp|lonrerax) < 1.

Proof. By an elementary computation, the associated Fourier multiplier is
given by

Ty, f (2 /fw—ht)dt ik f(@), e IP(REX),

where pup(A) = fol 1inea dt defines a measure by monotone convergence.
Hence the result follows from (14.24). For p < oo, one can also use the direct
estimate

1
1T 1l o iy < / 17— ht) | o os) dt = 1 lor -
0

Proof of Theorem 1/.4.24. Let

pu- (., 1 9)

where the integral average has to be replaced by sup,|<; if 7 = oco. Discretising
the integral over ¢ in the definition of the difference norm (Definition 14.4.23)
and noting that

][ < ;kd/ = Qd][ ,
(ni<ty  Wa27" Jqn<a-riy {Ihl<2—F+1}

2 k+1

Lr(R4)

we obtain

115 sy = 2/2

kEZ

1/7149 1/q
(g an) ] ar)
{InI<t} Lr(R7)

R /714 1/q
(f lag s an) )
{ln|<2-++1} Lr(R)
/719 1/q
AT fIIT dh
(F o 18zt an) )

() )
<y 2" Lr®e)/

< 2d/‘r <Z 2k:sq
keZ

— 9d/T (Z 9(i+1)sq
JEZ
_ gs+d/T (Z 97saq
JEZL
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Similarly,
[f](mﬂ’) > g—s—1- d/T(ZQ]Sq (][ ||A Ik dh) /THq )1/11'
By, (®4:X) 2 = <y " Lr()
Hence,
15 ey B | @I (F Rkl o - (14.38)

In view of (14.36) and (14.38) it thus suffices to prove the two estimates

”f”LP(]R";X) + ||(2ksIz§n7m(f k)) kEZHeq(z) ~d,m,s Hf”B* Z(RE X)) (14.39)
Hf”Lp(]Rd;X) + }|(2k31;,n’1(fak keZHeq(Z) Zs,m,d 11 B (R4 X)- (14.40)

Throughout the proof of (14.39) and (14.40) we will use the standard algebraic
properties of LP-multipliers discussed in Section 5.3.a.
Put f; :== ¢; * f for 7 > 0. By Hoélder’s inequality,

£l e ey < D Mfillze@exy < 11277550/l 11l 53, Ras)
>0

where the assumption s > 0 implies the finiteness of the ¢ -norm. To prove
(14.39) and (14.40) it therefore remains to estimate I;"*°(f,k) from above
and I (f, k) from below.

Step 1 — We begin with the proof of (14.39). By Lemma 14.2.10 and the
triangle inequality,

Im ,00 f7 Z Zlm ,00 ([ ;¥ fj+€7k)7

{=—13520

observing the standing convention ¢_; = 0 which implies that f_; = 0.
Keeping in mind the operator norm inequality || Ax|| < 2 and (14.7), for j > 1
and arbitrary g € LP(R%; X) we have

1> (gj * g, k) = sup HAz kpPj *gHLp R4; X )
|n|<1] (14.41)

<27l * gllp < 2™ Il gl

On the other hand, using that @;(¢) = $1(27U~1¢), we find that

L (w5 % g, k) < |21‘1<Pl -7 (A5% k05l (resx) 91| p
. _k . ~ _ s
< sup. 1€ (€22 — 1) 51 (270D lgn o ra x) |9

(14.42)
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By Lemma 14.4.28 and a dilation

€ = (272 — )™ (- &)™ lomLp(resx) < (2m)"27F (14.43)
Moreover, since 1 is a Schwartz function, dilation, and |h| < 1,

g = (h- &)™ B127 Y VE) lamrr e x)

=207Dm ¢ (h- §)"01(E) llamrr (ra;x)
< 20-bm Z Camll§ = E¥P1(E)llomrr me;x) (14.44)

la|=m

< Cm,d2(j_1)ma

where in the last step we used Proposition 14.4.11 with 9%¢; € L'(R?). Com-
bining (14.41) with (14.42), estimating the latter using (14.43) and (14.44),
we obtain the estimate

Lg% g9, k) S

~

aym min{1, 2079 Ylg],, > 1.
Similarly one checks that

L ( o0 * 9, k) Sam min{1, 275" }g]l,
Therefore, with a; ,,, = min{1, 2imy

H (ka[;mm(f, k))keZHZ‘Z(Z)

1
<) H (2’” hIR A fj%k)) re
=—1

=20

1
—(j—Fk)s j+£)s
Sama 30 ||( 2790 m 2T fyelln)

(=—1 >0

01(2)

)

Ss @7 azm)izoll |YFO%11£llp) 520l o

Ss 1]

where we applied the discrete version of Young’s inequality and used the
assumption m > s for the finiteness of the ¢! norm.

Step 2 — In this step we prove (14.40). For k > 0 let T}, f := 2Fdp(2%.) * f
and Sipf := g x f. By (14.3), for k > 1 we have Sy, = Ty — Tp—1 = (I —
Ti—1) — (I — T}) and therefore

/]

B;Yq(Rd;X)v

By (R4X) — H(2ks||skf||LP(Rd;X))k>Oqu

. (14.45)
< IS0 f e ey + 2|25 Tk f = fll Lo ®ax) k=0 1o

By Young’s inequality,
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1S fllrre;x) < llpollell £l e e x)- (14.46)

It remains to estimate the terms vAvith k > 0 by the diffelfnce norm.
Choose 1 € .7 (R?) such that (&) = 1if |¢| < 1 and $(€) = 0 if [¢] > 3/2.
Let ¢ € .7 (R?) be given by

m—1
N " m i~ .
#6) = 1m0 ()17 B-tm - e
§=0
and define the sequence (¢)r>0 asin (14.3). For [¢| < 1/mand 0 < j < m—1
we have ¢(—(m — j)§) = 1 and therefore

m

36 = (—1ym+ m; (") = e (3 () ey - ) <1

Jj=0

by the binomial theorem, and for || > 3/2 we have ¢(¢) = 0. Furthermore
the Fourier supports of ¢; and ¢y, are disjoint for |j—k| > N,,, where N,,, € N
only depends on m (rather than for |j — k| > 2 as in (14.10) in the case of an
inhomogeneous Littlewood—Paley sequence). Thanks to these properties, the
proof of Proposition 14.4.2 may be repeated to see that this system leads to
an equivalent norm on Bj  (R%; X).

Let f € LP(R?; X). We claim that

Tef(@) = f(@) = ((0™ [ A, f@pew)dy (1447

Indeed, taking Fourier transforms in the z-variable and using Lemma 14.4.22
and the fact that ¢(0) = 1, we have

~

Tif(€) — f(&) = (B(27F¢) = 1) F(€)

= (X ()= a2 - 1) i)

<\ j
= 3 ()P m -2t
(

and the claim follows.
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Fix a real number r > 0, the numerical value of which will be fixed in a
moment. Taking norms in (14.47), using that sup,cge(1 + |z]")|¢(z)| < oo,
and writing Bg := {¢ € R?: [¢] < R}, it follows that

1£(2) = Tif @)
< [ 1Az, s dy

<, / |A7 0 F(@)|dy + 3 2 G / JAT o F ()] dy
Bi1 =0 Byj+1\By;

= [ 1ap @l Yz [ ag ) an
B, >0 Bi\B,

<Y 2= /

. A% —xp f ()| dh.
>0 1

Taking LP-norms with respect to x, we obtain the estimate
1Tk f — flloe®ex) Sdaw 22‘j(7"‘d)1,?’“1(f7 k—j).
j=0

Taking ¢9-norms with respect to k > 0 and choosing r > d + s, we obtain

1@ 1T = Fllzo gy ol
Saw (S 2002 (1,1 - )

>0
_ H (Z 2_.j(r—d—8)2(k—j)51;n’1(f, k— ]))
>0
<3270 | @B I (£ k= )isol|,.
>0
< 3270 (25 [ (£ ) e
>0

= S o ik (£, 1)) e,

Jj=0

k>0llea

k>0lleq

In combination with (14.45) and (14.46) this proves estimate (14.40). O

14.4.e Interpolation

In order to consider interpolation for Besov spaces, we will now introduce the
so-called retraction and co-retraction operators, which allow us to reduce ques-
tions about the interpolation of Besov spaces to the corresponding questions
about the spaces £2 (LP(R?; X)).

s
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Lemma 14.4.29. Let p,q € [1,00] and s € R. For k > 0 set ¢y := pp_1 +
0k + Yrt1- Define the operators
R:0% (LP(R% X)) = By (RY X)
. RS d. d.
S: B, ,(R% X) — £, (LP(R% X))

by
R((fi)rz0) = D Wk * fro  Sf=(r* [z

k>0
Then R is bounded of norm < 60|¢o|/24!%!, S is an isometry, and RS = 1.

Proof. 1t is clear from the definitions of the spaces involved that S is an
isometry. Next we turn to the proof that R is well defined and bounded. By
(14.7) and Young’s inequality, ||¢x+e* k|1 < 12]|¢o||3. Therefore, by another
application of Young’s inequality and (14.11),

szk*kaBs (R%;X) H SO] Zwk*fk) j >0

k>0 k>0

H (90] Z Ve * fJH)

le]<2

< Z (| (5 * Vg * fj+£)j>0H£?US(Lp(Rd;X))
2L

< 12”900”% Z H(fj"'[)j)()”éis(LP(Rd;X))
[£]<2

Ly (LP (R X)

olled,, (LP(R*;X)

N

< 60[lpoll 34711 (f5)5z0lles,, (2o asx)),

the convergence of the sum Ekzo g * fr in B;,q(Rd; X) being a consequence
of the convergence of the sum > .-, 27 f; in LP(R%; X)), for this allows to first
perform the same estimates for differences of partial sums. R

The identity RS = I follows from Lemma 14.2.10 and the fact that ¢y, =1
on supp(Pg). O

Now we are ready identify the complex interpolation spaces of Besov spaces
in a very general setting. In contrast to the complex interpolation results for
Sobolev and Bessel potential spaces in Section 5.6, where it was necessary
to impose UMD assumptions, no geometric restrictions on the interpolation
couple (Xo, X1) are needed.

Theorem 14.4.30 (Complex interpolation of Besov spaces). Let
(X0, X1) be an interpolation couple of Banach spaces, let py,p1,qo,q1 € [1,00]
satisfy min{pg,p1} < oo and min{qo,ql} < 00, and let sp,s1 € R and 0 €
(0,1). Furthermore let 1% = 1 0 p LA =2019 unds=(1-0)sy+0s;.
Then 1749 g0 q1
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[Bro.ao (R Xo), Bl g, (R X1)]g = By 4 (R [Xo, Xi]o)

with equivalent norms.
Proof. Let R : £, (LP(R%: X)) — B (R%;X) and S : B (R X) —

¢4, (LP(R% X)) be the retraction and co-retraction operators of Lemma
14.4.29. Set

Bj =1y (L"(R%:X;)), Fj=By, (R:X;), je{01},

j P14

and
Eg = (Eo,E1)e, Fp:= (Fo,F1)g, Xg:=[Xo,X1]s.

By Theorem 2.2.6 and Proposition 14.3.3, Eg = (2, (L?(R%; X)) isometrically.
Therefore,

(B . (R%: Xo), Bt (R% X1)]g = Fy = RSFy C REy C By (R Xy),

Po,qo0 Po,q0

and for all f € Fy we have

1£llps oy = IS

using Theorem C.3.3. Conversely, by Theorem C.3.3,

o1, (Lr@x,)) = 1S fllEy < 1f17

B; ,(R%: Xy) = RSB} (R Xy) C REy C Fo,
and for all f € Bj (R% Xj) we have
£l = IRSfl, < CUISFlm, = CUSFley (woceorny) = Cllf i ooy

where C' = 60]|ol|34!*! is the constant of Lemma 14.4.29. O

In the next result we identify the Besov spaces as the real interpolation spaces
of Besov spaces, Bessel potential spaces, and Sobolev spaces, allowing only
non-negative integer values of s in the latter case. In contrast to the case of
complex interpolation, the integrability exponent p as well as the range space
X are fixed.

Theorem 14.4.31 (Real interpolation of Besov spaces). Let X be a
Banach space, let p,q,qo0,q1 € [1,00], let sg,1 € R satisfy so # s1, and let
0 €(0,1) and s = (1 —0)sg + Os1. Then

(B, (R%: X), Bst (RY X))g,q = By ,(RY:; X), (14.48)
(H*P(R% X), HP(RY X))g,q = By ,(R% X), (14.49)

with equivalent norms. If we additionally assume that sg,s1 € N, then

(Wso’p(]Rd;X), WShP(Rd;X))e’q = B;q(]Rd;X) (14.50)
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with equivalent norms. If instead we additionally assume that p € [1,00) and
s0,81 € (0,1), then

(Weor(RY: X), WP (R X))o g = By, (RY X) (14.51)
with equivalent norms.

Proof. The identification (14.51) follows from (14.48) and Corollary 14.4.25.
We will give the proof of the remaining identifications in two steps.

Step 1 — If we can prove that (14.48) holds for g9 = g1 € {1, 00}, then all
remaining cases can be inferred as follows. Let A" € {By,, H%"P, WP},
where we assume that s; € N if A" = WP, Then by (14.48), Theorem
C.3.3, (14.22), and Theorem 14.4.18, we have continuous embeddings

B; ,(R%: X) = (B;2 (R% X), By! (RY; X)),
— (A%™P(RY X), AP (RY X))g 4
— (B;?oo(Rd7X)’ B;S),loo(Rde))Q,q = B;,q(Rd; X)7
and (14.48), (14.49), (14.50) follow.

Step 2 — It remains to prove (14.48) for r := qo = ¢1 € {1,00}. The
argument is similar to that of Theorem 14.4.30.

Let R and S be the retraction and co-retraction operators considered in
Lemma 14.4.29. Let

Ej =10, (L*(R:X)), Fj:=By.(R:X), je{0,1},
j )
and
EO,q = (E07E1) 0,q> F@,q = (F07F1>0,q

By Proposition 14.3.5, Ey , = €%, (LP(Rd X)) with equivalent norms, say with
constants C1,Cy (depending on 0 D54, S0, S1), 1€,

Citlgllg,, < lglles,. (Lr@a;x)) < CallgllE, ,-
From Theorem C.3.3 it follows that
(B (R%: X), Bit.(RY X))g,q = Fp.qg = RSFy g € REg 4 C B (RY; X),
and for all f € Fp , we have
/]
In the converse direction, interpolation R and S by Theorem C.3.3,

B (R X) = RSB; (R} X) C REgq C Fy g,

B ,®4x) = [Sflleg, (o me;x)) < C2llSf B, = CallfllFy,-

and for all f € Bj (R% X) we have

1l 7o, = HRSfHFe,q
S CUSflEo, S CUSFlles,, (e rax)) = C3CllfllBs , me;x)

where C' = 60]|ol|34/*! is the constant of Lemma 14.4.29. O
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Corollary 14.4.32. Let sg, s1 € [0,00) satisfy so # s1, let 6 € [0,1], and put
s:=(1—6)sp+ 0s1. Then

(Cap(RY X), Co (R X))o 00 = B, oo (R% X)

with equivalent norms. Moreover, if s ¢ N, then B3, . (R%; X) = C3 (R%; X)
with equivalent norms and therefore

(Cap (R X), O (R X))o, = (Cip (R X).

Proof. By Corollary 14.4.26 it suffices to prove the first identity. Since

by Proposition 14.4.18 we have continuous embeddings Bzél(Rd;X) —
CH(R%: X) & B oo(R% X) we can straightforwardly adapt the proof of

Theorem 14.4.31. O

As a simple application we show that multiplication by a smooth function
leads to a bounded operator on Besov spaces.

Ezample 14.4.38 (Pointwise multiplication by smooth functions —I). Let p, q €
[1,00] and s > 0, and let k € (s,00) NN. If ¢ € CF(RY Z(X,Y)), then
pointwise multiplication

f=df
defines a bounded operator from Bf,’q(Rd; X) into B;yq(Rd; Y) of norm

1f = Cfllzms ,mex),Bs, @) Sk [1Cllor®azx,v))-

Indeed, f — (f is bounded as a mapping from W7?(R%; X) into W7P(R%;Y)
for each j € {0,...,k}. Interpolating between the cases j = 0 and j = k by the
real method with parameters (¢, ¢) and applying Theorems 14.4.31 and C.3.3,
the desired result is obtained. Alternatively one can prove the boundedness
as a consequence of Theorem 14.4.24.

14.4.f Duality

The main result of this section identifies the duals of Besov spaces By  (R%; X))
for p,q € [1,00). It is interesting that no geometric assumptions are needed on
X. This contrasts with the situation for vector-valued Bochner spaces: recall
that, by Theorem 1.3.10, for o-finite measures spaces one has LP(S;X) =
L (S; X*) if and only if X* has the Radon—Nikodym property.

We start with the preliminary observation that elements in the duals of
Besov spaces can be naturally identified with tempered distributions. Indeed,
if g € B ,(R% X)*, then for all ¢ € .(R?) and 2 € X we have

(e®w,9)| < @l ps  ®e;x) 9l Bs  ®REX)- = [l0llBs R 9ll B, (R3[|l

where we used Proposition 14.4.3 to identify the Schwartz function ¢ with
an element of BS (R?). Thus the mapping = — (¢ ® x, g) defines an element
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ge € X, of norm ||g,|| < ||Q0||B;,Q(Rd)”gHB; ,(Re;x)+- By the continuity of the
embedding .7 (R?) < B3  (R?) (see Proposition 14.4.3), this implies that the
mapping ¢ — g,, defines an element in .7/ (R%; X*).

In the converse direction, for g € .%/(R%; X*) and elements f = anzl (n®
z, in .7(R%) ® X, we can define

N
Z (@, 9(Cn)) (14.52)

In order to check whether the mapping f +— g¢(f) defines an element of
B;,q(Rd; X)*, with p,q € [1,00), by the density results contained in Lemma
14.2.1 and Proposition 14.6.8, it suffices to check that there is a constant
C > 0 such that

9(NI <Clfls; rex)s [ E€SR)X. (14.53)

Theorem 14.4.34. Let X be a Banach space and let p,q € [1,00) and s € R.
Then every g € B, (Rd X*), when viewed as an element of .#'(R%; X*),

determines a umque element of B;,q(Rd; X)*, and this identification sets up
a natural isomorphism of Banach spaces

s d. ~ s d. y*
B (R: X)* = B, (R% X™).

Proof. The second assertion follows from the first, combined with Corollary
14.4.25.

As a preliminary observation to the proof of the first assertion, we recall
Proposition 2.4.32, which asserts that if ¢ € ./(R% X*) and ¢ € . (RY),
then ¢ * g is in C*°(R?; X*) and 9“g has polynomial growth for any a € N%.
Moreover, by Lemma 14.2.10, and the support properties (14.11), (14.12), we
have the identity

Z/ );9;(t)) dt = ZZ/ (PjrexC(t),gi(t))dt, (14.54)

>0 (=—17530

where g; := @; * g.
We split the proof of the theorem into three steps.
Step 1 — First let g € B, (Rd X*). Identifying ¢ with an element of

S!(R% X*), in order to prove that g defines an element of Bj ,(R% X)* we
will check that the duality given by (14.52) satisfies the bound (14 53).

By (14.54), if f € S(R%) ® X is as in (14.52), then with f; := ¢, * f we
have

=35 [ e, g0

=—135>0
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By Holder’s inequality,

TGRS S MU AGHET

(=—1;>0

1
<) 27| @T f0) 20l ga o ooy |77 90)520 g (1 gt oy
l=—1

<3280 7|

Bqu(]Rd;X) HgHBp_/fq/(Rd;X*)‘

This verifies the bound (14.53).

Step 2 — Suppose next that g € B;yq(]Rd; X)*. As explained above, we can
identify g with an element of .#/(R%; X*). Let (f;);0 be any finitely non-
zero sequence in . (R%) @ X such that [|(27° ;) j0lea (e ®a;x)) < 1. Put f:=
R(f;);j>0, where R : 0%, (LP(R%; X)) — By ,(R% X) is the operator considered
in Lemma 14.4.29. Then by (14.54) and the fact that Jj =Qj1+P;+P41 =1
on supp(@;) we see that

gm—géﬁ@@mw—géﬂm%wm

Therefore,
‘Z/Rd@jsfj(t)ﬁ_jsgj(t»dt‘ =g < IfllBs , resx) 91l B, (R x0)-
Jj=0

<R[ lgll g, mesx)~-

Taking the supremum over all admissible finitely non-zero sequences (f;);>o,
Propositions 1.3.1 and 1.3.3 imply that g belongs to B};fq, (R%; X*) and

”g”Bp_,‘?q/(Rd;X*) = H(2_]8%)]‘20ng(Lp(Rd;X*)) <Rl ||g||B;;1q(Rd;X)*'

Step 3 — Since the identifications in Steps 2 and 3 are inverse to each other,
they set up a bijective correspondence, and the estimates in the above proof
show that this correspondence is bounded in both directions. O

Theorem 14.4.34 permits an extension of Example 14.4.33 to negative smooth-
ness exponents.

Ezxample 14.4.35 (Pointwise multiplication by smooth functions — II). Let X
and Y be Banach spaces, let p € (1,00), ¢ € [1,00], s < 0, and let k €
(|s], 00) NN. For functions ¢ € CF(R%; £ (X,Y)), the pointwise multiplication

f=df
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defines a bounded operator from B} ,(R%; X) into B ,(R%Y) of norm

If = Cfllzs  ®ex),Bs &) Skos [Cllor@azx,v))- (14.55)

To prove this, first assume that ¢ € (1, 00) and s < 0. From Example 14.4.33
we obtain the boundedness of g — (*g from B, (Rd Y™) into B, (Rd X*).
Therefore, by Theorem 14.4.34, the adJ01nt mapplng f—=< f 15 bounded
from Bqu(Rd,X**) into B;Vq(Rd,Y**). Restricting to .%(R%; X) and using
density (Proposition 14.4.3) we obtain boundedness from B;q(Rd;X ) into
B;ﬁq(Rd; Y).

Next let ¢ € {1,00} and s < 0. Interpolating the inequality (14.55) for
the cases B;:SE and B;,° by the real method with parameters (%,q), and
using Theorems 14.4.31 to the effect that (B;Jgs, By 2% )1 = By 4 we obtain
boundedness in the endpoint cases ¢ € {1, 00} by Theorem C.3.3.

Finally, if ¢ € [1,00] and s = 0, then by interpolating the cases B; , and
B, 5 by the real method with parameters (%, q) we obtain the boundedness
also in this case.

As another application of interpolation and duality we present a density re-
sult, which at first sight looks a bit technical. It will be used to derive an
analogues density result for Triebel-Lizorkin spaces (see Proposition 14.6.17)
which will serve to show that several end-point results do not hold (see the
text below Theorem 14.6.32 and Example 14.6.33). Moreover, some of these
density results will be used to prove results on pointwise multiplication by the
non-smooth function 1g, (see Sections 14.6.h and 14.7.d).
Let
R?:= (R\ {0}) x R,

Proposition 14.4.36 (Density of compactly supported functions). Let
p.q € [1,00) and s € R. Then C°(R?) ® X is dense in B (R% X) in each
of the following situations:

(1) s < 1/p;
(2) p,q € (1,00) and s =1/p.

Proof. By Proposition 14.4.3 it suffices to show that for every f € C°(R%)
there exist f, € C®°(R?) such that f, — f in Bs (R%). Moreover, by the
embedding (14.23) and Theorem 14.4.19 it suffices to prove (2).

In order to prove (2) let f, := (. f, where (,(z) = ((nz1,22,...,2,) is
multiplication by n in the first coordinate, and where ¢ € C*°(R?) satisfies
¢ =1if|z1] > 2and ¢ =0if |z1] < 1. Then by Theorem 14.4.31 the following
interpolation inequality holds:

1/p 1
1 fall g2/ ey < ClEnl oy | Fnllif s -

Since
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1 Fall oy < 1floollnllLo@ay S n ™1 flloo
and similarly
| fallwngay S 0t (1 oo + 1V lloo).
the interpolation inequality implies that (f,),>1 is a bounded sequence in

B;/P(RY). Using the reflexivity of By/F(R?) (which follows Theorem 14.4.34)
we find that (f,)n>1 has a weakly convergent subsequence, say f,, — g weakly
in By/P(R?). Since also f,, — f in .%/(R%), we find that g = f and therefore
fn, — f weakly in B;ff(]Rd). Therefore, f € C® (R)UJ = CgC(R)H.”, where the
closures are taken in the weak and norm topology of B;(f (R9), respectively.
This completes the proof. 0

14.5 Besov spaces, random sums, and multipliers

In the preceding subsections we have proved various results on embedding
Besov spaces into other function spaces and vice versa. In the present sub-
section we take a look at the embeddability of Besov spaces into spaces of
~v-radonifying operators. This question turns out to be intimately connected
with the type and cotype properties of the space X.

The point of departure is provided by Theorems 9.2.10 and 9.7.3, by which
we have the following natural continuous embeddings:

o L%(S;X) < y(L?(9),X) if and only if X has type 2;

o ~(L%*(S),X) < L*(S; X) if and only if X has cotype 2;

° Wii%’p(R; X) < y(L?(R), X) if and only if X has type p.

In the first two embeddings (S, .o/, u) is an arbitrary measure space.

The main result of this section is the following characterisation of type p
and cotype ¢ in terms of embedding properties:

Theorem 14.5.1 (y-Sobolev embedding — I). Let X be a Banach space
and let p € [1,2] and q € [2, c0].
(1) X has type p if and only if the identity mapping on C°(RY) @ X extends

to a continuous embedding

(3—3)d

Bph T (RYG X) < y(L(RY), X);

(2) X has cotype q if and only if the identity mapping on C°(R?)® X extends
to a continuous embedding

1_ 1
Y(L2(RY), X) < By 2 (RY X).

In particular, for any Banach space X we have continuous embeddings

1 _1
B{(R%: X) < 4(L*(RY), X) — Bxiw(R% X).
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The proof of Theorem 14.5.1 provides quantitative estimates for the norms of
these embeddings. It relies on the following Gaussian version of the Bernstein—
Nikolskii inequality (Lemma 14.4.20).

Lemma 14.5.2 (y-Bernstein—Nikolskii inequality). Let p € [1,2] and
q € [2,00].

(1) Let X have type p. If f € ./ (R% X) satisfies supp f C {£ € R%: [¢] < t},
then for all multi-indices o € N we have

a_d
10% flly(re,x) < Ko pTWX”‘altlaHp 2[[f 1l Le e x) -

(2) Let X have cotype q. If f € .7 (R%; X) satisfies suppf C{eeR?: ¢ <
t}, then for all multi-indices o € N% we have

da_d
10° fll o x) < fig2c) xm N ETE FIL rax).

Here, K2 ) and Kq,2 are the Kahane-Khintchine constants introduced in Section
6.2 and 7' X and ¢’ 4, x are the Gaussian type and cotype constants of X,
respectlvely, 1ntroduced in Section 7.1.d.

Proof. (1): By a scaling argument it suffices to consider the case t = % By
Example 9.6.5, 9° f € v(R%; X) if and only if £ f”‘fe v(R%; X) and in this
case

1% Flyme.xy = @m)I)I€ = € FE)Il e

In order to show that & — fo‘f(f) € v(R4; X), by Examples 9.1.12 and 9.4.4

it suffices to check fe v(Q; X), where Q := [—5, §]d; in that case

(2m)' 1€ = € Fllymasxy < @mIE = € Flly@in) < Tl @ix)-

The assertion f € v(Q; X) is short-hand for the statement that the Pettis
integral operator ]If: L?(Q) — X defined by

9= [ Fwde. o 12@)

belongs to v(L?(Q), X) (see Section 9.2.a). We will prove the latter by testing
against an orthonormal bases, making use of Theorem 9.1.17.

Let e,(&) = €2™™¢ for n € Z and ¢ € Q. These functions define an
orthonormal basis for L?(Q) and we have

Tre, = /Q Fle)en ag = f(n).

By the Kahane—Khintchine inequalities (Theorem 6.2.6) and the type p con-
dition, for any finite subset F' C Z? we have
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nH n ::H n ‘
H%V e L2(£2;X) 7;7 fn) L2(£2;X)
< R2, an n
| Z 0]
~ » 1/p
<rapmlx (D IF0IP)
neFr

It follows from Theorem 9.1.17 that ]?E ~7(Q, X) and, by the above observa-
tions,

~ 1/p
10° Flly gy < 711 Fllye < mzgprr® (2 1£m)I7)
nezl

To deduce the estimate in the statement of the theorem from it, for h € Q
and s € R? put f,(s) := f(s+ h). Then supp fr, C Q and

1/p
107 Il sy = 107 Fally ey < raprlcm® (3 1 (mIP)
nezad
Raising both sides to the power p and integrating over h € () we obtain

19 s < aami( [ 3 Lntmy1ean)”

nEZd

= e ([ IrePas)”

(2): This is proved similarly. O

Proof of Theorem 14.5.1. (1): First we prove the ‘only if’ part and assume
that X has type p. Let f € #(R% X), put fr := ¢ * f, and note that

supp fo C {€ € R [¢] < £} and
supp f C S = {€ e R%: 2871 g < 2M1), k> 1

By Lemma 14.5.2, f; € v(R% X) and
1k llyra;x) < “27p7’;x2k(%_%)d||fkHLP(Rd;X)-

By Proposition 9.4.13, applied to the decompositions (Sax) k>0 and (Sax+1)k>0
of R4\ {0}, for n > m > 0 we obtain

LI 1_1)pd 1/p
H Z ny(RdX S F2pTp X Tr.X <j§2](p 2” Hfsz]ZP(Rd?X))
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v S @i (- dpd P r
+ 52,p7p,x7p,X( > 2 P2 ||f2j+1HLp(]Rd;X)) :
—r

Sums of the form Y ;bl 2 41, and St 41 can be estimated in a
similar way. Since f = >, ;06 * f = > 1oz fx in (R4 X) (by Lemma
14.2.10) and hence in v(R%; X) (by the continuous embedding .7 (R%; X) —
7(R%; X)), it follows that f € y(R%; X) and

) 1/p
1_1ypq
1l a) < 220 (D0 2 FT8 fo5117, )
JEZ
—2“27p7prp,X||fHB;1p Lya ®E:X)

Since . (R%; X) is dense in Bl(7 D ) (R4; X) by Proposition 14.4.3, the identity

1 1

mapping on .#(R% X) extends to a bounded operator from B;;_E)d(Rd X)
into v(R%; X) of norm at most 2k ,7 -~ xTp,x- The simple proof that this ex-
tension is injective is left to the reader

Next we prove the ‘if’ part. Since every Banach space has type 1, the ‘if’
part is trivial for p = 1. In the rest of the proof of (1) we may therefore assume
that p € (1, 2]. We will prove the stronger statement that if for some r € (1, 0]
the 1dent1ty operator on .#(R%; X) extends to a bounded operator, say I,

from Bl(j - 2‘)d(]Rd; X) into v(L?(R%), X), X has type 7 (and then necessarily
r e (1,2]).
Let ¢ € .7 (R?) be such that [|¢)||2re)y = 1 and supp(y) € {¢ € R? :

?1(¢) = 1}. For n > 1, let ¢, € S(RY) be defined by

D (€) := 20297t ey

Then (¢,)n>1 is an orthonormal system in L?(R%). By Proposition 9.1.3, for
any finite sequence (z,,)_; in X we then have, with f := 22;1 UV @ T,

N 2
1712 e xy = E[| D o
n=1

On the other hand, since @y * 1, = Ognt, (this is seen by taking Fourier
transforms and using the Fourier support properties of o),

N N
L,l d
L1 JREREION Z Pl llzall” = 191 D ]
n=1 n=1

By putting things together we see that X has type r, with Gaussian type r
constant 7,y < |[|¢]|p[|T]].
(2): This is proved similarly. O
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14.5.a The Fourier transform on Besov spaces

This section presents some mapping properties of the Fourier transform on
spaces of functions taking values in a Banach space with (co)type or Fourier
type properties. Recall from Section 2.4.b that a Banach space has Fourier type
p € [1,2] if the Fourier transform, initially defined on L!(R%; X) N LP(RY; X),
extends to a bounded operator from LP(R?; X) into LP (R%; X). If that is the
case, the norm of this extension is denoted by ¢, x (R).

Proposition 14.5.3 (Integrability of Fourier transforms — IT). Let p €
[1,2], and suppose that one of the following two conditions holds:

(i) q € [p, 0] and X has Fourier type p;
(ii) g € [2,00] and X has type p and cotype 2.

Let F denote the Fourier transform on ' (R% X) and let s := (% - %)d.

(1) F restricts to a bounded operator from B, ., (R X) into L9 (R X);
(2) .F restricts to a bounded operator from WsJ+12(Re: X)) into L9 (R%; X).

The case ¢ = oo gives sufficient conditions for the Fourier transform to take
values in L'(R? X). Different conditions guaranteeing this have been dis-
cussed in Lemma 14.2.11, where growth assumptions on the functions and
their derivatives where imposed.

Proof. We start with case (i). Accordingly, let ¢ € [p,o0] and let X have
Fourier type p
(1): Let f e By (R4 X). Put fi := g * f for k> 0. Let Iy = {¢ e R :
|€] < 1} and
L= {EeRT 2Ll < 2"}, >l

The sets I,, thus defined are pairwise disjoint, we have Un>0 I, =R? and

~ ~ 1/‘1/ ! ~ N 1/q
1Al = (D1 A1) < S0 (Do I el

n=0 l=—1 n=>0

where we used that supp(@x) NI, or [n—k| > 2 and that >, -, ¢, = 1.

= o f
By Holder’s inequality with ; = 5 + i, and the Fourier type p assumption,

for ¢ € {—1,0,1} we have

115, faselle < Nnlle | Faelly
< @px RNV frp ol < 205, x RN fe

Taking (7 -norms on both sides we obtain f € LY (R4 X) and

1Pl < 2230, xRY| fl3: ).
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(2): This follows from (1) since by Proposition 14.4.18 and Theorem
14.4.19 we have the embeddings WlsI+1r(Re X) — BT (REG X) <
B;,l(Rd; X).

Case (ii): Assume now that ¢ € [2, 00] and that X has type p and cotype 2.
Using the same notation as in case (i), by Holder’s inequality with % = % + %,
Theorem 9.2.10, and Lemma 14.5.2 we have

11 Fuselle < Ir el Fosells
< C;,X2d/r(n+1)an+fH7(Rd;X)
Sdp 027X7p,X2(n+1)d/T2(n+1)(%_%)dan—s-éHp
= ¢2,xTp,x 2" V% furelp-
The proof can now be finished as in case (i). O

As an application of Proposition 14.5.3 using the Fourier type of X, we give an
improvement of the Mihlin multiplier theorem for vector-valued Besov spaces
presented in Theorem 14.4.16. Before we do that we derive an immediate
consequence of Propositions 14.4.11.

Corollary 14.5.4 (Fourier multiplier theorem for L” under Fourier
type). Let p € [1,00] and s € R, let X and Y be Banach spaces, and suppose
that one of the following conditions holds:

(i) Y has Fourier type 7;
(i1) Y has type 7 and cotype 2.

Then we have a continuous embedding

BYY (R Z(X,Y)) < MLP(RE X, Y),
i.e., every m € B%T(Rd;f(X, Y)) defines a bounded operator T,, from
LP(R%:; X) to LP(R4Y).

Proof. The result is immediate from the fact that m € L'(R%; Z(X,Y)) by
Proposition 14.5.3. d

Remark 14.5.5. It is possible to prove a result as in Corollary 14.5.4 under
assumptions on m and m* in the strong operator topology if X (equivalently
X*) has Fourier type 71 and Y has Fourier type 7. Indeed, assume there is a
constant C,,, such that

[ma]| 4 < Cpllzll, z€X, (14.56)

/72 (RE;Y)

[y " | ga/ms ga, oy < Cmlly™ll y* € Y™ (14.57)
71,1 )

First observe that by (14.56), (14.57) and Proposition 14.5.3,



358 14 Function spaces

mx| pyraey) < CryCnl|z
el < Cray Culel .
Hm Yy HLl(]Rd;X*) < Cn,XCmHy ||-

Here iz := # ' (mx) and 7" y* := F 1 (m*y*). Therefore, for f € .7 (R?)®
X, by Fubini’s theorem one can write

7% Fll s ooy < //umt—s ()] ds dt

/ / $)|[drds < Conl| £l 2 wetyy)-
R4

This proves that T, extends uniquely to T, € Z(L'(R%; X), L}(R%Y)).
Since the second line of (14.58) trivially implies that the kernel /m satisfies
the dual Hormander’s condition, it follows from the Calderén—Zygmund ex-
trapolation theorem (Theorem 11.2.5) that T,, extends uniquely to T, €
ZL(LP(RY; X), LP(R%;Y)) for all p € [1,00). By a duality argument a similar
result can be derived for p = co.

It is clear from the above proof that we can replace the Fourier type
conditions by the conditions that Y has type 7 and cotype 2, and X* has
type 71 and cotype 2.

We continue with an improvement of Theorem 14.4.16 using the Fourier type
or type and cotype Y.

Theorem 14.5.6 (Mihlin multiplier theorem for B;q(Rd;X) under
type conditions). Let p,q € [1,00] and s € R and X and Y be Banach
spaces and suppose that one of the following conditions holds:

(1) Y has Fourier type 7;
(ii) Y has type 7 and cotype 2.

Ifme CLEIFYRL L(X,Y)) satisfies

Kpo= sup  sup (14 [N [0°m(€)] 2 x,v) < o0,
la|<| £]+1 €€R?

then there is a bounded operator T : Bs (R%: X) — B3 (R%Y) with | T <
Ca,s,x,vKm such that Tf = .F~ 1(mf) for allfGﬂ(]Rd)(@X

Note that in the case p, ¢ < 0o, one has that T is the unique bounded extension
of Ty : YR @ X — .#'(R%Y). In the end point case p = oo or ¢ = oo this
does not make sense since .7 (R?) ® X is not dense in B} ,(R% X). This is the
main reason for the unusual formulation in Theorem 14.5.6.

By a duality argument one can also formulate the (Fourier) (co)type con-
ditions on X*, but the end-point cases require some caution.

Proof. For f € B;,q(Rd;X) let fr = pr * f and my = @rm. Define
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1
Tf=> ) Tompprfr (14.59)

(=—1k>0

We will check that the series converges in .#/(R?;Y) and defines an element
in B;q(Rd; Y).

The proof follows the lines of Theorem 14.4.16. First we show that my
bound MLP(RY; X,Y) with a uniform bound in k > 0. First let k¥ > 1. By
invariance under dilations (see Proposition 5.3.8), Corollary 14.5.4, and the
embeddings (14.23) and (14.29), we have

Il e (re; x,v) = ”mk(2k—1')”9ﬁLP(Rd;X,Y)

< CT,Y ||mk (Qk_l')”Bi/IT(Rd;f(X’y))

k—1
< Crylmi(2 ')”WL%JJrl”'(]Rd;f(X,Y))

Since my(2871) = @1 (-)m(2F~1.), by the support properties of @; is suffices
to bound %[ (§)m(28~1¢)] for |af < [4] + 1, uniformly in k£ > 1 and 1 <
|€] < 3. This can be done in the same way as in (14.26). The case k = 0 can
be proved in the same way without the dilation argument. We can conclude
that

(Do frll Lo masyy < Cas,x, v K| frll e (ra,x) (14.60)

Next we check the convergence of the series in (14.59). For ¢ € .7 (R%) one
has T, , fr(¢) = Z}:_l Ty o J5(Cits), where (i = ¢ * ¢, and thus

1
T fe(ONly < N Filloesyy D Nkl oo may

j=—1
1
< Cd,s,X,YKmZSk”fk||LF(Rd;Y) Z 2‘S|2 s(k+) HC’H‘JHLP (R4)
j=—1

Summing over k we see that

1
Z Hka+sz HY Cd,s,X,YKmZQSk”kaLP(]Rd;Y) Z Q_Sk”Ck-s-jHLp’(Rd)

k>0 k>0 j=—1
<3 29Cu 0y Kol F 0 I 5y

which gives the required convergence.
By the properties of (¢p)n>0 We can write

Jj+1 1 j+1

F(p *Tf Z QOJ Z Crrem@rf = Z %WQDkf ijf]-ﬁ%

k=j—1 =—1 k=j—1
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Therefore, the boundedness follows from

1
ITfllB; ey < DT, Five)jzollearo ey
-1

1

< CaoxyEm Y (fis0)jzollea(romax))
/—1

< Cé,57X7YKmHf”B;,q(]Rd;X)-

It remains to observe that for f € .(R%) ® X, the following identities
hold in .#/(R%; X)

1
ﬂ = Z Z @kwm@kf: Zm@kfz mf
E>04=—1 k=0
g

A further consequence of Proposition 14.5.3 is a Fourier multiplier theorem of
a very different nature, in which the multiplier is non-smooth but the domain
and range spaces have different integrability and smoothness exponents.

Proposition 14.5.7. Let X and Y be Banach spaces with Fourier type p €

[1,2] and let s := (% - i)d. Let m : R4 — Z(X,Y) be strongly measur-

able in the strong operator topology and uniformly bounded. Then the Fourier
multiplier T,, = F'm.ZF is bounded as an operator from B;,p(Rd;X) into

LP (R%Y) with norm

||Tm||§f(B; »(R%X),LP' (RE;Y)) Sp ‘Pp,X(Rd>90p7Y(Rd) ;uﬂgz ||m(§)H$(X,Y)-

’ €
Proof. By the Fourier type p of Y,
HTmf“LP’(Rd;Y) X Pp, v (R )”mf”LP(]Rd ;Y)
< ¢y (RY) sup [m(E)l| x| o @eix)s
£eRd
The Fourier type p of X and Proposition 14.5.3, applied with ¢ = p/, give
Hf”LP(Rd;X) Sp $p, X ( )||f||Bs (R4;X)»

and the result follows. O

14.5.b Smooth functions have R-bounded ranges

In Chapter 8 we have seen several instances of the general principle that
sufficiently smooth operator-valued functions have R-bounded ranges. The
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amount of smoothness needed depends on the geometry of the underlying
Banach spaces. For instance, it was shown in Theorem 8.5.21 that if X has
cotype ¢ and Y has type p, and if T € W*"(R%; £ (X,Y)) with (% — %)d <
g < s < 1, then T has a continuous version whose range is R-bounded.

In the present section we will show that if the Besov scale is used instead
of the Sobolev scale, the analogous result holds for the optimal smoothness
exponent s = (£ — 1)d and the restriction s < 1 can be omitted. The precise

p
statement reads as follows.

Theorem 14.5.8 (Besov functions with R-bounded range — I). Let
X and Y be Banach spaces, X having cotype q € [2,00] and Y having type
p € [1,2]. If r € [1,00] satisfies 2 > %—%, then every T € Bf’/lr(Rd;.iﬂ(X, Y))
has R-bounded range, with R-bound

(14.61)

%(T(t) tte Rd) < C||T||B’:/1T(Rd;3(x7y))7

where C' is a constant depending on d,p,q,r, X,Y .

By Theorem 14.4.19, the spaces Bi/lr (RY; £(X,Y)) increasing in the exponent

r € [1,00] and we have continuous embeddings
B (R Z(X,Y)) = BY (RGZ(X,Y)) = Cup(RG Z(X, V), (14.62)

the second being a consequence of Proposition 14.4.18. The continuous version
provided by (14.62) is used in the left-hand side of (14.61).

In the proof below, we will use the Lorentz space L™ °(R?) with o =
min{ 7, %}
%7:’4
L9 (R%) is the space of all measurable functions f : R¢ — K for which the
(quasi-)norm

€ (0,1]. Referring to Appendix F, we recall that the Lorentz space

P A atCa] P

is finite, where
fAr)=imf{x>0: [{|f| > A} <7}, TERy,
is the non-increasing rearrangement of f.

Proof. By the observation before (14.62) it suffices to prove the theorem in
the case % =1_ %. In the proof we will only consider r € (1, c0]; in Theorem
14.5.9 a stronger result is proved which covers the case r = 1 of the present
theorem.

Let us write

1
TZZTkZ Z Z@lﬁ-é*Tk’

k>0 =—1k>0
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where T, = ¢ * T, and we used (14.12) in the second identity. Since T €
BY, 1 (R%.Z(X,Y)) (see (14.62)), the series > k>0 T converges uniformly on
R? with respect to the operator norm of .#(X,Y). By Propositions 8.1.19 and
8.1.22,

R(T(t): t e RY) < ZZ% e ¥ Ti(t) : t € RY), (14.63)

{=—1k2>0

provided of course that the operator families occurring in the sums are R-
bounded and their R-bounds are summable. Proving this will occupy us in
the remainder of the proof

Fix an integer n > 1. Starting from the identity o, (t) = 2(*~Ddp, (27~ 1¢)
(see (14.4)), it is elementary to check that the non-increasing rearrangements
satisfy ¢ (1) = 2(*=Ddpr(2n=17), Therefore,

lonllrn ey = 20 D7 = 7701 (2771 7) | Lo gy ar)
= 20047 s 71T 1T Loy 22y = A d/TH§01“LT’ Rd)>
the latter being finite since ¢; € .#(R?). A similar calculation can be done
for n =0.
For t € R? define ¢, € Z(R?) by ©n+(s) := @n(t — s). Then ¢, ; is

identically distributed with ¢,. Letting Ty, , € Z(X,Y) be the integral
operator from Proposition 8.5.16, i.e.,

T o= [ ns@Ti(s)a ds,
R

it follows from Proposition 8.5.16 with o = 7’ min{i, %} and ¢ = ¢, that for
alln > 0 and k > 0 the set {¢, xT)(t) : t € R?} is R-bounded, with R-bound

%((pn * Tk(t) 1t e Rd) = %(Tkﬁan,t 1t e Rd) < C2nd/r||TkHL7‘(Rd;$(X7Y)).

With (14.63) we conclude that

1
A(T(t): teRY<C DD 280U T g xy))
f=—1k>0

da
<328 CITl yorr s vy
U

We have the following variation of this result for the strong operator topology:

Theorem 14.5.9 (Besov functions with R-bounded range — II). Let X
and'Y be Banach spaces and assume that Y has type p € [1,2]. Suppose that

T:RY— Z(X,Y) satisfies Tx € BZflp(]Rd; Y) for allz € X and
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1Tl gy < Crllall, € X
P

P (®EY)

Then the family {T(t) € L(X,Y) : t € R?} is R-bounded, with R-bound
R(T(t) e Z(X,Y): teRY) < CC,

where C' is a constant depending on p and Y.

Proof. We begin with the case p = 1, which corresponds to the case where YV’
is an arbitrary Banach space. By Proposition 14.5.3 we have Tz € L'(R%;Y)
and

T2l 2 @aryy Sa 1Tl pa < Orll=f].

P (REY)

This implies that we have the integral representation
T(t)e = / T () de, ¢ € RY,
Rd

where the operator-valued kernel is strongly in L. Now Theorem 8.5.4 implies
that the family {T'(t) : t € R?} is R-bounded, with R-bound %Z,(T(t) : t €
RY) <4 Cp.

Next assume that p € (1,2]. For k£ > 0 and « € X set Ty (¢)x := @i+ T (¢)x.
By Theorem 14.5.1,

1_1
ITallyza@a,y) < CITeall_g-ppa < Caps2 072 | Tiall ooy,
p,p

(R%;Y)
(14.64)

where (setting s = d(% — 1) for brevity) the second inequality follows from

||Tkx||11)3; L (REY) = Z 2nsp||(pn * Pk * TmHZZ,p(Rd;y)
' n>0
1
= Z 2(k+£)5p||80k+€ * QP * Tngp(Rd;y)
(=—1

1
< 37 200 g o x T2, gy
(=—1

<320 IR Tl gy
using (14.11) and (14.7).

Choose arbitrary finite sequences (t,,)M_; in R? and (2,,)*_, in X, and
let (£,,)M_, be a Rademacher sequence on a probability space (£2,P). Since
Y has type p > 1 it follows from Theorem 9.6.14 with constant L, y hat

M
| > enTtm)en)
m=1

L2(82;Y)
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1 M
< Z Z H Z EmPhte * Tk(tm)xm‘
k>206=—1 m=1
1 M
- Z Z H Z €m /Rd Tis (W) Prte(tm — u) du‘

k>2040=—1 m=1
M
Z EmTkxm‘
m=1

1
< Lp,YZ Z H<Pk+l||L2(Rd)
M
< LZD,YCQD Z 2kd/2HTk< Z Z':ml'm) ’

L2(2;Y)

L2(£2;Y)

L2(82;7(L2(R),Y))

k>0 =1
L2(2v(L2(RD),Y))
= — (2D (R, Y)

where we used that (14.9) implies [[¢riellL2me) = [|PrtellL2re) < C,2kd/2,
Applying (14.64) pointwise in 2, setting Cy := L,y C,Cyp s, and using the
Kahane-Khintchine inequalities, we continue estimating

L2(2;LP(R4Y))

M
<G Y 2GR T (S e )|
m=1

k>0

M
< 0062,1/ Zde/pHTk( Z mem)‘
2 m=1

k>0

M
=i (5 7o)

M
g C()Kz)lCT/ H Z Eml'mHX dP
@ m=1

Lr(R4;Y)

B (ReY)

M
< COR2,1CTH E mem‘ .
el L2(92;X)

Putting things together gives the required R-boundedness estimate. g

Remark 14.5.10.

(1) The method of proof for p = 1 in Theorem 14.5.9 could be extended
to p € (1,2] if Y has Fourier type p. We have not done this, because
Proposition 7.3.6 shows that having type p is weaker than having Fourier
type p.

(2) In the case p = 1 and d = 1, a variation of the argument in Proposition
8.5.7 actually gives a stronger result than Theorem 14.5.9, namely that if
Tz € WHL(RY, £ (X,Y)) for all x € X, then the range of T is R-bounded.
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14.6 Triebel-Lizorkin spaces

As we have seen in the preceding sections, the study of Besov spaces is inti-
mately connected with the space £9(LP(R?; X)) through the very definition,
which features the norm

||f||Bg,s(Rd;X) = H(2ks@k * f)k>0H€q(LP(]Rd;X))'

The class of Triebel-Lizorkin spaces Fps’q(Rd; X) is obtained upon replacing
(9(LP(R%; X)) by LP(R% (1(X)), putting

11

The theory of Triebel-Lizorkin spaces is in many respect analogous to the
theory of Besov spaces, but the occurrence of the /9-norm inside the LP-norm
precludes the use of Young’s inequality to estimate the norm of term-wise
convolutions, a technique that was critically used in our treatment of Besov
spaces. This makes the norm of Triebel-Lizorkin spaces more difficult to deal
with.

£ o ®53) = (1200 * Aizoll ogaa ooy

14.6.a The Peetre maximal function

The obstruction just noted already makes itself felt if one tries to adapt the
proof that Besov spaces are independent up to an equivalent norm of the in-
homogeneous Littlewood-Paley sequence ()0 to Triebel-Lizorkin spaces.
The encountered difficulty will be resolved by a variant on the Fefferman—
Stein inequality due to Peetre, to which we turn in the present preliminary
subsection.

Throughout this section, unless otherwise stated X is an arbitrary Banach
space. For a strongly measurable function f: R? — X and r € (0,00) we let

M, f(z) = (M(|fII") @), @ eRY, (14.65)

where M is the Hardy-Littlewood maximal operator introduced in Section
2.3,

wm:mgémmm

B>x
the supremum being taken over all Euclidean balls B in R? that contain z.

Lemma 14.6.1 (Peetre’s maximal inequality). Fiz r,t € (0,00) and a
multi-index o € N, and let f € 7' (RY; X) satisfy

suppfg B, :={¢eR?: |¢| <t}

Then f € C>®(R%; X) and there exist constants Cy and Cy, depending only on
lal, d, r such that for all z € R? we have
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sup = ‘MM < Cl sup M C2M f( )

2€Rd L+t = 7 ega L+t
In particular, taking z = 0, for all x € R? we have

1Mo f (@)l < I ()] < C2M, f(x).

Proof. That the tempered distribution f is represented by a function in
C>(R%; X) has already been observed in Lemma 14.2.9. In the remainder
of the proof we assume that this identification has been made.

By an iteration argument it suffices to consider multi-indices satisfying
|| = 1. The short-hand notation |V f(z)| = Z?:l |0; f(z)|| will be used
throughout the proof. We first consider the case f € .7 (R%; X). Replacing f
by f(t~1.), it suffices to prove the result for ¢ = 1.

Step 1 — Choose 1 € .#(R%) such that 12 =1 on Bj. Since fis supported
on By, we have f = ¢ * f and Vf = (V) x f. It follows that for z,z € R?
and A > 0,

195 f(z = 2)|| </ 00(z — z = y)| 1/ (y)ll dy
Rd
<C>\/ (L4 lz =z =y £ @) dy,
R4

where ¢y = sup, cga (14 [y])*0;4(y)|. Clearly we have 1+ |z —y| < (1 + |z —
z —y|)(1 + |2]), and upon taking A = d + 1 + d/r we obtain

10;f(x = 2|

el <o [ o=z =al A0+ 1) 1)y

<o [ (A le—z =) o) )l

I1f(@ — )|
< Cq sup
b ere (L+ [y

where Cy = ¢y fRd(l + |y|) =4~ dy. This gives the first inequality in the state-
ment of the lemma.

Step 2 — Fix € > 0 and let Q. be the closed cube centred at zero and of
side-length . We claim that for all g € C*(Q.; X),

£ - 1/r
9O < 5 s IV + (f lowiras) ™, (469

where we write JCQ = ﬁ fQ for averages. By scaling it suffices prove (14.66)

for e = 1.
Fix g € CY(Q1; X). For all y € Q1 we have |y < 3 and
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1
9(0) =g(y)+/ Vy(ty) -y dt.
0

Therefore, ||g(0)]| < lg)Il + 3 sup,cq, IV9(y)|l. Taking L"-average over Q1
gives (14.66) for € = 1.

Step 3 — By Step 2, applied to the function f(x — 2z — ),

I =< 5 sup 195t ===l + (f 1w === a) "
(14.67)

Now let € € (0,1]. It follows from z — Q. € Q14;| that

][nf(x—z—y)nrdy:][ 1@ — )" dy
Qe z2—Qe

< Q142
|Qel Q142

<e 1+ D M) ().

[f(z =)l dy

Substituting this into (14.67) and dividing by (1 + |z|)%", it follows that

wp f@=2 & V@2 =)l
serd (14 ‘z|)d/7' 2 Lerdyeq. 1+ |Z|)d/7'
certr1 gy IV 2

zerd (14 ]2))4/r

+e YT M, f(x)
+e Y M, f(x),

where we used that (14 |z[) > $(1+ |y + z|) for |y| < e < 1 and performed a
change of variables. Combining this estimate with the first inequality in the
statement of the lemma, and taking e € (0, 1] small enough, the result follows.

Step 4 — Next let f € 7/ (R% X) and t > 0. Let fs = (5-)f, where
¢ € .Z(RY) satisfies 1(0) = 1, supp® C {£ € R? : |¢] < 1} and § €
(0, min{1,t}). Recalling that f € C°°(R%; X), clearly we have f5 € .7 (R% X),
fg has support in By; and therefore, by the previous steps, the second in-
equality in the statement of the lemma holds if in the two expressions on the
left-hand side f is replaced by fs and for the right-hand side we note that
M, f5(x) < [|¥||oo My f(2). It remains to let § — 0 on the left-hand side and

note that fs(x — z) — f(x — z) and similarly for its derivatives. O

Using the pointwise estimate of Lemma 14.6.1, we will now deduce a maximal
inequality in LP(R?; £9).

Proposition 14.6.2 (Boundedness of Peetre’s maximal function).
Let p € [1,00), q € [1,00], and let v € (0,min{p,q}). Let f = (fr)k>0 in
LP(R4;09(X)) be such that supp(fr) C Sk for all k > 0, where Sy C R? is a
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compact set with diameter o > 0. There exists a constant C > 0, depending
only on d, p, q, v, such that

| fr(- — 2)] ) ‘
s 1. Nd/r <C p(RA-72( X)) -
H(zseung (1 —|—5k|z|)d/7‘ k>0 £z (R0 (X))

Proof. We use the short-hand notation f = (fx)r>0 and f;/r = (f,:‘,d/r)@(),
where

Lr(Rd;09)

. _ [ fe(z — 2)|| d

Multiplying f(z) with 2™ for suitable hj, € R? we may assume that
each fk has support in By = {£ € R4 : |¢] < &} for k > 0.

Let gi(x) := fk(é,zlx). Then g has support in a ball of radius 1 centred
around the origin. Thus by Lemma 14.6.1 there is a constant ¢, depending
only on d and r, such that for all £k > 0 and = € R? we have

wup Lz =2

< M, gi(2).
S e cM, gy ()

Rewriting this in terms of fj, gives

: fe(e = 2]
r) = Ssu
iy = S8 (W gy

< M, fi(x).
Taking LP(R?; ¢7) norms and applying the Fefferman-Stein maximal Theorem
3.2.28 in the space LP/"(R?;¢9/7), we find that
* T 1/
13y < ell M e dusoll ogseny = el LI isol[ 2o e
IS 1/r
Spaaer Ul rsoll o/r gasparry = lf Lo @asen(xy)-

]

As a first application we derive a Fourier multiplier theorem for certain func-
tions in LP(R%; £9) for p € [1,00) and ¢ € [1, 00] which is essential for later con-
siderations about Triebel-Lizorkin spaces. The main difficulty arises if p =1
or g = 1 since the maximal function is not bounded in these cases. The case
q = 1 turns out to be of particular importance in Section 14.7.a.

The statement of the following theorem, which is needed in the proof of the
Mihlin multiplier theorem for Triebel-Lizorkin spaces (theorem 14.6.11) is ad-
mittedly somewhat technical. We recall from Subsection 2.4.a that L!(R%; X)
denotes the subspace in L>°(R% X) of all functions whose inverse Fourier
transform belongs to L'(R%; X).
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Theorem 14.6.3. Let X and Y be Banach spaces and let p € [1,00), q €
[1,00], and r € (0,min{p,q}). Let S, C R%, k > 0, be compact sets with

diameter 8, > 0. Then for all sequences m = (myg)rso in L'(R%:.Z(X,Y))
and all f = (fi)rkso € LP(R%;¢9(X)) with supp fr. C Sk for each k > 0 we
have F'm.Z f € LP(R%44(Y)) and

H(jilmyf”LP(]Rd;N(Y))

<C sup 1L+ 6] - )Y™)F i) £1 e v | F |l 2o (retsea ()

¢ i‘i% (14 |)d/r)§_1[mk(5k')]||L1(Rd;$(X,Y))||f|\LP(JR<d;m(X))

where the constant C' > 0 depends only on d, p, q, r, provided the supremum
on the right-hand side is finite.

Proof. The kernels Kj := .% 'my, are in L'(R%; Z(X,Y)) by assumption.
Therefore, the functions .# ~!(my, fx) = Kj * fi are well defined in LP(R%;Y")
by Young’s inequality. Let

T (R AR Kl O] PSPy

Then, using the notation introduced in (14.68),

IEWI

i < K _ 145 _ d/r
15w Sl < (=)0 auke =) et o

< :;,d/r(x) Ad HK/C(:E - y)”(l + 5k|x - y|)d/T dy < ij;,d/r(x)'

The required result follows from this by taking L? (R?; £7)-norms and applying
Proposition 14.6.2.

The final identity of the theorem simply follows by a substitution together
with the dilation property &, ' (# ~'my)(6; ') = .F ! mu(6y-)] of the Fourier
transform. 0

Remark 14.6.4. Lemma 14.6.1 can be used to extend the Bernstein—Nikolskii
inequality presented in Lemma 14.4.20 to the full range 0 < py < p1 < oc.
To this end let ¢ be as in the proof of the lemma and note that it suffices to
consider the case that f has support in the unit ball.

First consider 0 < pp < p1 < oo and o = 0. If py € (0,1) and p; = oo,
then

[f (@) </ ¥z =yl f (Y)ll dy]
R4
< ||¢Hoo/ LF Il f @7 dyl < [ llsol L £S5
R4
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and consequently || flloo Spo,w || fllpo- Since we already knew the result for
po = 1, this inequality holds for pg € (0,00). In the remaining case pg < p1 <
oo, we similarly find that

1oy < IFISSTP AP Spo,no 11 1lpo-

The case pg = p1 and a # 0 follows by taking LP*-norms in the pointwise
estimate [|0%f(z)| < CM,(f)(x) with r € (0,p1) (see Lemma 14.6.1) and
using the LP*/"-boundedness of the Hardy Littlewood maximal function, to
conclude that [|0% fl|p, < C||f|lp,-

If po < p1 and a # 0 combining the previous two cases gives

10% fllps < Cllfllpy < Cllflpo-

14.6.b Definitions and basic properties

We now introduce our main characters. Recall that we have fixed a inhomoge-
neous Littlewood—Paley sequence (¢i)r>0 in Subsection 14.2.c (see Conven-
tion 14.2.8).

Definition 14.6.5 (Triebel-Lizorkin spaces). Let p € [1,00), ¢ € [1, 0],
and s € R. The Triebel-Lizorkin space F;q(Rd;X) is the space of all f €
' (RY; X) for which the quantity

Hf||F;1q(Rd;X) = ||(2ks<Pk * f)kZOHLp(]Rd;(q(X))
is finite.

We comment on the case p = oo and ¢ < oo in the Notes, as this exceptional
case behaves differently. Below we will check that the above definition is inde-
pendent on the choice of the Littlewood—Paley sequence up to an equivalent
norm and that the resulting spaces are Banach spaces.

It is immediate from Young’s inequality that ¢ * f € Fg’q(Rd; X) when-
ever ¢ € LY(RY) and f € F;’q(]Rd;X)7 and more generally the analogue of
Proposition 14.2.3 in valid.

By Fubini’s theorem, for all p € [1,00) we have

s d. _ s d.
F (R X) = By, (R% X).

We have continuous embeddings

Fpo®RGX) = Fp o (REX), 1< g0 < qu < oo, (14.69)
and, by Holder’s inequality for the ¢9-norm,
Fyo (REX) = Bl (RE X)), qo,q1 € [1,00], 50 > s1. (14.70)
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Next we prove that, up to equivalence of norm, the Triebel-Lizorkin spaces
are independent of the choice of the inhomogeneous Littlewood—Paley se-
quence (¢ )k>0- The corresponding result for Besov spaces, Proposition 14.4.2,
was rather easy to prove. The case of Triebel-Lizorkin spaces is not so easy
and is based on Proposition 14.6.2. For p > 1 and ¢ > 1 the use of this theo-
rem can be avoided by using instead the estimate ||¢x * f|| < cM f together
with the Fefferman—Stein Theorem 3.2.28.

Proposition 14.6.6. Let p € [1,00), g € [1,00], and s € R. Up to an equiva-
lent mnorm, the space F]f,q(Rd; X) is independent of the choice of the inhomo-
geneous Littlewood—Paley sequence (¢k)r>0-

Proof. Fix inhomogeneous Littlewood—Paley sequences (¢x)r>0 and (k) k>0-
For all j, k > 0 with [j — k| > 2 we have ¢y * p; = F 1 (¢3;) = 0. Therefore,
writing f = ZDO fij with f; = ¢ x f,

1

H(kal/’k * f)k>0||Lp(Rd;m(X)) < Z H(kaw’c * f£+k)k>0’|LP(Rd;E<1(X))'
=—1

Fix an arbitrary r € (0, min{p,q}), say r=Tpg = %min{p, q}. Applying
Theorem 14.6.3 with §; = 3 - 2% and my = 1y, to (2% foi k) k>0 We obtain
k k
||(2 "y * f)k>0HLp(]Rd;[q(X)) < vadypvqysH(Q Sf5+k)k>0HLp(Rd;zq(X))
< Clapgsll (2 0n f)k>0HLP(Rd;z<1(X))'
Since (¥r)k>0 and (¢g)k>0 were arbitrary, this completes the proof. O

The same argument and (14.5) lead to the following useful estimate.

Lemma 14.6.7. Let f € F5 (R% X), let (Y)k>0 be a Littlewood—Paley se-
quence, and set

Suf =Y trxf, n>0.

k=0
Then S, f € Fﬁ,q(Rd;X) and there exists a constant C = C(p,q,d, ) such
that
1S5 f1

We have the following analogue of Proposition 14.4.18 for Triebel-Lizorkin
spaces:

Fp ,(REX) S Clfl Pz (REx), 1 =0

Proposition 14.6.8 (Sandwiching with Besov spaces). For all p €
[1,00), ¢ € [1,00], and s € R, we have the natural continuous embeddings

SREX) <= Fy (R X) = (R X),
the first of which is dense if p,q € [1,00), and
BS

s ongREGX) = Fs (R X) < By

p,pVq

(R4 X).
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By combining the first of these inclusions with Lemma 14.2.1 we see that if
p,q € [1,00), then C°(R?) ® X is dense in F5 (R% X).

Proof. First let p > ¢q. For f € B;’q(Rd;X) it follows from the triangle in-
equality in LP/9(R%) that

%;Q(Rd;x) = H Zkaq”% * qu‘
' k>0

< Zkaq”@k * quLp(Rd;X) = ”f‘
k>0

/]

Lr/a (]Rd)

q
B;)Q(Rd;X)'

This gives the first embedding in the second displayed line of the proposi-
tion. The second embedding follows from (14.69), which gives inq(Rd; X) —
Fs (R%: X) = By (R% X) continuously. The case p < ¢ is handled similarly.

The continuous embeddings in the first line now follow from the corre-
sponding result for Besov spaces contained in Proposition 14.4.3.

Let us finally show that .(R% X) is dense in F3 (R% X). The proof is
similar to Step 3 of the proof of Proposition 14.4.3. Let f € Fz‘f,q(Rd; X) and
set Gn 1= Do_o k- By (14.6) we have [|Ga]l1 < [|oll1-

We will first show that ¢, * f — f in sz’q(Rd; X). Let £ > 0 and choose
K > 0 such that

|(2 2l s17) ™

k>K

<e
Lr(R%)

By Young’s inequality,

2ks H )
Cn * (2% 0k * flr>k e (x)) elleolly

It follows that

1f = o * fllFs , maix)

K 1/q
< e+ leoll) + [[ (D02 lonx £ = Guxu = fl17) |
=0

P Lr(R4)
K

<e(l+ lleolln) + Z2ks||80k # [ = Cu* on * fllLegax)
k=0

The last term tends to zero as n — oo by Proposition 1.2.32.
It remains to approximate each of the functions (, * f by elements in
Z(R%; X). This can be done as in Proposition 14.4.3. O

This result enables us to give a quick proof of the completeness of Triebel—-
Lizorkin spaces:
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Proposition 14.6.9. For p € [1,00), ¢ € [l,00], and s € R, the space
F3 (R% X) is a Banach space.

Proof. As in the Besov case one proves that for all p € [1,00), ¢ € [1, 0],
and s € R, the space F;’Q(Rd;X ) has the Fatou property. Since Triebel-

Lizorkin spaces embed into ./ (R?; X) by Proposition 14.6.8, the completeness
of Fps’q(Rd; X) follows from Lemma 14.4.7. O

14.6.c Fourier multipliers

The main result of this subsection is a version of the Mihlin multiplier theorem
for Triebel-Lizorkin spaces. Before we state it we first prove an important
lifting property as we saw in Proposition 14.4.15 for Besov spaces.

Proposition 14.6.10 (Lifting). Let p € [1,00), ¢ € [1,00|, and s € R. Then
for all o € R,

. IS d. ~ I'$S—0 (md. ; ;
Jo : Fj (R X) >~ F77(RY X)) dsomorphically. (14.71)

Proof. As in Proposition 14.4.15 it suffices to show that J, maps F} , (R%; X)
into Fs_7(R% X) and is bounded for each ¢ € R We must show that
(2=, % Jy f)nso0 belongs to LP(R?¢4(X)). This will be done by ap-
plying the multiplier Theorem 14.6.3 to a multiplier m = (my,), >0 naturally

associated with J,.

Write )

27" o x Iy f = Z ﬁ’_lmn@lﬁf,
r=—1

where
mn(€) =277 (1 + 4n[€*)72 5., (6).-
We have m,, € C*(R?) and, putting J,, = 3 - 2",

supp Pn(0p) C{€€R?: — <[ < 5}, (n>1)

CD\*—‘
DN =

supp Po(do-) C {€ € R : [¢] < }

Lemma 14.2.12, applied with A = d 4+ 1 + [d/r] with an arbitrary r =, , €
(0, min{p, ¢}), gives the estimate
(1 +]- |)d/ry_1[mn((sn')]HLl(Rd;ﬁE(X,Y))

< Callmn (0n)llcasrrram ra, 2(x,v)) < Cm,dr = Cmodp.gs

where the last inequality is elementary to verify.
Since for £ € {—1,0,1} we have supp(Pnief) C {£ € RY: €] < 5, } we are
now in a position to apply Theorem 14.6.3 and obtain



374 14 Function spaces

||(2n(570)<pn * Jo-f)n>0||Lp(Rd;(q(X))

1
< Z 1(F ' mn2™ Grref Ynzoll Lo (mases ()
—1

1
< Cmdypa Z (2™ prte * f)HEOHLP(Rd;Z‘Z(X))
1=—1

< !
=N Ym,d,p,q

| flls  (rasx)-
d

We continue with the Mihlin multiplier theorem for Triebel-Lizorkin spaces.
Note that the Besov space case was considered in Theorems 14.4.16 and 14.5.6.

Theorem 14.6.11 (Mihlin multiplier theorem for Triebel-Lizorkin
spaces). Letp € [l,00), q € [1,00], s € R, and X and Y be Banach spaces,
and set N :=d+ 1+ [max{%, g 1. If m € OV (R%; £ (X,Y)) satisfies

Ky i= sup sup (1+[¢]'*N)[|0m (&) ] 2(x.v) < o,
la|<N £eR?
then there is a bounded operator T : Fs (R%: X) — Fs (RLY) with [T <
Capasx.yKm such that Tf = F~Y(mf) for all f € S(RY) @ X.

Note that in the case ¢ < oo, one has that 7" is the unique bounded extension
of T : S(RY) ® X — ' (R%Y).

Proof. We define T in the same was as in (14.59) of the proof of Theorem
14.5.6:

1
Tf= > Tompihs

(=—1k>0

where f € FS (R%: X), fio = ¢r * f and my, = $pm. Since Fj (R4 X) C

B;OO(Rd; X) it follows from the proof of Theorem 14.5.6 that the above series

converges in .%'(R%;Y), and that Tg = .Z ~1(mg) for all g € ¥/ (R?) @ X.
To prove the required boundedness, note that

1
1T Ly ravy < D 125 F 7 mBrse@i S kzol| Lo guaseniyy-
{=—1

Fix ¢ € {—1,0,1}. Then supp Frre C {|€] < 61}, where 65, = 3 - 2F,

To estimate further it is sufficient to apply Theorem 14.6.3, for which we
choose r =144 € (0, min{p, ¢}) such that N = d+ 1+ [d/r]. To check the
assumptions of the theorem we have to show that
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sup (141 - N T @Sy (1))l (ras e (x,v)) < Chmy

k>

where C' > 0 is a constant depending only on d and r. Since @y (dx-)m(dy-)
has support in {€ € R? : |¢] < 1}, the estimate follows from Lemma 14.2.12.
(]

The following result is proved in the same way as Proposition 14.4.17.

Proposition 14.6.12. Let p € [1,00), ¢ € [1,00], and s € R. For all k € N
the expression

171

Fs (REX) = Z 10%f|

|| <k

Fpg" (R4 X)
: d.
defines an equivalent norm on F; (R% X).

14.6.d Embedding theorems
We have already noted the continuous inclusions
Z(R%: X) = Fy  (RE X) — 7" (R% X)

and
BS

s ona(RE X) = F (RE X) < By g (RY X)

P,V
for s € R, p € [1,00) and ¢ € [1,00]. Moreover, for any ¢ € [1,00], it is
immediate from the definitions that

B (REX) = FS (RGX) — B (R% X). (14.72)

The next result compares Triebel-Lizorkin spaces with the Bessel potential
and Sobolev spaces. It can be improved if X is UMD and has type and cotype
properties (see Proposition 14.7.6 below).

Proposition 14.6.13 (Sandwiching with Triebel-Lizorkin spaces). For
p € (1,00), s € R, and m € N, we have the following continuous embeddings:

F3y(R% X) — HYP(RY X) = Fj (R X), (14.73)
Iy (RY X) — WmP(RY X) — Fi (R X). (14.74)

In view of the embeddings Bj | (R%: X) < Fs (R% X) and Fj (R4 X) —
B (R% X), (14.73) and (14.74) improve the corresponding embeddings in
Proposition 14.4.18.
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Proof. For (14.73) and (14.74), by Propositions 5.6.3, 14.6.10 and 14.6.12
it suffices to consider the special case s = m = 0, for which H*P(R%; X) =
WOP(RY X) = LP(R? X). It thus remains to show the continuous embeddings

Fp1(R% X) < IP(R: X) < By oo (R X), (14.75)

The first embedding in (14.75) is true for any p € [1,00): writing f =
Z;@o g * f it follows that

£l zeasx) < D llow * fllorax) = £l 7o, ra;x)-
k>0

For the second embedding in (14.75) observe that since ¢ € .7 (R?%), it has a
radially decreasing majorant which is integrable. Therefore, by Theorem 2.3.8
there is a constant Cy > 0 such that for all £k > 0 and almost all x € Rd,
lor * f(x)]| < CgM f(x). Therefore, by the LP-boundedness of the Hardy—
Littlewood maximal function (Theorem 2.3.2),

1o rax) = | sup llon * £l HLp(Rd) < Cal| M fllLrwey Sp Callfll e wa;x)-

This completes the proof. O

We continue with a version of the Sobolev embedding theorem. A surprising
feature is that in case of the Triebel-Lizorkin spaces there is an improvement
in the microscopic parameter q.

Theorem 14.6.14 (Sobolev embedding for Triebel-Lizorkin spaces).
For given pg,p1 € [1,00), qo,q1 € [1, 0], and s, s1 € R, we have a continuous
embedding

s d. s d.
Fpay REX) = Fp g, (RS X)

if and only if one of the following two conditions holds:

(i) po = p1 and [so > s1 or (89 = s1 and qo < q1)];

(i) po < p1 and 5o — = > 51 — L
The main ingredient is a version of the Gagliardo—Nirenberg inequality with
a microscopic improvement.

Proposition 14.6.15 (Gagliardo—Nirenberg inequality for Triebel—
Lizorkin spaces). Let p,pg,p1 € [1,00), q,q0,q1 € [1,00], let sg,s1 € R with
S0 < s1, let 0 € (0,1), and assume that ]% = 17_09 + p% and s = (1 —0)sg +0s;.
For all f € F3o . (R: X)NFs! (R X) we have f € FS (R%: X) and

Po-9q0 DP1,91

/]

0

1-6
Fpd a0 (REX) ||fHF;11,<I1 (R4;X)>

Fs (rx) < C|lf]

where the constant C' > 0 depends only on 0, sg, s1.
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Proof. Proposition 14.3.5 (applied with gg = g1 = 00) implies that

1@ )20y < Croonal| @ aidizol |25 aidizolfy (14.76)

for all sequences of scalars (ax)r>0 for which the expression on the right-hand
side is finite.

To prove the desired estimate, by (14.69) it suffices to consider the case
qo = q1 = oo. Taking ai(z) = ||<p;C * f(x)|| with € R? in (14.76), raising to
the power p and integrating over RY, by Holder’s inequality (with exponents

(lfi%)p and §1) we obtain

HfHF <(R% X) 807817 ||f| oo (R4 X) oo (R¥: X)

as required. O
In a similar way one can prove the following variant for the end-point p; = cc.

Proposition 14.6.16 (Gagliardo—Nirenberg inequality for Triebel—
Lizorkin spaces — II). Let p,po,€ [1,00), q¢,q0 € [1,00], let sp,81 € R
with so < s1, let 6 € (0,1), and assume that % = 1p_09 and s = (1 —0)sg+0s;.
For all f € F30, (R%: X)N Bgém(Rd;X) we have f € F5 (R%X) and

Pos90

/1

0
Fs (R X) a0 (R%; X)Hf” oo (RE; X))
where the constant C' > 0 depends only on 0, sg, S1.

Proof of sufficiency in Theorem 14.6.14. For the sufficiency of (i) first assume
that po = p1, g0 < ¢1, and sg > s1. Under these assumptions the result follows
from the fact that

@ adizoll e < 12 @)zl
If po = p1, o > q1, and 59 > s1, the result follows from (14.23) and (14.72):

F3 (R X)=F° (R%:X) — B _ (R X)

Po,q0 P1,90 P1,00
= B (R:X) = F3l (R X).

This completes the proof of (i).
Let us now assume that (ii) holds. By (14.70) it suffices to consider the
case sg — Ijio s1 — =. By (14.69) we may furthermore assume that q = 1.

First take f € y(Rd,X). Let fp € [0,1) be such that - — 100 _ .

Po
Choose 6 € (6g,1) arbitrary and let r be defined by p% = po + Z. Note
that pg < p1 < oo implies r € (p1,00). Let further ¢ € R be deﬁned by
t— % = s9 — =. Observe that t < sp and s; = 6t + (1 — 0)sg (write out
the expression for 0t and use the formula for 6/r). Therefore, by Proposition

14.6.15,
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/]

Fob o (RE:X) < 080,31,9||f| quo (Rd;X)”in_‘;‘yr(Rd;X)' (14.77)
By the case (ii) in Theorem 14.4.19 (using that r > p;),

1fllre, ®a;x) = 1flBe, ®ex) < CllfllBz
=C|/f]

(R%X7)

F;1lvp1 R4 X) < C||f| F;i,l(Rd§X)7

where in the last step we used (14.69). Substituting the latter estimate into
(14.77), we obtain

1/(1-6 _
111, @esx) < Cat g €70 1]

F;&‘IO (]Rd;X)' (1478)

Now if gg < 0o, then the result follows from the density of .#(R%; X) in
F;(?yqo(Rd;X).

If g = 00 and f € F5° (R%X), we let S,f = >.p_, ¢k * f. Then by

Po,0

Young’s inequality and the fact that ¢;*S,f = 0for j > n+1, we have S, f €

B;g’l(Rd;X). Thus Theorem 14.4.19 implies S,f € B;i)l(Rd;X). More-
over, by Proposition 14.6.8 and (14.69) we also have S, f € F;g’l(Rd;X) —
F;g’oo(Rd;X) and S, f € szll’l(Rd;X). Therefore, by (14.78),

[1Sn f Fl L (REX) < C;o/,(sl;e)ce/(lie)”S"f”F;g,oo(Rd?X) < é”f”F;gm(Rd?X)’

where the last estimate follows from Lemma 14.6.7. Since S,f — f in
Z'(R%; X) by Lemma 14.2.10, the assertion now follows from the fact that
Fy, (R%; X) has the Fatou property. O

Proof of necessity in Theorem 14.6.14. By Proposition 14.6.8,

B

Po,1

(R X) — F0  (REX) — B (REX) — B (RY X).

Po,q0 P1,91 P1,0

Therefore, Theorem 14.4.19 implies that pg < p1. If pg = p1, then (i) follows
from (i). If pg < p1, then (ii) follows from (iii) and (ii). O

Proposition 14.4.36 has the following analogue for Triebel-Lizorkin spaces:

Proposition 14.6.17 (Density of compactly supported functions). Let

R?:=R\ {0} x R~L.
Let p,q € [1,00) and s € R. Then C°(R%) @ X is dense in F3 (R X) and
H*P(R%; X) in each of the following situations:

(1) s <1/p;
(2) pe(l,00) and s =1/p.
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Proof. First consider the Triebel-Lizorkin case. As in the proof of Proposition
14.4.36 (using Propositions 14.6.8) we can reduce to the smooth and scalar-
valued setting. Thus it suffices to show that an arbitrary f € C2°(R?) there
exist functions f,, € C°(RY) such that f, — f in F;{f(Rd). By the embedding
(14.70) and Theorem 14.6.14, it suffices to prove this for the case (2). However,
for this case the result follows from Proposition 14.4.36 and the estimate

If — anFl/P R S <CO|f - f”HFl/' (Rd) = =C|f - f”‘lBi,/%"(Rd)’ r € (1,p),

which follows from Theorem 14.6.14.

The same proof for Bessel potential spaces holds, where we note that
for the reduction to the scalar situation one can use Proposition 5.6.4, and
the embedding Ff}f (RY) «— H'/PP(R?) follows from Proposition 14.6.13 and
Theorem 14.6.14. 0

The proof of Theorem 14.5.1 shows that the existence of a continuous embed-
ding

(5=3)d md. 2 mod
By *T(R% X) < y(L7(RY), X)

implies that X has type r, and that the existence of a continuous embedding

Y(L?(RY), X) Bsr 2 (R%; X) implies that X has cotype 7. Therefore

in the Besov scale the embeddings of Theorem 14.5.1 cannot be improved
by using the microscopic parameter r. For the Triebel-Lizorkin spaces the
situation is different, as witnessed the following result.

Corollary 14.6.18 (y-Sobolev embedding — II). Let 1 < py <2< qp <
0.

(1) If X has type po, then for all p € [1,pg) and all r € [1,00] we have a
continuous embedding
(3—=3)d . 2 (mod
FP,?” (R 7X)‘_>,7(L (R )7X)
(2) If X has cotype qo, then for all g € (go,00) and all v € [1,00] we have a
continuous embedding
(3—2)d
YLARY), X) = Foi * (R4 X).
Proof. We give the proof of (1), the proof of (2) being similar. Let 1 < p < py.
Let s = (% —1)dand s = (% 3)d. By Theorem 14.6.14 we have a continuous
embedding
s d. s s d.
Fy (R 7X)c—>Fp(§’pO( X) =By, (R X).
Now the result follows from Theorem 14.5.1. O
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14.6.e Difference norms

In Section 14.4.d we have discussed a difference norm characterisation for
Besov spaces of positive smoothness. We will now prove a similar result for
the Triebel-Lizorkin spaces. Recall the notation

Anf(@) = f(z+h) = f(=)
and AP = (Ap)™
Definition 14.6.19 (Difference norm for Triebel-Lizorkin spaces).

Let p € [1,00), ¢ € [1,¢], s > 0, m € N\ {0} and 7 € [1,00). For f €
LP(RY; X) we define the difference norm by setting

A5 Ty = ([ (][W} g sl an)"” <))

with obvious modifications if ¢ = oo, and

Lr(RY)’

IAUS ey = 1oy + (115 ks -
It will be shown shortly that each of the norms || - |||g:';T()Rd x) With m > s and

5> deﬁnes an equivalent norm on F¥ (R% X).

mm{p at
The expressmn for the seminorm simplifies for 7 = ¢ € [1,00). Indeed, by

Fubini’s theorem we have

! —s m 1/q
(sq+d)1/q|Bl|H(/]R (Bl A f ()| an) |

Theorem 14.6.20 (Difference norms for Triebel-Lizorkin spaces). Let
X be a Banach space and let p, T € [1,00), q € [1,00], s > 0, let m > s be an
integer, and suppose that

(m,q)
[f]Fe q(R a:X) —

Lr(R)

o594 4 (14.79)

min{p,q} T

Then for all f € /(R% X) the following norm equivalence holds:

11l 7g ,re:x) Fdmp.a,s.r HIfHFs (R4X) (14.80)

whenever one of these expressions is finite.

Note that the condition (14.79) holds trivially holds if 7 < min{p, ¢}, and in
particular if 7 = 1. The condition (14.79) is only used in the proof of “>” of
(14.80).

For the proof we will use a discretised version of || f |||§7‘TZLT()Rd x)- Put
p,q ’
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@)= (f A seira)”

|h|<1

As in (14.38) we have
iy ey o (1252 T™7(F ) ke :
Fp g (REX) T ’ LP(R4;309(Z))
Therefore, to obtain (14.80) it suffices to prove the norm equivalence
Hf”F;‘q(Rd;X) ~ ”fHLP(]Rd;X) + ||(2ksjm’7(f7 k))k‘GZHLP(Rd;gq(Z))V (14~81>

where the implicit constant may depend on d,p,q,m,s, 7. The proof of the
estimate < in (14.81) is similar to Step 2 of the proof of Theorem 14.4.24
except that instead of Proposition 14.4.2 one has to use Proposition 14.6.6
and towards the end of the proof one has to take LP(R%; ¢9)-norms instead of
09(LP(R%))-norms.

In the remainder of this subsection we will concentrate on proving the in-
equality 2 in (14.81). We begin with a lemma involving the maximal function

M, = (M(IF7) ()"
introduced in (14.65).

Lemma 14.6.21. Let f € .'(R%; X) satisfy supp(f) C {|¢| < t}. Then f €
C>®(R%; X) and for all r € (0,00), m €N, and all z,h € R? we have

AT f (@) Samr (RN M (f)() if [h] >t (14.82)
AR f (@) Saam,r (ER1)™ M (f) () if || <t (14.83)

Proof. That f belongs to C>(R?; X) follows from Lemma 14.2.9.
Recall that by Lemma 14.6.1

10° f (@ + )| Sjag,ar 11+ RNV M, f (). (14.84)
The estimate (14.82) follows from (14.84) and Lemma 14.4.22, for if |h| > ¢,
then

m

A @I <Y (’;‘) 1@+ )

§=0
Sar 2™+ tIhlm)Y" My f(2) Same (HR)Y" M, f(2).
To prove (14.83) fix |h| < t71. Set ¢(s) := f(x + sh) for s € R. Then

Amf(z) = AP¢(0). Since for any g € C'(R;X) we have [|A1g(s)]| <
SUPge(s,s+1] 119 (0) [, an induction argument gives

IAT¢(s)| < sup (9T (@)], s eER.
0€(s,s+m]
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In particular,

1/2
lap @l < sup 6™ @) < b sw (30 107G+ om)]?)

0€[0,m] oclo.m] N 5T

y (14.84) and the fact that t|h| < 1, for 6 € [0, m] we have
10° f (2 + OR)| Sam.r t™(L+ tmlR) Y My f(2) Sarim t7 M f(2).
Substituting this into the previous estimate gives the required estimate. [

Proof of Theorem 14.6.20. It remains to prove the inequality = in (14.81).
To begin with, from (i) we have inequality

o0
I amceess < [ U] gy = 1600 S 11 e
‘7:

where f; = ¢; * f as always.
To deal with the seminorm, note that from the assumption (14.79) it fol-
lows that we can find r € (0,00) and A € (0, 1] such that
p,q > max{r, At} and s> (1—\)d/r. (14.85)

Since f =3, oy fatk in LP(R% X) for any k € Z (recall the convention
that we set ¢; = 0 for j < —1, so that we may put f; =0 for j < 1), we have

@77 (f k) kezll o guaseaczyy < D NI s Kbz | o gnzyy
neZ

For n < 0, by (14.83) with ¢t = 2¥%7+1 we have
I @) = (f

n m T 1/7—
Same (f, (WM i) an)
<2 My (Fu) (0),

m LY
| AT ey fo ()7 dR)

and therefore

H (kae]mﬂ-(fn+k7 k)(x))k>0 ||€‘1(Z)

Sd,m,r (2ks2anrfn+k (:’E))k}@ ||£q(Z)
= 270m=)|| (WAL, £ (2) k0|

Since s < m and M, is bounded on L?(R%; £9) by the Fefferman-Stein maximal
Theorem 3.2.28, we obtain
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Z H(ka‘]m’T(f7t+k7 k> O))’fHLv(Rd;eq(z))
n<0

Sdymyr Z gn(m=s)|| (2(k+n)52anrfn+k)k>0HLP(Rd;Zq(Z))
n<0

Sam.s [|flFs , ®ax)-

Next take n > 1. Fixing A € (0, 1] for the moment, we have

™ (foik, B) ()
m 1-XA m TA LT
< swp A7 Fuik @I (AR fasi(@) |7 )
[hl<1 {InI<1}
=: Ty (x) x Ta(x).
From (14.82) we obtain the pointwise bound
Tl({E) < an(lfz\)/er(fnJrk)(‘,L,)lf)\.

To estimate Ty, we use Lemma 14.4.22 and the inequality (3572, |a; DM Soamr
it la;|*™ to obtain

VAT For k@)™ Somer [ s |”+Z< )|fn+kx+2 Ehg) |7

Estimating both terms by the maximal function, we obtain the pointwise
bound that T5(z) is less than a constant depending on A\, m, T times

m 1/
TA —kp\TA h
( TA(ferc + § ( ) i{|h|<1} ”fnJrk(x +2 h.])” d )

Jj=1

_ ) A LT
= (Mr(fusn) (e +Z( >J|[y|<w (e + )™ dy)

< @™+ DY M) (@)

Combining the estimates for T7 and T5, we conclude that
Jm’T(fn-‘rka 2_k) gd,)\m,r,r 2dn(1_)\)/rM7'(fn—&-k)l_)\MT/\(fn—&-k))\-

Since s > w (see (14.85)), by Holder’s inequality (applied twice) we obtain
Z 125 T™ (i, k))kEZHLP(Rd;Zq(Z))
n>1

5 Z 2—n(s_ (LTA)d) H (2(n+k)sMT(fn+k)1_>\MT>\(f”+k))\)kezHLP(Rd;gq)
n=0
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Sanrs 1@ Me(55)) ssollrgeosen |27 Mor () ol 2o e

Saparr H(2jsfj)j>oHLp(Rd;éq) = £ llzs , @aix),

where in the last estimate we used the boundedness of M, and M, on and
LP(R%; £7) thanks to (14.85). O

14.6.f Interpolation

In order to prove interpolation results for the scale of Triebel-Lizorkin spaces
we need the following variation of Lemma 14.4.29.

Lemma 14.6.22. Let s € R, p € (1,00) and q € (1,00]. For k > 0 set
Vi = Yrp—1 + @k + ©rt+1. Define the operators

R:LP(R% 0, (X)) — F5 (R% X)
S Fp (R X) = LP(RE €, (X))

R(fi)kzo =Y vk * frs  Sf= (o * o

k>0
Then S is an isometry, R is bounded, and RS = I.

Proof. All assertions follow in the same way as in Lemma 14.4.29, except for
the boundedness of R. To see that ), -1y * fi converges in 7' (R4 X) note

that LP(R% (2 (X)) < LP(RY 8 (X)) = €8, (LP(R% X)) for any ¢t < s by

» My

Holder’s 1nequahty, so the convergence follows from Lemma 14.4.29. To see
that R is bounded, note that since ¢k =1 on supp(px) we have

| R(fx)r> |Fé JREX) S Z || HSOJ *¢J+l*fj+€||X ]>0HLP(Rd 0,.)
l]<2
N Ii“»lp | (M ||fj+€||X))j>0HLp(Rd;egjs)

Sdp.q sup ||( ||fj+l||X)j>0||Lp(Rd;egu )
lel<2 .

<AL 105500 Lo aces,

where we used Proposition 2.3.9 and the boundedness of the Hardy-Littlewood
maximal function M on LP (Rd,ﬁﬁ, ), which is an immediate consequence of

the Fefferman—Stein theorem (Theorem 3.2.28); here we use the assumptions
p € (1,00) and ¢ € (1, 00]. O

Using the operators R and S from Lemma 14.6.22 in the same way as in
Theorem 14.4.30, the following theorem identifies the complex interpolation
spaces of Triebel-Lizorkin.
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Theorem 14.6.23 (Complex interpolation of Triebel-Lizorkin spac-
es). Let (Xo, X1) be an interpolation couple of Banach spaces and let py, p1 €
(1,00), 490,91 ¢ 6 (1, oo] with mm{qo,ql} < 00, 9,51 € R and let 6 € (0,1).
Define 1 5= b 4 ;T = 1 0 , and s = (1 —0)sg+6s1. Then

1
q

[F20 (RY; Xg), FS! (Rd;Xl)]e = F (R% Xy),

Po,q0 p1,91
isomorphically, where Xo = [Xo, X1]o-

The following result on the real interpolation of Triebel-Lizorkin spaces can
be derived from the corresponding result for Besov spaces in the same way as
Theorem 14.4.31, but now using the sandwich result of Proposition 14.6.13.

Proposition 14.6.24 (Real interpolation of Triebel-Lizorkin spaces).
Letp € [1700); 4o, q1,9 € [17 00]7 and 50 7é s1 € R. For 6 € (07 1)7 % = 1(1_709""_(%;
and s = (1 — 0)sg + 0s1 we have

(Fso (R%:X), Fon (R X))g,q = By (R X).

Pp»qo0 D,q1

Our next aim is an interpolation result which will be used improve the Sobolev
embedding result of Theorems 14.4.19 and 14.6.14.

Proposition 14.6.25. Let pg,p; € (1,00), ¢ € (1,00], and s € R. For § €

(0,1) and % = 1;—06 + p% we have

(Fs (REX),Fe (REX))g, = Fi (R X)),

Po,q P1,q
(Fpo 1 R X), By, 1 (RE X))o = Fyy (R X).

Proof. The first interpolation identity can be proved as in Theorem 14.4.31,
using Lemma 14.6.22 and the isomorphic identification

(L7 (R €8, (X)), L (R 44, (X))o = LP(RY; £, (X))

which follows from Theorem 2.2.10 and Proposition 14.3.5. The case ¢ = 1
can be deduced from the proof of Theorem 14.4.31 as well. Indeed, since the
operator S of Lemma 14.6.22 is an isometry also for ¢ = 1, we find

/]

Fe ®ax) = [1Sflle@aze, (x))
~ppopd 1SSl (ro e, (x)), L0 (R201, (x)))0,,

Seowr0 1Fllers,  @ex0),F5 ®@4X)),-

As an application we can prove some further embedding results.
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Theorem 14.6.26 (Jawerth—Franke). Let pg,p1,q € [1,00] and sg,s1 € R
satisfy 1 < po < p1 < 0o and s > s1. If sop — p% > 5 — p%’ then we have
continuous embeddings

s d. s d. . .

BPSJH (R 7X) — Pjpll,q(}R 7X) prl < 005 (1486)
s d. s d.

FP(?7Q(R 7X) — Bpi,pg (R 7X) (1487)

Since the embedding Fs0  (R% X) < Bso | (R% X) holds trivially, (14.86)
improves the embedding in Theorem 14.6.14. In a similar way one sees that
(14.87) is an improvement of Theorem 14.6.14. Consequently, it follows from

Theorem 14.6.14 that, under the assumption py < p1, the condition sg — I% >
51— 1% is also necessary for both (14.86) and (14.87).

Proof. By the trivial embeddings (14.23) and (14.70), it suffices to consider

S0 — 1% =81 — p%
To prove (14.86), assume that p; < oco. In view of (14.70) it suffices to
consider ¢ = 1. Fix py < ro < p1 < r1 and 6 € (0,1) such that p% = 1709 + %.

T
Let tg,t1 € R be such that

d d d d
to**zslff and tlffzslff.
Po To Po 1

Then (1 — 0)ty + 0t; = so and therefore, using Proposition 14.6.24, Theorem
14.6.14, and Proposition 14.6.25,

By, (RYX) = (F° (R X), F2 (R X))o p,
— (F5 (R X), F5  (RY X))o p, — FE1 (R X)),

ro,1 ri,1 p1,1
which implies the embedding (14.86).
To prove (14.87) it suffices to consider ¢ = oo. Moreover, by Theorems
14.4.19 and 14.6.14 we may assume that 1 < py < p; < co. Fix 1 <rg < pg <
r1 < pp and 6 € (0,1) such that pio = 1_09 + %. Let tg,t1 € R be such that

T

d d d d
to—fZSO—* and tl—fZS()—f.
b1 To p1 1

Then (1 — 0)tg + 6t1 = s1. By Proposition 14.6.25, Theorem 14.6.14 and
Proposition 14.6.24,

Fit oo (R X) = (B30 o (RY X), 20 o (R X)),

Po,0 70,00 71,00
= (Fl0 (R X), Fl (R X))y, = Byt (R4 X).

O

As an interesting consequence of Theorem 14.6.26 we have the following im-
provement of Corollary 14.4.27 (2), extending it to the case pg = 1. The result
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is false for integrability exponents po > 1. Indeed, if s — = > 0 and it would

hold that F3  (R?) — C’ o (R%) for ¢ = oo, then it would also hold for
all ¢ € [1,00). However, by Proposition 14.6.17 this would imply that every

function in F3 (R?) is zero at 2y = 0, which is of course not true.

Corollary 14.6.27. If s > d is an integer, then Ff (R%; X) — Cso YR X)
continuously.

The result also holds in the case where s > d is not integer. However, in this
case Corollary 14.4.27 (2) gives a better result.

Proof. By Theorem 14.6.26 and Proposition 14.4.18,

F (R X) — B;;f(Rd; X) = C5o4RY X).

14.6.g Duality
The next theorem identifies the duals of vector-valued Triebel-Lizorkin spaces.
Theorem 14.6.28. Let p,q € (1,00) and s € R. Then
s d_ ~ d.
Fp o REX)" ~ 5 (R XT)
isomorphically.

The proof is similar to that of Theorem 14.4.34. The restriction p,q > 1 comes
in through Lemma 14.6.22.

14.6.h Pointwise multiplication by 1g, in B;’ and sz’q

In this section we apply the difference norm characterisation of Theorem
14.6.20, as well as the interpolation and duality results proved in this sec-
tion, to study pointwise multiplication in Triebel-Lizorkin spaces with the
non-smooth function 1g, . The corresponding result for Besov spaces will be
derived afterwards by real interpolation.

As a preparation we first deduce several fractional Hardy inequalities.

Proposition 14.6.29 (Hardy—Young inequality). Letp € [1,00] and o €
R\ {0}, and let f : Ry — X be strongly measurable and integrable on every
finite interval (0,t). Each of the conditions

(1) & > 0 and lim;_,o + fo 7)dr =0
(2) & < 0 and limy_,o0 7 fo 7)dr =0
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implies

[t =t )l Lo r, , 2:x)

<(1 -1 ‘t e

1+ ol ™) o f rar),. .
provided the right-hand side is finite.

Proof. (1): Let F(t) fo 7) dr. Integrating by parts on [t, o] we

obtain

I::/ta;/(Jsf(r)drds:—i/oaf(r)dr—k1/0tf(r)dr+/tof(5)is.

Therefore,

/ ds /f 7,] ]éaf(fr)dfr]{f(r)dr

) (14.88)
~ f(0) - F(o) - ][ £(r)dr.

Letting ¢ | 0 in (14.88) and taking norms, we obtain the estimate

@I <IF@I+ [ IFEI S, t>0

Applying Hardy’s inequality (see Lemma 1.3.2(1)) with @ :=a—1 > —1 to
the function s — || F(s)|| we obtain

o — U_af(U)HLP(RJr,‘{T“;X) <@+a o U_QF(U)|‘LP(R+,{TU;X)

which gives the required estimate.

(2): We argue in the same way, but this time we rewrite the right-hand

side of (14.88) as
/tUF(s) % :]{, Fr)dr — £(t) + F(1).

Letting ¢ — oo and taking norms, we obtain the estimate

s <iran+ [ 1EeIs, eso

Now the proof is finished as before, this time applying Lemma L.3.2(2) with
a:=a—-1<—1. O

As an immediate consequence we obtain the following result.
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Proposition 14.6.30 (Fractional Hardy inequality). Letp € [1,00) and
B8 € R, and let f : Ry — X is strongly measurable and integrable on every
finite sub-interval (0,t). Each of the conditions

(1) B € (1/p,00) and limyyo £, || f(7)||dT =0
(2) B € (—00,1/p) and limy_oq f || f(7)]|dT =0

implies

£l sy < Cllors ™ (f 156a) = 5o~ w an)

(0,2) Lr(Ry)
<C’Hxl—>sup t_ﬁ][ z—h dh‘
Sup o) If(x) = f(z = h) .
with C :=1+ = 1 g provided the right-hand side is finite.
Proof. By Proposition 14.6.29 with o = g — %,
Hf”Lp(RJr’tin dt;:X) SOl m_ﬂH'f($> - (0,z) f(T) dT‘ Lr(R4;X)

< Clla? (]{W 1f(2) = F(x — B[ dhll o e,y

t>0 LP(Ry)

<Clap e (f W@ s —mian

This gives the required estimate in both cases. O

For p € [1,00), ¢ € [1,00], and s € (1/p,1) we define the following closed
subspaces of H*P(R; X) and F}; ,(R; X), respectively:

oHPP(R: X) s= {f € HOV(R: X) + £0) = 0}
Fyo(Rs X) i= {f € Fy(Rs X) : £(0) = 0},

Here we use the bounded continuous version for f (which exists by Corollary
14.4.27 combined with Propositions 14.6.8 and 14.6.13) respectively. The con-
tinuity of the embeddings in Corollary 14.4.27 gives the closedness of these
subspaces.

We can now prove the following fractional Hardy inequality in terms of
the spaces F; , and H*? and their analogues oF}; , and oH*P.

Corollary 14.6.31. Let p € [1,00) and g € [1,00].

(1) If s € (1/p, 1), then each of the spaces oF; ,(R; X) and ¢ H*P(R; X) con-
tinuously embeds into LP(R, |¢t|*P dt; X).

(2) If s € (0,1/p), then each of the spaces F; ,(R;X) and H*P(R; X) (if
p # 1) continuously embeds into LP(R, [t|~*P dt; X).
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Since W*P(R; X) = F; ,(R; X) for s € (0,1), the corollary also covers frac-
tional Sobolev spaces.

Proof. By the embeddings (14.69) and (14.73) it suffices to prove the result
for o F3 oo (R; X) and F3 _(R; X).

By Pr0p051t10n 14 6 30, using that for bounded continuous functlons f:
R—)Xwehavefo dT—)f()—()astiOmcase andf0 7)dr = 0
as t — oo in case (2), we have

12 e -vae < O f 1) = @ =)

< 2CH$|—>supt_S][ ||Ahf($)||th
t>0 (—t,t) Lr(R)

= 2C[f](1) oo (R;X) Sp.s 1]

Fs o (R;X)

where in the last step we used Theorem 14.6.20 with m = 1. A similar estimate
holds for f on the negative real axis. O

As a consequence we obtain the following result on pointwise multiplication.

Theorem 14.6.32 (Pointwise multiplication by 1r ). Letp € [1,00),
q € [1,00], and s € (0,1). Each of the two conditions

(1) s €(0,1/p) and f € F; (RX)
(2)se (1/p,1) andeo > o (R; X)

implies that 1g, f € F; (R; X) and
g, f]

Without the condition f(0) = 0, the result is false for s > 1/p. Indeed, this
is clear from the fact that, by combining Corollary 14.4.27 and Proposition
14.6.13, we have a continuous embedding F;  (R; X) — Cyp(R; X). A coun-
terexample to the case s = 1/p will be discussed in Example 14.6.33. It shows
that Propositions 14.6.29, 14.6.30, and Corollary 14.6.31 do not hold for « = 0
and s = 1/p.

Fg ,8:X) < Ol fllpg i)

Proof. Clearly, ||1g, fllzrre;x) < |l r(re;x)- Therefore, using the difference

(€))

+ In terms of
F3 (R X)

norm of Theorem 14.6.20 it remains to estimate [1g, f]

/]

requires the usual obv1ous modifications.
By the triangle inequality,

F: (R;x) and [f]%s) J(RX)" We give the proof for g € [1,00); the case ¢ = 0o

[1R+f]Fs (]R X)

s (/]R+ (/ﬂh ey /(_tm(_m) |z + )~ ()] dn)’ %)”/“ dx)””
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1 q dt\r/q 1/p
(LG @) ) )
1 a dt\r/a 1/p
+ / f/ flx+h)|dh) — dz
( —00,0) t t,t)N(—xz,00) H ( )” ) t ) )
= (I)+ (II) (II1).
We estimate these three terms separately. Clearly, (I) < [ f]g,l) (R;x) and, with
P,q ’
C=1+m

< ([ ([ ) )™

<o ([ ris@lrar)”
Sepa IS

using Corollary 14.6.31 in the last step.
To estimate (I1I) fix x € (—o0,0). By Minkowski’s inequality (Theorem
1.2.22),

1 q dt\r/q
s / F(z+h)| dh
(/ U J(—t,)n(—z,00) ¢ )l ) t>

so— di\1/q
([ 520000 F) 1o @5+ B ah
Ry “JR,

F3 (R X)>

— K, / B gy (W] £ (4 )| B
~K,. / (v — =)~ | f (v) d,

where K, , = (sq+q)'/9. Setting z = —z and ¢, (2) = 22/P(1 + 2)=*71, (I11)
can be estimated using Young’s inequality for convolutions for the multiplica-
tive group Ry with Haar measure 92

amn < Koo [ ([ o irwla) )"

= Ko [ ([ oterwinron ) 5)"

1/p

< Kalolae, ([ v 1wl ay)

N
Spass 1]

Fy (R X))

using Corollary 14.6.31 as in the estimate for (II). O
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Ezample 14.6.33. Theorem 14.6.32 is false for s = 1/p even in the scalar-
valued case. Indeed, f € C°(R) is any function satisfying f = 1 on [—1,1],

then for all p € [1,00) we have f € Fpl’{]p(R). Let us prove that 1g, f ¢

FI}QP(R). To this end it suffices to take ¢ = oo. In case p € (1,00) we can use

Theorem 14.6.20 to find
(1)

||1R+f||FZ}‘/£(Rd;X) ~p ||1]R+f||F;’/£(Rd;X)

> H:v»—)supt_%_l/ |f(x)|dh’
—t

t>0

LP(0,1)

= Haﬁ — supf%*l(t - x)’

t>x Lr(0,1)

_1
Zp 1z = 277 | Lr(0,1) = o0

For p = 1 we note that F} (R) — F,}/OZ(R) for all r € (p,o0) by Theorem
14.6.14, and therefore 1g, f ¢ F{ ,(R).

One could still hope that the boundedness of f + 1g, f for s = 1/p holds
on the closure in Fpl,{lp (R) of the smooth functions satisfying f(0) = 0. This
turns out to be false as well. Indeed, in the case ¢ < oo the latter space
coincides with Fpl,{f(R) by Proposition 14.6.17. If ¢ = oo, the boundedness is
also fails, as follows from the previous example and the embedding Fp{{ﬁ) (R) —

F,}{ﬂr(R) for all r € (p,00) contained in Theorem 14.6.14.

By duality and interpolation, we now extend Theorem 14.6.32 to smoothness
exponents s < 0, which excludes the end-point cases.

Corollary 14.6.34 (Pointwise multiplication by 1g,). Let p € (1,00),
q € (1,00), and s € (=1/p',0]. For all f € F; (R;X) we have 1g, f €
Fj,(R; X) and

11r, fllFs ,mx) < CllfllEs, ®:x)-

Proof. By density it suffices to consider f € C*(R\ {0}) ® X. We use duality
result. By Theorems 14.6.28 and 14.6.32 for any g € . (R%; X*) we have

(L, fr9) = [(f, 1r.9)| < C|f]
< /]

Fy o(R;X) | 1R+9HF};:, (R; X*)

F;Yq(]R;X)HQHFP—,;,(R;){*)'
Since .7 (R%; X*) is dense in F o (R X*), the result follows by another ap-
plication of Theorem 14.6.28.

The case s = 0 follows by complex interpolation between the cases s and
—s for s > 0 small enough, using Theorems C.2.6 and 14.6.23. 0

Applying the real interpolation method instead, we obtain the following for
the Besov scale.
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Corollary 14.6.35 (Pointwise multiplication by 1g,). Letp € (1,00),
q € [1,00], and s € (=1/p,1/p). For all f € B, (R;X) we have 1g_f €
B, ,(R; X) and

1. fllBs,®x) < ClfllBs (mix), [ € By (R; X).

Proof. First let s > 0. Since (F;,ga,sz"ga)l/Q’q = B, , by Theorem 14.4.31,
the result follows from Theorems 14.6.32 and C.3.3. Here we can allow p =1
as well.

The result for s < 0 and ¢ € (1, 00) follows from Theorem 14.4.34 in the
same way as in Corollary 14.6.34. The cases ¢ = 1 and ¢ = oo can be obtained
by another real interpolation argument as we did in Example 14.4.35.

The case s = 0 follows by real interpolation between the cases s and —s

for s > 0 small. O

14.7 Bessel potential spaces

In this section we prove Sobolev embeddings and norm estimates for Bessel
potential spaces. Some results will depend on the geometry of X. Real in-
terpolation for H*P?(R% X) has already been considered in Theorem 14.4.31.
Duality for H*P(R?; X) has already been considered in Proposition 5.6.7.

14.7.a General embedding theorems
We begin with the following Sobolev embedding theorem.

Theorem 14.7.1 (Sobolev embedding for Bessel potential spaces and
Sobolev spaces). Let po,p1 € (1,00) and sg, $1 € R. We have a continuous
embedding

HooPo (R X)) s HPH (R X)

if and only if one of the following two conditions holds:

po=p1 and s = Si; (14.89)
d d

Po < p1 and Sog— — = 8] — —. (14.90)
Po P

If so,s1 € N, then the same necessary and sufficient conditions give the exis-
tence of a continuous embedding

Weoro (R X)) s 0P (RY X).
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Proof. We first prove the result for Bessel potential spaces.

‘If’: By Proposition 14.6.13, for p € (1,00) and s € R we have continuous
embeddings

S (REX) = HYP(RG X)) — B (R X). (14.91)

From Theorem 14.6.14 we see that if either (14.89) or (14.90) holds, then
o (R X) Ey (R%; X). Therefore the required embedding follows from

(14.91) with s = s¢, $1 and p = pg, p1.
‘Ounly if”: If the stated embedding holds, then by (14.91) with s = s¢, 51

and p = pg,p1, we also have a continuous embedding Fsol(Rd X) —
F;lloo(Rd;X). Therefore, either (14.89) or (14.90) must hold by Theorem
14.6.14.

The corresponding result for Sobolev spaces with integer smoothness can
be proved in the same way, noting that the analogue of (14.91) holds for these
spaces. O

Remark 14.7.2. The embedding of Theorem 14.7.1 for Bessel potential spaces
can be restated as the boundedness of J_(5 ) = (1 — A)~(0=s1) from
LPo(R%; X) into LP*(RY; X). Since J_(so—sy) 18 a positive operator by Propo-
sition 5.6.6, we infer from Theorem 2.1.3 that the boundedness in the scalar
case is actually equivalent to boundedness in the vector-valued situation.

By the same argument as in Theorem 14.7.1, the following result can be
deduced from Proposition 14.6.15.

Proposition 14.7.3 (Gagliardo—Nirenberg inequality for Bessel po-
tential spaces). Let pg,p1 € (1,00), —00 < 59 < 51 < 00, and 6 € (0,1),
and let

1 1-0 0
= +—, s=(1-—0)so+ 0s1.
p Po D1
There exists a constant C' = Copypr,se,ss = 0 such that for all f €

HoPo (R X) 0 H*vP1(RY; X) we have f € H*P(R%; X) and
”fHH* P(REGX) CHf”Hbo PO Rd;X)”fH?JSlfPl(]R'i;X)'
If, in Proposition 14.7.3, sg, s1 > 0 are integers and p € (1,00), the same argu-

ment gives that f € WeoPo(R; X)) N Wer-P1(R?; X) implies f € W*P(RY; X)
and

1Fllws o sy < CUF I iaumo s 1 oo zasx)- (14.92)

The latter estimate extends to py € (1,00] and p; € (1, 00]. Indeed, if only
one of the exponents is infinite, then (14.92) is a consequence of Proposition
14.6.16 and the sandwich results of Propositions 14.4.18 (see (14.29)) and
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14.6.13. If p = pg = p1 € [1, 0], (14.92) can be deduced from these sandwich
results and real interpolation and (L.2):

(WSOp(Rd;X),Wslp(Rd;X))g,l < (B;?oo(Rd§X)aB;7loo(Rd§X))O,l
=B (R X)  (by (14.48))
— WP(R% X).
Note that this even gives (14.92) for p = pg = p1 = 1.

The estimate (14.92) self-improves to the following Gagliardo—Nirenberg
type inequality for W*?(R%; X):

Theorem 14.7.4 (Schmeisser—Sickel). Let po,p1,p € (1,00], m € N, and
la] < m satisfy

and — = .
m p Po P1

There exists a constant C > 0 such that for all f € LPo(R%; X)NW™P1(R4; X)
we have

o 1 1-60 6
— ! 7_"_7

0
10° Fllzowesey < CUF It ey (D2 10%Flum ax)) -
|Bl=m

Moreover, the same holds if p=py =p1 = 1.

Proof. For 6 = % € {0, 1} there is nothing to prove, so we may assume that
6 € (0,1). Taking s = |a|, so =0, and s; = m in (14.92), it follows that

0
10° Fllzogwesy < CU Nty (D2 107 Fllim sy -

|BI<m

Applying this to the function f(A-) for A > 0, we obtain

_dina
Al e f||Lv(Rd»X)

<COTH S oo )~ (3 )\lﬁl—anaﬂf”mlmdm) .

|BI<m

Now divide both sides by Alel=5 and pass to the limit A — oo. O

14.7.b Embedding theorems under geometric conditions
Littlewood—Paley inequality for Bessel potential spaces

The aim of this paragraph is to prove the following Littlewood—Paley inequal-
ity with smooth cut-offs for H*?(R%; X).
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Theorem 14.7.5 (Littlewood—Paley theorem for Bessel potential
spaces). Let X be a UMD space, p € (1,00), and s € R. A tempered distri-
bution f € .7'(R%; X) belongs to H>P(R?; X) if and only if

n
s (R X) 1= er2F o * )
0l e gﬂ;k S| -
In this situation the sum 3, -, er2F5 . * f converges, both in LP(2 x R%; X)
and almost surely in LP(R% X), and we have an equivalence of norms

1A e i) =apos,x |1 flmsrga;x)-

For s = 0 the above estimate yields an equivalent norm on LP(R?; X) which
is slightly different from the Littlewood—Paley estimate with smooth cut-offs
of Theorem 5.5.22, where the summation was taken over Z and the functions
Y, were of the form 2¥4)(2".) for a Littlewood-Paley function ¢ in the sense
of Definition 5.5.20.

Proof. ‘Only if”: Fix f € H*P(R% X). Fix a sequence of signs € = (e)
{z € K: |z| = 1}. For integers n > 0, define the function m,, € C>°(R¢

ma(€) == 3 2 (L4 [€?) 2B (0)
k=0

From the location of the supports of the functions @ one sees three things:
first, that for each ¢ € R? at most three terms in this sum are non-zero
(the sum therefore converges for trivial reasons); second, that [|0°%k|s <
Cp27 %181, and third, that

ca=supsup sup sup[£[1]0%ma(€)|
€ n20ae{0,1}4 £#0
is finite, the outer supremum being taken over all sequences of signs € =
(€k)k>0-
By the Mihlin multiplier theorem (Theorem 5.5.10), the Fourier multiplier
operators T, associated with m,, are bounded on LP(R?; X), with estimates
uniform in n and signs €, say sup, sup,,> [|Tm,, |l.2r®e;x)) < Cx p,a- Since

n

> e2bgpx f =T, JLf, (14.93)
k=0

we obtain

n
e _
H kZ_OEkQ o * fHLp(]Rd;X) < CxpalJsflloemexy = Cx p.all fll5sr e x)-



14.7 Bessel potential spaces 397

Taking € = e(w) and passing to the LP({2)-norms, we obtain the estimate

HZEkaS k*f‘

k=0

C s
LP(2xR4;X) X,p, d“fHH P (R4 X) -

If7: Assume now that f € &'(R% X) satisfies || f]| renra,x) < 00. We
claim that >, - 1275y x f converges in LP(2; LP(R%; X)) and almost surely
in LP(R% X). Indeed, LP(R?; X) is a UMD space by Proposition 4.2.15, so by
Proposition 4.2.19 it does not contain an isomorphic copy of c¢g. The con-
vergence of the sum, in LP(2 x R% X) and almost surely in LP(R%; X), now
follows from Corollary 6.4.12. Moreover, by Fatou’s lemma and the Kahane
contraction principle,

LP(Q2xRE;X)

|||f|||H51p(]Rd;X) = H Z€k2k8@k « f‘
k>0

For k € {0,1} choose ¢, € C>(R) such that 0 < ¢, < 1, supp ey C {0 <
|€] < 2} and supp; C {i < €] < 4}, and 1/1k =1 on supp @x. For k > 2 we
define ¥, := 11 (2= *=1.). For w € 2 put

My, 1= Zej Y2795 (1 4| - | )s/z%’ G = ng(wmks%*f'

§>0 k>0
As before,

Cp=sup sup suplé]®9*m,,(€)] < co.
weR ae{0,1}4 ££0

Therefore, by the Mihlin multiplier Theorem 5.5.10,

1T 9ol e resx) < CllgullLera;x)

for almost every w € (2. Considering finite sums first, one checks that w —
Ton,, ge is strongly measurable. Since w + g,, belongs to LP(£2; LP(R%; X)), it
follows that so does w — T, ¢g.. By the condition @Zk = 1 on supp @k, as in
(14.93) we have

/ Ty g dAP(w) = J, .
Q
By Jensen’s inequality and Fubini’s theorem, f € H*?(R%; X) and

||f||Hs P Rd X - HJSf”z[)/p(Rd;X)

= Th, 9o dP
H/Q wd (@) Lp(R;X)

< [ Tl ) 4P)

p
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<C [ 101 oy P) = Ol ey

O

We continue with an embedding result under additional geometric assump-
tions on X. The cases pg = 1 and gy = oo were proved for general Banach
spaces in Propositions 14.4.18 and 14.6.13.

Proposition 14.7.6 (Sandwich theorem under type and cotype). Let
X be a UMD Banach space with type po € [1,2] and cotype qo € [2,00]. For
all p € (1,00) and s € R we have continuous embeddings
s d. s, d. < d.
F, (R%: X) — HY?(R% X) — F2(RY X).
Proof. We only prove F; (R X)) — H*P(RY; X); the other embedding is
proved similarly.

Let f € F, (R%; X). By Theorem 14.7.5, the Kahane-Khintchine inequal-
ity (Theorem 6.2.4) and the type po property of X, we have

n
e <O St
||f||H (R4 X) X ZI;I; % k or* f LP(2xR4;X)
n P 1/p
~p C'sup (/ ngQ’fﬂpk *f‘ dx)
nz1 \Jra =7

LPo(£2;X)

n p/Po 1/p
<C (/( oks PD) d)
sup ([ (S0 )" aa

nzl k=0

= CHf”F;YPO(]Rd;X)-
In combination with Proposition 14.6.13 and Corollary 14.6.18 we obtain:

Corollary 14.7.7 (v-Sobolev embedding — III). Let py € [1,2] and g €
[2, o).

(1) If X has type po, then for all p € [1,py) we have a continuous embedding
HG= DR X) s (L2 (RY), X).

(2) If X has cotype qo, then for all ¢ € (qo,00) we have a continuous embedding
WL RY), X) > HGDM(RY X)

By Theorem 9.2.10, for pg = 2 assertion (1) also holds for p = 2, and for
go = 2 assertion (2) also holds for ¢ = 2.
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Necessity of the type and cotype assumptions

Proposition 14.7.8. Let p € (1,00), g € [1,0¢], s € R, and m € N. Then the
following assertions hold with A € {B, F}:

(1) If A5 ,(R%: X)) — H*P(R X)) continuously, then X has type q.
(2) If HP(R%: X)) — A5 (R X) continuously, then X has cotype q.
(3) If AF (R%; X) — W™P(R% X) continuously, then X has type q.
(4) If WmP(RY; X)) A, (R%; X)) continuously, then X has cotype q.

Proof. (1): By the lifting properties of Propositions 14.4.15, 14.6.10, and
5.6.3, it suffices to consider s = 0. Fix a finitely non-zero sequence (zy)n>1
in X. Let ¢ € .#(R%) be a non-zero function satisfying supp(&) C [f%, f%]d
and put

f(t, OJ) = ¢(t) Z En(w)e%rﬁ"tlxn,

n>1
where as always (€,)n>1 is a Rademacher sequence. Since (8n62”i2"t1)n>1 is
a Rademacher sequence for each t € R?, we have
on p
El 12, o) = /d GOVE| Y ene™ 2 1, " at
R
2t (14.94)

p
= 1612 B[ - nn
n>=1

On the other hand, the Fourier support properties of {b\( — 2™1e1) and @,
(see (14.8) and (14.9)) imply that [|f(-,w) * ¢n|x = [¥(t)[[|zx]l and [|f(-,w) =
©ollx = 0. Therefore,

1 w)llas , ®ax) = 1UllLe@ay [ (@n)nz1lleax (14.95)

P,q

Applying the assumption (1) pointwise in {2, we obtain

1612, | anxn

- E”fHLp(]Rd X

S CP]EHfHA;’q(Rd;X) = CP‘WH ]Rd)||($n)n>1”eq X)*

By the Kahane-Khintchine inequalities, this shows that X has type q.
(2): This follows from the previous proof upon replacing “<” by “>”.
(3): The idea of the proof is the same as in (1), but this case is slightly
more technical. Let (z,,)n>1 and ¢ be as before and put

Ftw) =(t) Y 27 e (w)e? ™ Py = (1) funt,w).

n>1

By Leibniz’s rule we obtain
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8af(t,LU) = Z CB,w85¢(t)fm—j (t,OJ),
|Bl+i=lal

For j € {0,...,m — 1},

100%49) fn—j (-, ) o (rasxy < N0 lloc |l fin—j (@) | Lo ;)

107100 Y 27 2| < 1070 sup ||zl

n>1

NN

For j = m, as in (14.94) we have

p
Ellfoll oy = 10150 B D entn
n>1

By the reverse triangle inequality, this shows that there exists a constant
C = C(d,m,p,v) such that

Hf”LP 2;Wmp (R4 X)) — H¢||LP R)H anwnHLP(Q X)‘ CSUP ||$n|| (14. 96)

n>1

Stated differently, up a relatively small term the norm || f|| 1» (o;wm»@e;x)) 18
equivalent to the norm || 3°, -, en@y| of the random sum. As in (14.95) we
see that

1 G )llag, @esx) = 181 Lo @ey [ (@n)nz1llenx)

Now from (14.96) and the assumptions, we obtain

lellzom | - enen
n>1

< m, C
Lp(g;x)\Hf”L” ;Wm.p(Rd; X)) T igl?”%”

S llze(2sam, ®a;x)) + sup [|zn|
' n>1
Sl @n)nz1lleacx)-

(4): This can be proved in the same way as (3). By (14.96) and the Kahane
contraction principle, which implies bound sup,,>q [z ||? < E| }2,5, enzall?,
from the assumption (4) we obtain

190l o @y 1@ )nz1lleax) = [fllLeoiam, mesx))

S llerwmr@exyy S H Z EnTn

Lr(2;X)

A Hilbert space characterisation

The equality F$,(R% X) = H*P(R? X) with equivalent norms characterises
Hilbert spaces:
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Theorem 14.7.9 (Han—Meyer). Letp € (1,00), s € R, and m € N. The
following assertions are equivalent:

(1) Ey (R X) = WmP(RY X) with equivalent norms;
(2) F;’Q(Rd; X) = H*P(R?; X) with equivalent norms;
(3) X is isomorphic to a Hilbert space.

Proof. (1)=(3) and (2)=(3): By Proposition 14.7.8, X has type 2 and cotype
2. Therefore X is isomorphic to a Hilbert space by Theorem 7.3.1.

(3)=(2): This is immediate from Proposition 14.7.6 and the fact that
Hilbert spaces are UMD (by Theorem 4.2.14) and have type 2 and cotype 2
(by the result of Example 7.1.2).

(3)=(1): This is a special case of the previous implication since Theorem
5.6.11 implies W™P(R%; X) = H™P(R%; X) with equivalent norms. O

14.7.c Interpolation

Real interpolation of vector-valued Bessel potential spaces has already been
considered in Theorem 14.4.31. Complex interpolation was considered in The-
orem 5.6.9, but only in the case py = p; and Xy = X;. In order to treat a
more general case we need a variant of the complex interpolation results for
8, (X) of Proposition 14.3.3.

Let (ex)k>0 be a Rademacher sequence on a probability space (2. Let
p € (1,00) and s € R, and let ¢*P(X) denote the space of all sequences
(xk)k>0 In X for which

| (zk)r=0 0.

n
ks
s :zsupHE ER2 xk‘ <
esP(X) nx1ll &= LP($2;X)

The spaces eP(X) := ¢%P(X) have been introduced in Section 6.3. Clearly
the mapping (2x)r>0 = (2°°7k)k>0 defines an isometric isomorphism from
e®P(X) onto eP(X). For fixed s € R the spaces ¢*P(X), 1 < p < oo, coincide,
with pairwise equivalent norms; this follows from the Kahane—Khintchine in-
equalities as in Proposition 6.3.1. If X does not contain a copy isomorphic
to ¢o, then Corollary 6.4.12 implies that for any (zg)k>o in €>P(X) the sum
Zk>0 £1.2%5 1, converges in LP(£2; X) and almost surely in X, and in this case

_ ks
enp(X) © H > ex? m’f’
k>0

| (x)k>0

Lr($2;X)

In particular, the partial sum projections P, : (zx)r>0 — (Tr)j_, are uni-
formly bounded and strongly convergent to the identity as operators on
e®P(X).

The next result extends Theorem 7.4.16, which corresponds to the special
case s = 0.
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Lemma 14.7.10. For j € {0,1} let X; be a K-convex space and let p; €
(1,00). For 6 € (0,1) set Xy := [Xo,X1]g. Then

[£%072(Xo), 7P (X1)]g = 7P (Xo),

1_1-0 | 0 —(1—
where & = ===+ % and s = (1 —0)so + 0s1.

Proof. By Proposition 7.4.15, Xy is K-convex. By Proposition 7.4.5 and
Lemma 7.4.11, Xy, does not contain an isomorphic copy of ¢y, and hence
the partial sum projections P, on e*P(Xjy) are strongly convergent to the
identity.

To prove the required identity one can repeat the argument in Theorem
14.3.1 to reduce the result to the unweighted setting considered in Theorem
7.4.16. g

As a final preparation for the complex interpolation of Bessel potential spaces,
we prove a version of Lemma 14.4.29 for Bessel potential spaces.

Lemma 14.7.11. Let X be a UMD space and let p € [1,00], q € [1,00], and
seR. Fork >0 set ¥, = pr—1 + 0 + @r+1. The operators

R:e*P(LP(R% X)) — HYP(R% X)
S H*P(R% X) — e*P(LP(R% X))

defined by
R(fi)ks0 = D e+ frs  Sf=(r* [z,

k>0

are bounded and satisfy RS = 1.

Proof. The identity RS = I is proved as in Lemma 14.4.29. The boundedness
of S follows from Theorem 14.7.5. It remains to prove that R is bounded. Let
E := LP(2; LP(R%; X)). By Theorem 14.7.5 and a density argument it suffices
to show that, for all finitely non-zero sequences (f¢)e>0 in LP(R%; X),

n
k k
IS o Sl <o Seoal,, nso
k=0 j=0 k>0

From Theorem 14.7.5 (with s = 0) and Proposition 8.4.6(i) we see that
the sequence {pp* : k > 0} is R-bounded in Z(L?(R%; X)), with R-bound
at most by Cp x. Hence also the sequence {¢y* : k > 0} is R-bounded in
this space, with R-bound at most 3C) x. Therefore, by the Fourier support
properties (14.8) and (14.9) of ¢y,

n n
H > a2 opx Y 1+ fjHE <Y H > er2 g pre x fk+eHE
k=0 7>0

<2 k=0
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n
<30 x Z H kaQkakHHE

le<2 k=0

ZEkakaHE

k>0

< 302 x4l

where in the last step we used Kahane’s contraction principle. O

Theorem 14.7.12 (Complex interpolation of Bessel potential spaces).
Let (Xo,X1) be an interpolation couple of UMD Banach spaces and let
po,P1 € (1,00), sg,81 €R, and 8 € (0,1). Then

[HoPo (R Xo), HSVPH(RY X1)]g = HSP(RY:; Xy)  with equivalent norms,
where Il] = 11);00 + z%’ s=(1-68)sg+0s1, and Xy = [Xo, X1]o-
Proof. Let R and S be the operator of Lemma 14.7.11. Let
Ejim e (L (RY X)), Fy = HOW (RG X)), j € {0,1),

and set By := (Ey, E1)g,q and Fy := (Fy, F1)g,q. Then, by Theorem 2.2.6 and
Lemma 14.7.10, Ey = e%P(LP(R%; Xy)) isomorphically. Now the proof can be
completed in the same way as in Theorem 14.4.30, replacing £, by *F and
B, , by H*P everywhere. O

Theorem 14.7.12 contains several results of Volume I as special cases. To
begin with, it contains Theorem 5.6.9, which asserts that if X is a UMD
space, p € (1,00), and so < $1, then
[HP(RY X), HP(RY; X)]g = HP(RY X)
and, if in addition s > 0,
[LP(R% X)), H*P(RY; X)]g = HP*P(R?; X)

up to equivalent norms. It also contains Theorem 5.6.1, which asserts that if
X is a UMD space, p € (1,00), and k > 1 is an integer, then

[LP(R% X), WHP(RY; X)g = HP"P(RY; X)

up to an equivalent norm. This result is obtained by taking Xg = X; =
X, po=p1 =p, so =0, and s; = k in Theorem 14.7.12 and noting that
HRP(RY; X)) = WFP(RY; X) up to equivalent norm by Theorem 5.6.11.

Upon combining Theorem 14.7.12 with Theorem 5.6.11 we obtain another
extension of Theorem 5.6.1:

Corollary 14.7.13 (Complex interpolation for Sobolev spaces). Let
(Xo,X1) an interpolation couple of UMD Banach spaces and let pg,p1 €
(1,00), ko, k1 €N, and 6 € (0,1). Then

[Wkopo(RE: X)), WePL (R X)]g = HYP(RY; Xy) with equivalent norms,

where = =8 4 & gy — (1 —0)ko + 0k, and Xy = [Xo, X1]p.
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As in Examples 14.4.33 and 14.4.35, we can use this corollary to prove bound-
edness of pointwise multiplication by smooth functions:

Ezample 14.7.14 (Pointwise multiplication by smooth functions — I). Let X
and Y be UMD spaces, let p € [1,00] and s € R, and let k € [s,00) NN be an
integer. If ¢ € CF(RY; #£(X,Y)), then pointwise multiplication

fe=dCf

defines a bounded mapping from H*?(R%; X) into H*?(R%;Y) of norm <y s
||C||C§(Rd;$(x,y))-

Indeed, the pointwise multiplier f +— (f is bounded as a mapping from
WP (R%; X) into W7P(R?;Y) for each j € {0,...,k}. Therefore, for s € N the
result is immediate from Theorem 5.6.11. If —s € N, then the result follows by
the duality result of Proposition 5.6.7 and Theorem 5.6.11. If s € (0, 00), then
the result follows by interpolation between the cases j = 0 and j = k by the
complex method [,-]s and applying Theorem C.2.6 and Corollary 14.7.13.
Finally, the case s € (—o0,0) follows by duality again.

14.7.d Pointwise multiplication by 1g,  in H*?

To conclude this section we present a result on pointwise multiplication by 1r,
for vector-valued Bessel potential spaces. The cases of vector-valued Besov
spaces and Triebel-Lizorkin space have been considered in Section 14.6.h;
in both cases, values in general Banach spaces X could be allowed. In the
Bessel potential case, the proof below requires the UMD property of the range
space X. It seems to be an open problem whether this conditions is actually
necessary.

Theorem 14.7.15 (Pointwise multiplication by 1g,). Letp € (1,00)
and s € (—=1/p',1/p), and let X be a UMD space. For oll f € H*P(R; X) we
have 1g, f € H*P(R; X) and

1r, fllzor@x) < Cllfllazor®x), f€H*P(R;X).
The UMD property of X will only be used through the following proposition.
Proposition 14.7.16. Let p € (1,00) and s > 0, and let X be a UMD space.
(1) The operator (—A)* : S (R%; X) — 7" (R%; X) given by
(-4)f =[x I'F

uniquely extends to (—A)® € L(H*P(R%; X), LP(RY; X)).
(2) For all f € H*?(RY; X) the following norm equivalence holds

I £l zrsop (e x) =p,x || fllLrgasx) + ||(_A)s/2f||LP(Rd;X)~
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Proof. (1): Let my(§) = % Using Mihlin’s multiplier Theorem

5.5.10 one can check that m; € 9MLP(R?; X,Y). Therefore,

(=) Fllp = 1T, s fllp < llmallonrs @ax ) 16 flp < Co.x|1f | ren mayx) -

(2): Note that since s > 0, Proposition 5.6.6 gives that H*P(R%; X) <
LP(R%; X) contractively. This combined with (1) gives the estimate “>”.

2vs/2
A+27€19 7 Phen Mo €

The estimate < follows similarly. Let mo(§) = ERbrIE

IMLP (Rd;X ,Y) as before. Therefore,
ey = [ Tons (1 + (— A7) 11,
< mallon o e x, vy (LF o + 1(=2)* £ll,.
O

We need two more preparatory results. The first one is a concrete formula for
(—A)*/2f as an integral operator.

Lemma 14.7.17. Let s € (0,1). For f € (R; X) we have

(-4 S/Qf— /f |h|1+5 ) dh, xeR,

where the integral on the right-hand side converges absolutely pointwise R, and
as a Bochner integral in LP(R; X) for any p € [1,00). Here cs € R\ {0} is a
constant only depending on s.

Proof. The convergence of the integral for \h| > 1 is immediate The conver-

gence for |h| < 1 follows by writing f(z + h fo (x + th)hdt.
To prove the stated identity we take Fourler transforms on the rlght hand
side and use Fubini’s theorem to obtain

SC+R) = £() o2mihE _ 1 - -
y/ |h|1+s dhdz /wa(ﬁ)dh—ks\ﬂ f(&),

where from the fact that the odd part of the integral cancels we see that
ks = QIR COS(tQITS ~L 4t is in (—00,0). This proves the result with constant

= k;1(2m)s. O
We also need the following inequality.

Lemma 14.7.18 (Hilbert absolute inequality). Let p € (1,00). For f €
LP(R,) one has

/() H
Pl <C ,
H‘T — /]R+ r+y Y Lr(Ry) p||f||Lp(R+)
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Proof. Letting (,(y) = x_il,
inequality for the multiplicative group R with Haar measure d% to obtain

HSE - /]R+ mdy' LP(Ry4) - /R+ ( Cplz/y)y 1/pf( ) dy)pdxx)l/p

< ||Cp||L1(R+,d7’”)”fHLP(]R+)'

after rewriting the integral, we can use Young’s

O

Proof of Theorem 14.7.15. By Proposition 14.6.17 it suffices to prove the de-
sired estimate for f in the dense class C>°(R \ {0}) ® X. In that case one
actually has g := 1g, f is in the same class and thus is smooth as well.

We claim that

1(=2)*"2gll, < [(=2)*"2 fllp + Cp,slLfllrem s x)- (14.97)

As soon as we proved the claim, then the result follows. Indeed, applying
Proposition 14.7.16 twice we obtain

A)S/Q

Igllzer@:x) ~p.x [lgllp + [[(=2)"gll,

97) ’
<l +N=2)2 Flp + Cosl fll e @ix)-
~pX | rew s x)-
To rewrite (—A)*/2g in a suitable way, let
S:={(x,h) €R*:(z>0and h < —x) or (x <0 and h > —z)}.

Then applying Lemma 14.7.17 twice, by elementary considerations we see that
for all x € R,

(—A)*2g(x) —cs/ gw+h) g,

|h|1+s
fl@+h)— f(x) fl@+h)
|h|1+5 — <~ 2dh — Cg sgn(x) R].S(:C,h)W dh

o f(z +h)
— (-4 /2f(fc) ~ c,sga(z) / Ls(a ) ST dn

Taking LP-norms, we see that (14.97) holds if we can show that

oo [ 16t £

To prove (14.98) we only consider the part LP(R.) as the other one is similar.
By elementary considerations

([ astemE 0y g ([ L gy,

— 00

<, S (R:X)- 14.98
ovigy S 1 lareoy. (14.98)
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= [T =Y
[ e
</0 (/0 y ‘Ji(;y)ll dh)de

(i) .
< Cplly = [y F o oy

(Z) crer »
~N P ;ms”fHHs,p(]R;X)?

where in (i) we applied Lemma 14.7.18 to the function y — y~*||f(—y)|l,
and (ii) follows from Corollary 14.6.31(2). This completes the proof of the
remaining estimate (14.98). O

14.8 Notes

Early influential monographs on function spaces are those of Adams [1975] (see
also Adams and Fournier [2003]), Bergh and Lofstrom [1976], Peetre [1976],
and Triebel [1978]. After these works appeared, a new maximal function argu-
ment was discovered by Peetre [1975] which made it possible to study Besov
and Triebel-Lizorkin spaces in the full range p, ¢ € (0, oo]. This theory is pre-
sented in detail in the monograph of Triebel [1983] and the more recent works
of Triebel [1992, 2006, 2020, 2013, 2014]; further expositions are due to Ba-
houri, Chemin, and Danchin [2011], Denk and Kaip [2013], Grafakos [2009],
Maz’ya [2011], Runst and Sickel [1996], and Sawano [2018].

Standard references for function spaces in the vector-valued setting in-
clude the works of Amann [1995, 1997, 2019], Triebel [1997], Konig [1986],
Schmeisser [1987], Schmeisser and Sickel [2001], and Schmeisser and Sickel
[2005]. A unified treatment of Besov and Triebel-Lizorkin spaces and related
classes of function spaces is given by Lindemulder [2021], where the axiomatic
setting of Hedberg and Netrusov [2007] is extended to the vector-valued con-
text. In particular, this covers the weighted and anisotropic settings, and it
allows for Banach function space other than the spaces ¢4(LP) or LP(¢7) em-
ployed in the construction of the Besov and Triebel-Lizorkin spaces.

The theory of function spaces is a vast topic, and by necessity our
treatment does not cover a number of important topics such as approxi-
mation theory, wavelets, atomic decompositions, weighted spaces, paraprod-
ucts, anisotropic spaces, and typical aspects for bounded domains and man-
ifolds such as traces, extension operators, boundary values, and interpola-
tion with boundary conditions (although some of these topics will be briefly
visited in these notes). Of the omitted themes, we specifically mention the
¢-transform of Frazier and Jawerth [1990], which allows the identification of
Besov and Triebel-Lizorkin spaces with subspaces of appropriate discrete se-
quence spaces. In this identification, the question of boundedness of various
operators on the original function spaces is transformed into the question of
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boundedness of infinite matrices on the corresponding sequence spaces, which
in turn can be deduced from natural almost diagonality estimates of these
matrices, in certain analogy with our proof of the T'(1) theorem on LP(R%; X)
spaces through estimates of the matrix coefficients of 7" with respect to the
Haar basis. This approach lies behind many of the proofs of T'(1) theorems in
Besov and Triebel-Lizorkin spaces that we discussed in the Notes of Chapter
12.

The ‘classical’ Besov and Triebel-Lizorkin spaces considered in this chap-
ter are modelled on the gradient V in the setting of R It is possible to
introduce Besov and Triebel-Lizorkin spaces based on different types of sec-
torial operators and to study them in the setting of manifolds; we refer to
Batty and Chen [2020], Haase [2006], Kriegler and Weis [2016], Kunstmann
and Ullmann [2014], Taylor [2011a], Taylor [2011b], Taylor [2011c], Taylor
[1974], and Voigtlaender [2022].

Section 14.2

Lemma 14.2.1 is taken from Amann [1995]. The other results of this section are
standard in the scalar-valued case, and their extensions to the vector-valued
setting are straightforward.

Section 14.3

The complex and real interpolation results for vector-valued and weighted L9-
spaces of Theorems 14.3.1 and 14.3.4 extend Theorems 2.2.6 and 2.2.10, where
the unweighted case was treated. The scalar-valued case goes back to Stein
and Weiss [1958], and the extension to the vector-valued weighted setting is
well-known, at least for complex interpolation. The case of real interpolation
is included in the work of Krein, Petunin, and Seménov [1982], and a dif-
ferent approach based on Stein interpolation for the real method is due to
Lindemulder and Lorist [2022]. The interpolation results for gy = g1 = o0 are
false in general. Indeed, already Triebel [1978, 1.18.1] gave an example where
[fj’voso (X0>7£i»1 (X1)]o # Loy ([Xo, X1]g) with w,(n) = 2"*. Propositions 14.3.3
and 14.3.5 are presented by Triebel [1978], who attributes the real case to Pee-
tre [1967]. More generally, Triebel [1978, Section 1.18] identifies the complex
and real interpolation spaces of £7°((X;);>1) and €7 ((Y;);>1) for po,p1 < o0
and for sequences of interpolation couples (X;,Y;);>1; here £7((Z;);>1) is the
space of all sequences (z;);>1 with z; € Z; such that (||z;[/z,);>1 belongs to
., Z € {X,Y}. Proposition 14.3.3 then follows by taking X; = 2/*X and
X; = 27%Y. It seems that Proposition 14.3.5 can only be stated for a single
space X unless further assumptions on gg and ¢; are made.

Section 14.4

Our introduction of vector-valued Besov spaces is self-contained up to a mod-
est number of prerequisites from earlier chapters. Part of the section follows
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the presentation by Schmeisser and Sickel [2001]. For the history of Besov
spaces, we refer the reader to Bergh and Lofstrom [1976] and Triebel [1978,
1983]. Besov spaces appear naturally as real interpolation spaces between LP
and WP (see Theorem 14.4.31). As such, they have important applications
in the theory of evolution equations (see Chapter 18). Moreover, by choosing
the microscopic parameter ¢ suitably, one can often include end-point cases
into the considerations.

In contrast to the theory of the spaces W*P(R% X) and H*P?(R% X),
where assumptions on the space X such as the Radon—Nikodym property or
the UMD property are often needed, many key results on vector-valued Besov
spaces hold for general Banach spaces X.

Lemma 14.4.5 on the sequential completeness of .7/ (R%; X) is a standard
result. It is possible to endow the space C°(U; X) with a complete locally
convex topology in such a way that sequential convergence in this topology co-
incides with the ad hoc notion of sequential convergence used here. A detailed
construction is presented by Rudin [1991].

Fourier multipliers

Fourier multipliers for vector-valued Besov spaces have been discussed by
Amann [1997], Weis [1997], Girardi and Weis [2003a], Hytonen [2004], and
Hytonen and Weis [2006a]. In Theorem 14.4.16, we only considered smooth
m, and this restriction was removed in Theorem 14.5.6. The latter result
and related ones can be found in the work of Girardi and Weis [2003a], who
showed that the operator T is a continuous extension (with respect to a weaker
topology) of T, also if max{p, q} = co. Fourier multipliers for vector-valued
Besov spaces have been applied by Weis [1997] to obtain sharp exponential
stability results of Cy-semigroups in spaces with Fourier type p.

Embedding

The sandwich result of Proposition 14.4.18 is very useful in avoiding additional
conditions on the Banach space X . The Sobolev embedding result of Theorem
14.4.19 is standard. Especially the sufficiency is simple to prove via Lemma
14.4.20. For the proof of this lemma and its extension to all 0 < pg < p; < 00
in Remark 14.6.4, we follow Schmeisser and Sickel [2001].

Difference norms

The difference norm characterisation of Besov spaces can be found in many
places. It was already used before the Fourier analytic description of Besov
spaces was given. We refer the reader to Bergh and Lofstrom [1976], Triebel
[1983], and references therein for historical details. The difference norms have
the advantage that in certain cases one can check by hand whether a given
function belongs to some given Besov space. By choosing the parameter 7 in
Theorem 14.4.24 appropriately, the Besov spaces can be identified with other
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classical spaces, as we have done in Corollaries 14.4.25 and 14.4.26 for W*P
and Cp.

In Step 1 of the proof of Theorem 14.4.24 we follow the presentation of
Bergh and Lofstrom [1976], where the case 7 = oo was given. Step 2 of the
proof is based on the presentation of Schmeisser and Sickel [2001].

Interpolation

Interpolation of Besov spaces is discussed by Bergh and Lofstrom [1976],
Konig [1986], and Triebel [1978, 1983]; further references to the literature
can be found in these works. The method to reduce the proofs to interpola-
tion of ¢9(LP)-spaces fits into a more general retraction—co-retraction scheme
explained by [Triebel, 1978, Theorem 1.2.4].

The complex interpolation result of Theorem 14.4.30 is folklore, although
we are not aware of a reference containing the general form with an interpo-
lation couple (Xp, X1) presented here. In the special case X = Xy = X7, the
theorem can be proved in the same way as in the scalar-valued case, and some
end-point results are valid as well. For instance, we have

(B3 o (R:X), B3t (RY: X))o = By (R X), pj,q5 €[1,00], 55 €R,

Po.q0 P1,91

with equivalent norms, where

1 1-06 0 1 1-06 0
= +—, == +—, s=(1-0)so+0s1.
Po D1 q qo q1

The real interpolation result of Theorem 14.4.31 is well known, and the
proof is a simple generalisation of the standard proof for the scalar-valued
case. Several other real interpolation results can be proved with the same
methods. For instance, if min{pg, p1} < 0o, min{qp, ¢1} < 0o, and sg, s1 € R,
then

(B3S 0o (R X0), Byt o, (R X1))op = By, (R (Xo, X1)0,p)s

Po,q0 P1,91

with equivalent norms, where again + = =0 4 & — 120 L 0 4,4 5 =
p Po P1 40 q1

(1 —6)sp + 0s1. This follows Theorem 14.3.4 in a similar way as in Theorem
14.4.30.

Duality

In Theorem 14.4.34, we identified the dual of B;’Q(Rd;X) with respect to
the duality for .#(R%; X) and .#/(R%; X). Unlike in the LP-setting treated in
Section 1.3, no conditions on X are needed. A result of this type in a more
general abstract setting (including weights and anisotropic function spaces)
is presented by Lindemulder [2021]. The proof that we have given follows
Agresti, Lindemulder, and Veraar [2023].
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Section 14.5

The characterisations in Theorem 14.5.1 of type and cotype in terms of em-
bedding properties of Besov spaces into spaces of «-radonifying operators are
due to Kalton, Van Neerven, Veraar, and Weis [2008]. This paper also con-
tains the v-Bernstein—Nikolskii inequality of Lemma 14.5.2, as well as optimal
embedding results for the smooth spaces v(H ~*2(R%); X). The consequences
for Bessel potential spaces discussed in Corollary 14.7.7 are taken from Veraar
[2013]. This work also contained the following result:

Theorem 14.8.1. Let X be a Banach lattice, and 1 < p <2< g<oo. If X
is p-convex and q-concave, then

HG=2(RY X) — y(LA(R?), X),
VLARY), X) — HG™ DRI, X)),

It is an open problem to characterise the Banach spaces for which these em-
beddings hold (see Problem Q.14).

Mapping properties of the Fourier transform

The mapping properties of the vector-valued Fourier transform .% for Banach
spaces X with Fourier type p contained in Proposition 14.5.3 appear in the pa-
pers by Garcia-Cuerva, Kazaryan, Kolyada, and Torrea [1998], Konig [1991],
and Girardi and Weis [2003a]. Real interpolation of the end-point cases ¢ = p
and ¢ = oo in Proposition 14.5.3 gives an alternative proof of some of the
results in the papers just mentioned:

Theorem 14.8.2. Suppose that X has Fourier type p € (1,2]. Let q € (p, 00),

r € [1,00], and s = % - g. Then .F is bounded from Bj .(R% X) into the

Lorentz space L9 (R%; X).

Proposition 14.5.3 contains a parallel result under the assumption that X
has type p and cotype 2. Recall from Proposition 13.1.35 that, under these
assumptions, X has Fourier type r for any r € [1,p).

The mapping properties of the Fourier transform on vector-valued LP-
spaces with power weights have been recently studied by Dominguez and
Veraar [2021], who show that a version of the classical Pitt inequalities holds
if and only if X has non-trivial Fourier type. In particular, the following result
was proved:

Theorem 14.8.3. Let X be of Fourier type pg € (1,2]. Let 1 < p < ¢ < o0
and B,y = 0. If

1 1 d 1 1
max{0>d<.+—l>}<'y< and B—’y:d(l—f—f),
min{p,po} ¢ q P q

then .F extends boundedly from LP(RY,| - |°P; X) into LI(R%, |- |79 X).
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In the limiting case v = max{O0, d(m + % —1)}, the above boundedness
of Z still holds true under further restrictions on p and g. Surprisingly, if
X has non-trivial Fourier type (equivalently, by Theorem 13.1.33, non-trivial
type), one can allow p = ¢ = 2 by choosing the weights suitably. A similar
result holds in the periodic setting, but the problem is open for more general
orthogonal systems that have been considered by Stein [1956].

R-boundedness

R-boundedness of smooth operator-valued functions is studied by Girardi and
Weis [2003c] under Fourier type conditions, and by Hytonen and Veraar [2009]
under (co)type conditions; the latter paper contains Theorems 14.5.8 and
14.5.9.

Section 14.6

In this section, we followed part of the presentation of Schmeisser and Sickel
[2001]. For a detailed description of the history of Triebel-Lizorkin spaces, we
refer the reader to Bergh and Lofstrom [1976], and Triebel [1978, 1983]. Below,
we only discuss those aspects of Triebel-Lizorkin spaces that are specific for
this class of spaces.

Triebel-Lizorkin spaces FJ  were originally introduced as a natural vari-
ant of Besov spaces, with the roles of LP and ¢7 interchanged in the definition.
The special case ¢ = 2 leads to the equality FJ, = H*P with equivalent
norms for p € (1,00), and in the early days of the theory the cases ¢ # 2
were mostly studied for reasons of mathematical curiosity. The definition of
Triebel-Lizorkin spaces given here does not cover the spaces F5, . The lat-
ter are known to be connected to BMO spaces, and require a modification of
the definition for which we refer to Triebel [1983]. These spaces are naturally
contained, as F3 = F;qu/p for any p € (0,00), in the general framework of
Triebel-Lizorkin-type spaces F,>7 with a fourth parameter 7 € [0,00), which
has been introduced by Yang and Yuan [2008] and studied in several subse-
quent works.

Genesis of (vector-valued) Triebel-Lizorkin spaces

Vector-valued Triebel-Lizorkin spaces are needed for the treatment of parab-
olic boundary value problems in the spaces LP(0, T} Lq(Ri)). Such applica-
tions first appeared in the works of Weidemaier [2002] for ¢ < p and scalar
second order equations with inhomogeneous Dirichlet boundary conditions,
and of Denk, Hieber, and Priiss [2007] for p,q € (1, 00) and more general sys-
tems and boundary conditions. Kunstmann [2015] introduced a new interpo-
lation method (-, -)g,¢a and shows that F; = (L?, Wk’p)s/k,gq with equivalent
norms. This interpolation method fits into the axiomatic setting of discrete
interpolation recently developed by Lindemulder and Lorist [2021].



14.8 Notes 413

As in the Besov space case, results for vector-valued Triebel-Lizorkin
spaces typically hold without restrictions on the target Banach space X.
Thanks to the sandwich result

By = Fyy = HP = F) < B o,
one can sometimes deduce results about vector-valued Bessel potential spaces
as well. Within the Triebel-Lizorkin scale, one can get closer to H®P than in
the Besov scale, which often makes Triebel-Lizorkin spaces more useful. For
instance, the sandwich result can be combined with the Sobolev Embedding
Theorem 14.6.14, which allows arbitrary microscopic improvement for Triebel—
Lizorkin spaces. Further flexibility in sandwiching and embedding theorems
can be built in by introducing weights such as |z|” or |z1|” as was done by
Meyries and Veraar [2012, 2014a].

The boundedness of the Peetre maximal function proved in Proposition
14.6.2 appears in the book of Triebel [1997]. This proposition extends results
of Triebel [1983, Theorem 1.6.3] and Triebel [1997, Formula 15.3(iv)] to the
vector-valued setting.

Theorems 14.6.3 and 14.6.11 are presented by Triebel [1997] for scalar-
valued multipliers m. An operator-valued extension is due to Bu and Kim

[2005].
Gagliardo—Nirenberg inequalities and Sobolev embedding

The Gagliardo—Nirenberg inequalities of Proposition 14.6.15 and 14.6.16 are
taken from Brezis and Mironescu [2001]. Our presentation follows Schmeisser
and Sickel [2001, 2005]. Proposition 14.6.13 and Theorem 14.6.14 can also be
found in these works. Gagliardo—Nirenberg inequalities in the Besov scale can
be found in the paper of Brezis and Mironescu [2018]; they do not allow for a
microscopic improvement.

Difference norms

Difference norm characterisations of Triebel-Lizorkin spaces appear in the
works of Kaljabin [1977, 1979], and Triebel [1983]. Our presentation of Theo-
rem 14.6.20 follows Schmeisser and Sickel [2001], who consider the case 7 = 1.

Interpolation and duality

The interpolation and duality results for Triebel-Lizorkin spaces are similar
to their Besov space counterparts. In our presentation, the end-point ¢ = 1 is
excluded, since the Fefferman—Stein inequality for the maximal operator is not
valid in LP(R¢;¢1). This problem can be circumvented by a reduction to in-
terpolation identities for vector-valued Hardy spaces instead of LP(RY; £7(X))
(see Triebel [1983]). The embedding (14.87) of Theorem 14.6.26 is due to
Jawerth [1977], and the one of (14.86) to Franke [1986].
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Fractional Hardy inequalities

The fractional Hardy inequalities of Proposition 14.6.30 and Corollary 14.6.31
are variations of those by Krugljak, Maligranda, and Persson [2000], who
proved the results with a fractional Sobolev norm W#®P on the right-hand
side. The advantage of our formulation is that both the H®P? and the W*?
cases are consequences of the stronger estimate using the space F; .. Higher-
dimensional versions of fractional Hardy inequalities can be deduced from
the work of Meyries and Veraar [2012], where Sobolev embedding with power
weights are discussed.

Pointwise multiplication by 1g

Pointwise multiplier results such as the one of Theorem 14.6.32 and Corollaries
14.6.34 and 14.6.35 were proved via paraproducts estimates in more general-
ity by Runst and Sickel [1996]. Some of the results from this monograph were
extended to the weighted vector-valued setting by Meyries and Veraar [2015].
In particular, some of the end-points can be included, and higher dimensional
versions of the results hold. The results of the present section merely serve as
an illustration of how the theory can be applied. Since the work of Grisvard
[1967] and Seeley [1972], it is known that results on pointwise multipliers stand
at the basis of interpolation with boundary conditions. The one-dimensional
case is useful for evolution equations, since oFy  (Ry;X) and (B, ,(Ry; X)
can be used as the domain of the time-derivative. As in the work of Lin-
demulder, Meyries, and Veraar [2018], one can identity the real and complex
interpolation spaces between OFZ})q(R; X) and Fl?’q(R; X) for p,q € (1,00) us-
ing the theory of this section, and similarly for Besov spaces for p € (1, 00)
and ¢ € [1, o0].

Section 14.7

The Embedding Theorems 14.7.1, 14.7.3, and 14.7.4 are taken from Schmeisser
and Sickel [2001, 2005]. The end-point cases, where min{pg,p1} = 1 <
max{po,p1}, are not completely understood; we refer the reader to Brezis
and Mironescu [2018] for a further discussion.

The Littlewood—Paley theorem 14.7.5 is taken from Meyries and Veraar
[2015], who also consider a weighted setting.

The improved embeddings for Besov, Triebel-Lizorkin, and Bessel poten-
tial spaces under UMD and (co)type assumptions stated in Proposition 14.7.6
are due to Veraar [2013]. The converse result presented in Proposition 14.7.8
seems to be new. In the case p = ¢, Hytonen and Merikoski [2019] have shown
the following more precise result.

Theorem 14.8.4. For k € N and p € [2,00), there is a continuous embedding
k (pd. kvq (mod.
BF (R% X) — WhI(RY; X)

if and only if X has martingale cotype q.
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In case the embedding constant depend on d in a polynomial way, such results
have applications to quantitative affine approximation in infinite dimensions,
as discussed by Hytonen, Li, and Naor [2016] and Hytonen and Naor [2019).
The proof of Theorem 14.8.4 is based on ideas from these works and results of
Xu [1998] and Martinez, Torrea, and Xu [2006] connecting Littlewood—Paley—
Stein inequalities and martingale (co)type. Some of these results have been
extended by Xu [2020]. For open problems related to Theorem 14.8.4, we refer
the reader to Problem Q.13.

Theorem 14.7.9 is due to Han and Meyer [1996], who obtained it as a
consequence of a more general Littlewood—Paley theorem for LP(R%; X). Our
approach is more direct.

The interpolation result of Theorem 14.7.12 was discovered independently
by Amann [2019], Hummel [2019], and Lindemulder and Veraar [2020]. In the
first reference, the anisotropic setting was also covered, and weighted spaces
are included in the latter two references.

Pointwise multipliers

Theorem 14.7.15 is due to Meyries and Veraar [2015], where it appears as
a special case of a general pointwise multiplier theorem for weighted vector-
valued Bessel potential spaces. It is unknown whether the UMD condition
is necessary (see Problem Q.12). The proof presented here is simplified from
that of Lindemulder, Meyries, and Veraar [2018]. Another proof, based on a
difference norm characterisation, is due to Lindemulder [2017]. The scalar case
of Theorem 14.7.15 is due to Shamir [1962] and Strichartz [1967]. Their proof
extends to the vector-valued setting only when the range space is isomorphic
to a Hilbert spaces (see Walker [2003]).

Interpolation with boundary conditions

Applications to complex interpolation with boundary conditions are given by
Lindemulder, Meyries, and Veraar [2018]. Among other things, the domains
of the fractional powers of the first order derivative with Dirichlet boundary
conditions are identified as D(97) = ¢ H*P(Ry; X) for s € (0,1). This extends
a special case of a result of Seeley [1972] to the vector-valued setting. Cer-
tain difficulties in obtaining such identities were overlooked in applications to
evolution equations for several years. The boundedness of pointwise multipli-
cation by indicator functions was proved recently in the anisotropic setting by
Lindemulder [2022]. This solves an open problem of Amann [2019], who used
the boundedness to obtain vector-valued and anisotropic extensions of some
of the results of Seeley [1972] on interpolation with boundary conditions.

Function spaces on domains and extension operators

Function spaces on domains O C R? are usually defined by restriction, declar-
ing that f € A5 (O) if there exists g € A5 (R?) such that f = g|o in the dis-
tributional sense; the norm on A5 (O) is then taken to be the corresponding
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quotient norm. From this definition, it is often complicated to decide whether
a given function belongs to A}  (O) and to estimate its norm. Extension oper-
ators help to get a better grip on this problem. Given a domain O C R%, an ex-
tension operator for O is a bounded linear operator Ep : A5 (0) — A3 (R?)
such that

(EOf)|O = fa f € Az,q(o)

For Lipschitz domains O, Rychkov [1999] constructed a ‘universal’ extension
operator Ep which enjoys this property for all s € R, p,q¢ € (0,00], and
A € {B, F}. His proof extends to the vector-valued and weighted setting. A
crucial ingredient is the work of Bui, Paluszyniski, and Taibleson [1996, 1997],
where the restriction that the Littlewood—Paley function ¢ should have com-
pact Fourier support is relaxed to a moment condition on ¢ and a Tauberian
condition on @.

Once an extension operator is available, one often tries to obtain an intrin-
sic characterisation of the functions in A;q((?), e.g., in terms of differences
and moduli of smoothness. As a consequence of the result of Rychkov [1999], a
difference characterisation for By ,(O) was obtained in Dispa [2003] for Lips-
chitz domains O. A difference norm characterisations for F5 .4(O) was obtained
by Prats [2019] for e-uniform domains (in particular, for LlprhltZ domains).

Other ways to construct extension operators can be found in the books
of Triebel [1983, 1992]. A classical method is to find an extension operator
for W¥*P(©), and use real and complex interpolation and duality to obtain an
extension operators for By  (O) and H*P(O) with |s| < k and ¢ € [, oc]. This
approach also works for Triebel-Lizorkin spaces if one uses the ¢9-interpolation
method from Kunstmann [2015] and Lindemulder and Lorist [2021]. These
techniques can also be used for vector-valued function spaces.

Another way to define function spaces on domains is by using wavelets;
see Triebel [2006].

Weighted function spaces

Bui [1982] defined and studied the spaces Bj ,(R% w) and Fj (R% w) for
all weights w in the class Ao = J,., Ap, where A, denotes the class of
Muckenhoupt weights as defined in Appendix J. Crucial to this approach is
the Peetre maximal function and the weighted version of Theorem 3.2.28.
The vector-valued setting was introduced and studied by Meyries and Veraar
[2012, 2015, 2014b], Lindemulder, Meyries, and Veraar [2018], and, from a
more abstract point of view, Lindemulder [2021].

Matrix-weighted Besov spaces have been introduced and investigated by
Roudenko [2003, 2004] for p € [1,00), and by Frazier and Roudenko [2004,
2008] for p € (0,00). The special case F) (W) of matrix-weighted Triebel-
Lizorkin spaces, and its identification with LP(W'), was already considered by
Nazarov and Treil [1996] and Volberg [1997], and more recently by Isralowitz
[2021], but a systematic introduction and study of the full scale of these spaces
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is only recently due to Frazier and Roudenko [2021]. Matrix-weighted versions
Foq (W) of the generalised Triebel-Lizorkin-type spaces of Yang and Yuan
[2008] have been subsequently studied by Bu, Hytonen, Yang, and Yuan [2023].

Two-weight Sobolev embedding

Haroske and Skrzypczak [2008] characterised the validity of the continuous
embedding

B30 o (R, wo) = Bt | (RY, wy)

in terms of the weights wy, w; € A, the exponents pg, p1,q0,q1 € (0,00],
and the smoothness parameters sy > s1. The compactness of this embedding
was characterised as well. A characterisation for Triebel-Lizorkin spaces was
obtained by Meyries and Veraar [2014b] under the additional assumption pg <
p1; as in Theorem 14.6.14, a microscopic improvement occurs. In the vector-
valued setting, the case of power weights is fully understood; see Meyries and
Veraar [2012].

LP—L9-multipliers

In the scalar-valued case, LP—L? Fourier multiplier theorems for p < ¢ first
appeared in the pioneering work of Hérmander [1960]. The scalar-valued case
has the advantage that one can often factor through an L2Z-space and use
Plancherel’s identity. In the Banach space-valued case, this is no longer possi-
ble unless additional conditions on the spaces are imposed. The singularities
in LP—L%-multiplier theorems for p < ¢ usually behave in a different way from
the case p = ¢. Often they are absolutely integrable in some appropriate sense,
and then trivially extend to the vector-valued setting by Proposition 2.1.3. A
typical example where this happens is the classical Hardy-Littlewood—Sobolev
inequality on the LP—L%-boundedness of f +— |- |75 x f.

For operator-valued LP—L4%-Fourier multipliers, different phenomena arise.
For details and applications to stability of Cy-semigroups we refer the reader
to Rozendaal and Veraar [2018a, 2017, 2018¢,b] and the survey by Rozendaal
[2023]. The homogeneous version of Corollary 14.7.7 implies the following
multiplier result of Rozendaal and Veraar [2018a].

Theorem 14.8.5. Let X be a Banach space with type po € (1,2] and let Y
be a Banach space with cotype qy € [2,00). Let p € (1,pg) and q € (qo,00),
where we allow p =2 if po = 2 and ¢ = 2 if go = 2. Let v € [1,00] satisfy
1= }% - %. If m : R\ {0} — Z(X,Y) is a strongly measurable function in
the strong operator topology, and such that

{1€17mm(€) : € € RT\ {0}}

is y-bounded, then T, uniquely extends to a bounded operator from LP(R%; X)
to LY(R%:Y)).
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The proof of this theorem is based on factorisation through v(L?(R%), X) and
uses the y-boundedness of the stated operator family. To obtain a homoge-
neous condition on m, one needs the homogeneous version of the y-Sobolev
embedding. It is not known whether Theorem 14.8.5 holds for p = py and
q = qo- An exception is the case where X and Y are p-convex and g-concave
Banach lattices, respectively; the result then follows from the homogeneous
version of Theorem 14.8.1. Theorem 14.8.5 was used by Rozendaal [2019] to
obtain boundedness of the H-calculus on fractional domain spaces for strip
type operators. Rozendaal and Veraar [2018a] also prove the following multi-
plier theorem under Fourier type assumptions.

Theorem 14.8.6. Let X be a Banach space with Fourier type po € (1,2] and
let Y be a Banach space with Fourier type q) € (1,2]. Let p € (1,pg) and

q € (qo,00), and let r € [1,00) satisfy + = % — %. If m: R\ {0} - Z(X,Y)

is a strongly measurable functions and m € L™ (R% Z(X,Y)), then Ty,
uniquely extends to a bounded operator from LP(R% X) to L4(R%Y)).

The condition m € L™ (R%; £ (X,Y)) allows for singularities of the form

|-|=/". The proof in the case Cyp, , == ||[|m|| 2(xv)| < oowith L —L =

L™ (R%) Po do
L is completely straightforward. Indeed, by Holder’s inequality,

To

(Rd)omm ‘J/C\Hpg
(R @po,y (R Con | 1o

Theorem 14.8.6 can be deduced from this estimate by an interpolation argu-
ment.

The above Fourier multiplier theorems are stated for one specific value
of p and ¢. However, if the kernel (see Hérmander [1960]) or the multiplier
(see Rozendaal and Veraar [2017]) satisfies certain Hormander conditions,
boundedness from L* into LY can be shown for all u,v € (1,00) satisfying
L_1_1_1_ % For example, a sufficient condition is

1T fllgo < S"q(),Y(Rd)Hmf”qé <
<

v v p g

sup [¢[1 T [0%m(€)|| < o0, ol < 4] +1.
§#£0
Under Fourier type assumptions on X and Y, the number of derivatives can
be further reduced.
Proposition 14.5.7 can be viewed as a mixed Besov—L4-Fourier multiplier
theorem in the same spirit as Theorems 14.8.5 and 14.8.6.
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