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1. Power Grid Cyber Resilience 

Digitalization is paving the way toward enhanced power grid operational capabilities and intelligence. The 

adoption of digital technologies is essential for the advancement of the forthcoming power grid. The integration 

of the Internet of Things (IoT), Artificial Intelligence (AI), and big data analytics are encompassed within this 

scope. They enhance power system sustainability, affordability, and resilience. The increased digitalization, 

however, also implies a greater risk from cyber vulnerabilities and threats. Various power systems facets such as 

transmission and distribution systems, digital substations, control centers, and wide-area communication networks 

are vulnerable to cyber attacks. It is widely acknowledged that the integration of Information Technology (IT) 

and Operational Technology (OT) systems introduces new threats and cyber security challenges. When it comes 

to ensuring the reliability of the future energy system and security of electricity supply, there is a pressing need 

to give close attention to the new vulnerabilities and dangers posed by grid digitalization. Therefore, cyber 

resilience is essential for further digitalization of the power grid.  

Cyber attacks on power systems are infrequent yet high-impact disruptions that can result in an extensive range 

of undesirable outcomes, e.g., load shedding, equipment damage, system instability, and power outages. The 

ramifications of a cyber attack on electrical power grids transcend the immediate disruptions, including cascading 

effects on interconnected power systems and other critical infrastructures, e.g., water supply, gas distribution, 

telecommunication, and transportation systems. The most notable cyber attacks on power grids are the twin attacks 

on the Ukrainian power grid in 2015 and 2016. These incidents clearly highlighted that cyber attacks on power 

grids are imminent threats that need to be addressed. Cyber attacks were conducted on the power grid in Ukraine 

on December 23, 2015, leading to power outages that affected approximately 225,000 customers [1]. On 

December 17, 2016, more advanced cyber attacks were carried out against the Ukrainian power grid. This attack 

led to a power outage in the distribution network, where 200 MW of load was unsupplied [2]. The capabilities of 

the adversaries behind these types of advanced cyber attacks pose an existential threat to the security of modern 

society. The emergence of cyber attacks on power systems has the potential to trigger cascading failures that can 

culminate in a catastrophic blackout, ultimately leading to a doomsday scenario. Furthermore, the absence of 

electricity has a significant impact on all social aspects, which can result in financial losses, damages, chaos, or 

even a loss of lives. 

Extensive research on cyber attacks on power grids was conducted in recent years. We identified three main 

research directions to address these challenges. The first research direction enhances the security of 

communication protocols utilized in power grid OT systems, which is essential [3]. The second research direction 

is toward cyber-physical system modeling and co-simulation using testbeds [4]-[7]. A simulated environment is 

necessary for power grid cyber security due to its nature as critical infrastructure with high availability 

requirements. Therefore, the implementation of a testbed enables researchers to safely conduct a variety of power 

system tests and cyber attack simulations. Finally, the third research direction is anomaly detection in power grids 

due to cyber attacks. It is noteworthy that the predominant focus of anomaly detection in the state-of-the-art 

pertains to the detection of online attacks on power grids in the context of False Data Injection (FDI) attack 

scenarios. This line of research concentrates on analyzing power system measurements to find anomalies in power 

grids [8]-[13]. Nevertheless, the cases of cyber attacks on power grids that have been reported in [1], [2], [14] 

were not associated with the execution of FDI attacks. In the early stages of the cyber kill chain, attackers target 

IT-OT systems rather than manipulating measurement data. Hence, there is a need for anomaly detection in OT 

communication traffic.  

This chapter provides essential knowledge of cyber attack mitigation for cyber-physical power systems, i.e., (i) 

secure communication protocols for operational technologies, (ii) cyber-physical co-simulation and penetration 

testing using cyber ranges, and (iii) network security controls and intrusion detection and prevention systems. 

Amongst the wide-scope mitigation, AI is highlighted as an emerging solution. This chapter presents how hybrid 

deep learning based on Graph Convolutional Long Short-Term Memory is used for anomaly detection in power 

system OT networks. Unlike traditional signature and supervised learning-based intrusion detection, hybrid deep 
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learning anomaly detection utilizes the OT traffic throughput. It takes advantage of the OT traffic’s deterministic 

and homogenous characteristics to provide robust and flexible anomaly detection for a wide scope of cyber attacks. 

The traffic anomalies are incorporated into an attack graph that aids power system operators to identify and 

localize anomalies of active attacks on power systems in near real-time. Cyber attack case studies and cyber-

physical co-simulation results are provided to demonstrate the efficiency of hybrid deep learning for anomaly 

detection. 

The chapter is structured as follows. Section I introduced the overview of power grid cyber resilience. Section II 

describes operational technologies vulnerabilities and secure communication protocols. In section III we present 

cyber-physical co-simulation and penetration testing using cyber ranges. Section IV provides state-of-the-art 

security controls and section V presents hybrid deep learning for anomaly detection in power system OT networks. 

Case studies are presented in section VI. The conclusions are discussed in section VII. 

2. Operational Technologies and Secure Communication Protocols 

2.1. Cyber Security of Operational Technology  

The term OT pertains to computerized systems that oversee industrial operations, including but not limited to 

Industrial Control Systems (ICS), Supervisory Control and Data Acquisition (SCADA), and Distributed Control 

Systems (DCS) [15]. SCADA is an OT system architecture designed specifically for managing large and complex 

processes. It collects data from the field and transmits it to the control center. It includes a control center, local 

control systems, and local and wide-area communication systems. Meanwhile, the DCS is a comprehensive 

process control system that comprises a range of components, such as controllers, sensors, actuators, and 

terminals. DCS systems are typically utilized for on-site control, whereas SCADA systems are commonly 

employed for remote control purposes. SCADA and DCS are both included under the umbrella term known as 

ICS.  

Typically, OTs have high uptime and availability requirements for mission-critical operations. IT systems, on the 

other hand, prioritize Confidentiality, Integrity, and Availability (CIA). For OT systems, however, availability 

and safety have the highest priority [3]. Therefore, cyber security controls ensuring confidentiality and integrity 

may interfere with the high OT availability requirements. As a result, this conflict leads to a tradeoff between 

availability and implementation of security controls in OT systems. 

In [16], the author demonstrated that OT systems encounter challenges in incorporating cryptography due to the 

significant computational time required for cryptographic processes. For example, in the IEC 16850 standard for 

OT systems, fault isolation and protection of Type 1A/P1 requires a maximum delay of 3 milliseconds. Despite 

the strength of cryptographic algorithms such as 2048-bit RSA and 1024-bit DSA, the processing time of 

cryptographic operations respectively entailed a total of 61.04 milliseconds and 14.90 milliseconds. Due to time 

constraints, this circumstance resulted in the adoption of less secure cryptographic methods that require less 

computational time, or in most applications, the complete absence of cryptographic measures. Consequently, this 

situation led to  cyber security implementation challenges in OT systems compared to IT systems. 

According to [17], it has been proposed that the optimal approach for ensuring cyber security best practices is to 

maintain an air gap between the OT and IT systems. However, in recent years, there has been a growing trend 

toward the IT – OT convergence [16]. Several contemporary IT-based solutions, such as virtualization technology, 

Software Defined Networking (SDN), cloud services, and edge computing are gradually being incorporated into 

OT systems. These technologies are double edge swords that offer benefits and introduce potential vulnerabilities 

at the same time. Therefore, it is crucial to address the potential threats and vulnerabilities that arise in the 

convergence of IT and OT. 

2.2. Secure Communication Protocols 

In order to successfully mitigate the threat of cyber attacks on power grids, it is important to first understand the 

relationship between computer networking and cyber security. Figure 1 presents the mapping between 

communication network layers and associated cyber threats and countermeasures, based on the well-known Open 

Systems Interconnection (OSI) seven-layer and Transmission Control Protocol/Internet Protocol (TCP/IP) four-

layer models. The seven-layer OSI abstraction explains the flow of data in computer networks as bits in the 

physical layer, frames in the data link layer, packets in the network layer, Transport Protocol Data Units (TPDUs) 

in the transport layer, Session Protocol Data Units (SPDUs) in the session layer, Presentation Protocol Data Units 

(PPDUs) in the presentation layer, and finally as Application Protocol Data Units (APDUs) in the application 

layer. SCADA communications typically uses APDUs to deliver the payloads, i.e., measurements and controls. 

Information exchange and delivery is done either through network layer or data link layer. Layer 2 communication 

is limited to the confines of a substation where the data is exchanged as a frame. Meanwhile, layer 3 
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communication is used for communication between the substations and control center. Layer 3 communication 

uses the TCP/IP stack and network routing mechanisms to deliver information. 

Figure 1 also shows the attack types for each layer of the OSI model and its associated countermeasures. The 

physical layer is prone to attacks such as sniffing and signal jamming. A suitable solution to protect layer 1 is by 

using physical security such as physical protection of cable connections. 

Information exchange at layer 2 uses physical addresses to identify hosts. This is typically implemented at 

substations, employing a broadcast mechanism for information delivery. Due to this situation, layer 2 

communication is prone to spoofing attacks. Attackers can observe all communication traffic in the network and 

mimic legitimate traffic to launch a spoofing attack. On the other hand, layer 3 communication works based on 

IP addresses. Unlike layer 2, the network layer is a closed-loop communication from source to destination using 

IP addresses and routing mechanisms. This form of communication is typically used between substations and the 

control center through a wide area network. However, layer 3 is vulnerable to man-in-the-middle attacks. 

Attackers can perform IP spoofing to mimic legitimate IP addresses for a successful man-in-the-middle attack. 

Layer 4 is the transport layer that defines communication protocols. Attacks on this layer mainly exploit protocol 

operations. For example, TCP sync mechanism can be exploited to launch a Denial of Service (DoS) sync flood 

attack. In order to protect layers 2, 3, and 4, security mechanisms such as network firewalls and intrusion detection 

and prevention systems can be applied. 

For power system communication, typically only layer 7 from the upper layers is used wherein the APDU stores 

traffic payload. Layers 5 and 6 are typically not used. This is due to the limitation of advanced security 

implementations in the application layers of power system communications. It is difficult to implement 

cryptographical techniques to secure power system communications due to the increased latencies. SCADA 

communication in a power system requires low latency and high rates of data exchange. Hence, communications 

in the power system are unencrypted and less secure in order to provide a better communication performance. 

Due to these limitations, cyber security of power system communication has become a vital issue. This chapter 

discusses secure protocols and security controls for power grids. 

 

Fig. 1. Mapping of OSI layers, cyber attacks and mitigation techniques. 

There are many standard protocols that have been deployed for power grid operations. However, the 

implementation of secure communication protocols poses a challenge in OT systems, owing to the high-

availability requirement. Consequently, security protocols have been identified to be critical areas requiring 

significant improvement [3]. We identified five approaches to improve the security of OT communication 

protocols. The first mechanism is achieved through altering the pre-existing protocols. The second approach 

involves the integration of established legacy power grid protocols with existing protocols that offer enhanced 

security measures. The third mechanism is achieved by developing a brand-new protocol. The fourth mechanism 

pertains to the enhancement of key exchange, while the fifth mechanism involves the integration of the protocol 

with blockchain technology. Figure 2 summarizes the secure OT protocol research directions. 
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Fig. 2. Summary of secure protocol research and classification. 

The first mechanism proposed an alteration of the existing protocols. The authors in [18] carried out a study 

utilizing formal methods to examine potential authentication vulnerabilities present in Distributed Network 

Protocol 3 (DNP3). Upon the identification of vulnerabilities, the authors subsequently suggested the 

implementation of security enhancements for the DNP3 secure authentication broadcast [19]. The conventional 

implementation of DNP3 employs a broadcast mechanism for the purpose of verifying the authenticity of 

communication that is transmitted between the master and remote station. The default broadcast mechanism sends 

information arbitrarily without a well-defined mechanism. This mechanism may lead to potential vulnerabilities 

like a man-in-the-middle attack, modification, replay, and injection attacks. The research in [19] proposes a 

modification of the DNP3 secure authentication broadcast message and checks the validity of the established 

connection. The proposed solution improves the efficiency and enhances the resiliency of DNP3 broadcast 

messages against man-in-the-middle attacks. In [20], the authors describe the Secure DNP3 protocol with 

additional authentication mechanism for enhancing communication integrity. An authentication challenge is 

issued by the slave when the master station requests a “write” message. The master station sends an authentication 

response. The slave confirms with acknowledgment and response messages. At this stage, it is inferred that the 

master station is recognized as a trustworthy and legitimate entity. The authors in [20] also present the security 

enhancement of Inter-Control Center Communications Protocol (ICCP) through the utilization of digital 

certificates to improve communication integrity. 

In the second direction, there is already research being done with the intention of using a combination of existing 

protocols to put the approach into practice. Authors in [21] proposed the utilization of Modbus communication 

via Transport Layer Security (TLS) Protocol to create a secure communication channel. The Modbus protocol is 

a conventional communication standard utilized in power grid systems that lacks security mechanisms. 

Meanwhile, TLS is considered a broadly adopted mechanism for facilitating secure communication through the 

use of encrypted data. The proposed mechanism involves the encapsulation and encryption of Modbus information 

within a TLS packet. The aforementioned mechanism necessitates the process of encapsulating and subsequently 

de-encapsulating data. Therefore, this approach shows that it is possible to implement power grid communications 

utilizing pre-existing security protocols. 

Instead of modifying existing protocols, the third direction is to create new protocols and standards. An example 

of a new standard is Open Platform Communication-Unified Architecture (OPC-UA), which replaces the previous 

versions of OPC through the integration of cryptographic and authentication mechanisms [20]. Another example 

is IEC 62351 which aims to mitigate cyber security concerns in current protocols via the implementation of 

cryptographic techniques [22]. Nevertheless, the deployment of cryptographic techniques presents several 

obstacles. One of the foremost challenges is related to the distribution of keys. Therefore, it comes to the fourth 

approach using key exchange and management enhancement. Key exchange and management have been 

identified as a challenge in the SCADA system [23]. Numerous key exchange and management schemes have 

been suggested to enhance the security of SCADA communication. However, a comprehensive solution to this 

issue cannot be achieved through a silver bullet solution. The proposed solutions inevitably entail a trade-off 

between real-time availability and security. The authors in [24] propose a scheme for the pre-distribution of 

SCADA network keys. The secret key is transmitted over the untrusted network using a pre-distributed matrix-

based key. Each device generates unique keys using an algorithm for key generation based on a preliminary matrix 

reference. This mechanism prevents a man-in-the-middle attack against the key. Unfortunately, if attackers 

successfully compromise a device, they may still be able to circumvent the secure communication process. 

The fifth proposed solution for enhancing security in power grid communications involves the implementation of 

blockchain technology. Data in the blockchain is stored in the form of a chain of information to preserve integrity 

[25]. The authors in [26] present diverse potential applications of blockchain technology in the context of power 

systems. The primary purpose of blockchain technology is to enhance credibility and safeguard the confidentiality 

of transactions within the energy sector. The proposal of utilizing blockchain technology to enhance the security 

of message exchange protocols in ICS was proposed in [27]. It is anticipated that blockchain technology will 

enhance the mechanisms for protocol identification, methods for authentication, and chain of encrypted 

information. This type of scenario could be appropriate for limited message transmissions. Nevertheless, the 
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communication traffic of power grids primarily comprises telemetry and measurement data that exhibit a high 

volume of traffic. Therefore, the implementation of blockchain remains challenging and there is currently no 

practical implementation of blockchain to improve the security of power grid communication protocols. 

To summarize, the implementation of the first and second mechanisms represents a straightforward approach to 

promptly enhance the security of power grid communication protocols. These solutions exhibit a high degree of 

elegance in addressing deficiencies pertaining to data encryption and authentication in legacy power grid 

protocols. Nevertheless, these mechanisms may lack reliability due to the absence of inherent security within the 

protocols. The fourth and fifth mechanisms have the potential to serve as alternative solutions for augmenting the 

key exchange and authentication aspects of the protocol. Nevertheless, similar to the aforementioned alternatives, 

these approaches are not inherently incorporated within the existent protocols. Therefore, the third mechanism 

has the potential to emerge as a viable alternative for enhancing protocol security over a longer time frame. New 

security standards, e.g., IEC 62351, provide guidelines and requirements for implementing security measures to 

protect the operation and data exchange within OT systems, including protection against cyber threats and 

unauthorized access. Unfortunately, the implementation of new protocols is a time-intensive process. Moreover, 

the implementation of new protocols does not always guarantee high reliability and security. For instance, in [28], 

it was demonstrated that IEC 62351 is still susceptible to resource exhaustion attacks. 

3. Cyber-Physical System Co-Simulation and Cyber Ranges 

A power grid is an example of critical infrastructure that requires a high level of availability. Conducting 

experiments on actual power grids is a challenging task owing to their stringent operational requirements. 

Therefore, Cyber-Physical System (CPS) modeling and simulation are essential components of the research. In 

this section, we classify the CPS modeling and simulation into two parts. The first part provides an overview of 

power grid co-simulation testbeds. Meanwhile, the second part elaborates on the integration of cyber ranges in 

the CPS testbed. 

3.1 Cyber-Physical Power System Co-Simulation 

The utilization of CPS modeling and simulation provides significant importance in the domain of power system 

resilience research. Many survey papers concerning the current state of the art in smart grid modeling can be found 

in [29]-[33]. This section focuses on CPS models with cyber security capabilities. The CPS modeling framework 

comprises two primary components, i.e., the power systems and IT-OT systems. Table I provides a summary of 

the CPS model simulators utilized in power systems. There are many power system simulators currently available, 

including but not limited to Real-Time Digital Simulator (RTDS), OPAL-RT, Typhoon HIL, DIgSILENT 

PowerFactory, GridLab-D, OpenDSS, Siemens PSS/E, Homer, Cymdist, PSAT, and MATPOWER. Numerous 

communication network simulators are also available, including NS-2, NS-3, OPNET, OMNeT++, NetSim, 

NeSSi, DeterLab, and Mininet. Therefore, there are numerous potential combinations of power systems and 

communication network simulators for the purpose of modeling the cyber-physical power system.  

 

According to the state-of-the-art literature review [29]-[33], RTDS has emerged as the preeminent simulator for 

power systems. RTDS is a computational tool that enables the simulation of power systems in real-time, allowing 

for the accurate representation of the dynamic behavior of these systems in synchronization with the actual system 

time. This capability is important in the context of testing and validating control systems, protection schemes, and 

other applications that require timely execution. In the meantime, for IT-OT communication networks, the 

majority of organizations are moving toward adopting a virtual environment that is based on Virtual Machines. 

Over the past ten years, there has been a rise in alternative communication network simulators for the CPS model 

of power grids, including OPNET [41]-[43], OMNET++ [44], [45], and NS2/NS3 [46]. Nevertheless, the fidelity 

of these simulators is inferior when contrasted with the virtual environment. 

Table I. Cyber-physical system models for power systems research. 

Cyber-Physical System Power System Simulator IT-OT Simulator Protocols 

TASSCS [34] Software Based OPNET DNP3, IEC 61850, OPC UA 

SCADASim [35] Software Based OMNeT++ DNP3, Modbus 

Washington State University [36] RTDS Mininet, Core IEC 61850, Modbus, DNP3 

DeterLab [37][38] Software Based Virtual Machine - 

ISAAC [39] RTDS Real Hardware IEC 61850, IEEE C37.118, DNP3 

SCEPTRE [40] PyPower, OpenDSS, PowerWorld Virtual Machine - 
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In summary, the communication network simulators utilized for CPS modeling of power grids can be classified 

into four different categories. They are 1) code/script-based, 2) software-based, 3) virtualization-based, and 4) 

real hardware implementation. Figure 3 displays the clustering and categorization for each respective category. In 

Figure 3, each category is evaluated according to its scalability and level of fidelity. It would be preferable for the 

CPS model to have higher scalability as well as fidelity. The most realistic and least scalable form of simulation 

is real hardware. The most scalable simulators, meanwhile, are code-based simulators. Code-based simulators 

enable the simulation of a network at a large scale. However, the code-based needs to specify what constitutes 

communication and it requires to manually specify each type of communication functionality in the code. 

Furthermore, unlike in a real system, the communication process is not natural. The subsequent category pertains 

to simulators that are based on software. The low scalability and low fidelity of these particular simulators leave 

it a less desirable alternative. Considering the aforementioned factors, it is very likely that the optimal choice for 

simulation would be based on virtualization. 

 

 

Fig. 3. Comparison of communication network simulators for CPS modelling. 

A Virtual Machine (VM)-based simulator is likely to provide an environment that is nearly identical to that of real 

hardware. It also can be more scalable than real hardware through hardware virtualization techniques using 

hypervisor. For instance, DETERLab is classified as a VM because it consists of a cluster of VMs. The other 

option is Mininet, an operating-system level virtualization, which works based on the Linux namespace over 

containerization. In contrast to VMs, containers employ virtualization to encapsulate the Operating System (OS) 

and application dependencies, thereby allowing for the sharing of the host OS kernel across multiple containers. 

In summary, it can be concluded that the most suitable alternatives for communication network simulation are 

those based on VM and container technologies, as they offer an optimal equilibrium between scalability and high 

fidelity.  

 

Fig 4. Comparison of real hardware, virtual machines, and container-based system. 

The differences between an application running on actual physical hardware, virtual machine, and containerization 

are illustrated in Figure 4. When compared to actual hardware, VM allows us to run applications in a more isolated 

manner within the operating system. This feature enables users to simulate a greater number of virtual 

environments within the IT-OT network. However, as illustrated in Figure 4, the VM was required to install the 

guest operating system on top of the host operating system. The scenario involving the stacking of operating 



9 

 

systems is known to significantly consume a substantial amount of resources. To address this challenge, operating 

system level virtualization through containerization applications such as Docker and Linux-based namespace have 

experienced an increase in popularity in the past few years [47]. One of the reasons for this is that they are able to 

deploy applications directly on top of the host operating system by utilizing an isolation mechanism, which 

optimizes the utilization of available resources. In addition, the utilization of containers enables users to emulate 

a greater number of hosts and larger networks in comparison to VMs. Due to the aforementioned factors, operating 

system virtualization solutions may become the most suitable network communication simulation tool for 

modeling power grid CPS. However, the current implementation of power grid CPS models developed through 

containerization is limited. It is likely that the number of implementations will increase in the near future, which 

will align with the development of virtualization technology. 

Figure 5 depicts  an example of CPS co-simulation architecture implemented in Control Room of the Future 

(CRoF) technology centre at Delft University of Technology (TU Delft). It is composed of a simulation of the 

power system as well as an IT-OT simulation. DIgSILENT PowerFactory and RTDS are used for the simulation 

of the power system, i.e., IEEE 39-bus. The power system model provides circuit breaker status and measurement 

data of active and reactive powers, voltages, and currents from busbars, lines, and generators. The implementation 

of OPC-UA facilitates the interfacing of data exchange between power grids and IT-OT simulation. The 

implementation of the IT-OT architecture is carried out through the application of Mininet. Each host in the IT-

OT network, e.g., merging units, intelligent electronic devices, network switches, routers, databases, etc., are 

implemented in Mininet using containers. Every container incorporates a tailored application for IT-OT host 

operations, such as the acquisition and transmission of measurement data, control setpoints, database access, and 

so forth. The current implementation of CPS comprises of 27 substations and 210 hosts. A unique application has 

been tailored for each host to replicate the CPS of power grid components. At present, the simulation of all 27 

substations runs on 50,000 lines of code on 26 VMs. 

 

Fig. 5. CPS architecture in CRoF at TU Delft. 

3.2 Cyber Range for Cyber-Physical Power Systems 

Cyber ranges have emerged as a prevalent approach for evaluating defense mechanisms and simulating potential 

attack strategies in the domain of cyber attack and defense simulations [48]. Typically, cyber ranges have been 

predominantly utilized in the environment of IT systems. In order to align with forthcoming power grid operations, 

it is essential that CPS models possess cyber range capabilities to enable investigation and assessment of future 

power grid cyber security. 

In accordance with the CPS model depicted in Figure 5, a cyber range was incorporated into CRoF. Figure 6 

depicts the CPS and cyber range architecture, enabling blue and red teams experiments. The blue team is typically 

responsible for safeguarding an organization’s IT-OT assets and infrastructure, serving as the internal security 

team or defenders [49]. Their responsibility entails upholding the security posture of both the IT-OT systems and 

networks. The blue team has several key objectives, e.g., system monitoring, defending, incident response, and 

cyber security assessment. Meanwhile, the red team plays the offensive or adversarial role in the cyber range 

exercise [49]. The red team conducts realistic cyber attacks and attempts to get past the organization's security 
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controls. The main goals of the red team are penetration testing, vulnerability analysis, reporting and providing 

security recommendations. 

 

Fig. 6. CPS and cyber range architecture of CRoF at TU Delft. 

Figure 7 presents the deployment of blue and red team's instruments for the power grid IT-OT systems in CRoF. 

The blue team employs multiple applications to ensure the secure operation of the power system. These 

applications include Security Information and Event Management (SIEM), intrusion detection and prevention 

systems, SDN, impact analysis and defense against cascading failures, and power system restoration. 

Contrariwise, the red team employs cyber attack tools to execute Open Source Intelligence (OSINT), payload 

delivery, IT-OT reconnaissance, lateral movement, response function inhibition, and malicious control. The red 

and blue teams are engaged in a cyber range competition to evaluate the capabilities of power system operators 

and Computer Security Incident Response Team (CSIRT) to mitigate the impact of cyber attacks on power grid 

operation. 

 

Fig. 7. Blue and red team tools for power grid IT-OT systems in CRoF at TU Delft. 

4. Network Security Controls 

Security controls are a set of measures and mechanisms that are put in place to ensure the protection of information 

systems from potential threats, vulnerabilities, and unauthorized access. Security controls have been devised with 

the purpose of reducing potential hazards and guaranteeing the confidentiality, integrity, and accessibility of both 

data and resources. This section discusses the state-of-the-art research conducted on network security controls for 

power grids, which are divided into two categories, i.e., firewalls and Intrusion Detection System and Prevention 

Systems (IDPS). The summary of network security controls is provided in Table II. 
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4.1 Firewalls 

The firewall was initially designed to operate predominantly through conventional IT systems. However, the 

implementation of a firewall is also a viable measure for enforcing security controls for power grids. In [50], a 

proposal was made for a Linux-based firewall modification intended for use in power grid applications. The Linux 

operating system features a firewall application that is configured through the implementation of iptables rules. 

Iptables enables the user to designate IP address origin and destination, port, and packet type for inclusion in either 

a blacklist or whitelist reference. Furthermore, the study suggests the utilization of an extra 32 bits of header data 

derived from the DNP3 protocol. The decision to filter is made using 32 bits of information extracted from DNP3 

packets. In [51], another variant with a comparable filtering mechanism was proposed for the Modbus protocol. 

In general, implementing security measures based on firewalls represents a straightforward approach to 

safeguarding communication networks for power grids. The firewall operates on predetermined rules that are 

hardcoded, and subsequently applies these rules to filter packets accordingly. Unfortunately, a firewall is 

considered inadequate for dealing with advanced cyber attacks. By utilizing advanced methods of attack, 

adversaries may circumvent the static firewall rules. 

Another type of firewall known as Next-Generation Firewall (NGF) is equipped with the capacity to perform 

Deep Packet Inspection (DPI). DPI enables NGF to not only inspect the header information of a packet, but also 

to inspect the contents and contextual information of the packet payload. Several studies have suggested the 

utilization of DPI applications for enhancing security measures in power grids. For instance, the DPI application 

for IEC 104 protocol is researched in [53]-[55] and other OT protocols in [52]. NGF exhibits superior performance 

when compared to traditional packet filtering firewalls. Prior knowledge of the traffic is a prerequisite for NGF to 

effectively execute traffic classification and filtering. Consequently, NGF exhibits limitations in its ability to 

identify anomalies from new types of cyber attacks. 

4.2 Intrusion Detection and Prevention Systems 

IDPS is a security mechanism that was specifically developed to identify and counteract any malicious actions or 

unauthorized entry attempts that may occur within an IT-OT system. The operational mechanism involves the 

monitoring of network traffic, system events, and user activities with the aim of detecting potential security 

breaches or policy violations. In general, there exist two primary classifications of IDPS, namely signature-based 

and anomaly-based. 

A signature-based IDPS operates by utilizing a predetermined set of information, i.e., signatures for known cyber 

attacks, for classifying the network traffic. Numerous studies have been carried out related to the utilization of 

TABLE II.  Summary of network security control applications. 

Security Control Methods Protocols  References 

Firewall 

Packet filtering 
DNP3 [50] 

Modbus [51] 

Next Generation Firewall / Deep Packet 

Inspection 

Not specified [52] 

IEC 104 [53]-[55] 

IDPS 

Signature-based 

Not specified [56],[57] 

IEC 104 [58],[59] 

Modbus [60]-[63] 

DNP3 [60],[64] 

Siemens S7 [65] 

IEC 61850 [66]-[69] 

IEEE C37.118 [70] 

Anomaly-based and AI-based 

Not specified [71]-[88] 

IEC 104 [90] 

DNP3 [91]-[93] 
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signature-based IDPS in various power systems-related communication protocols. These include IEC 104 [58], 

[59], Modbus [60]-[63], DNP3 [60],[64], Siemens S7 [65], IEC 61850 [66]-[69], and IEEE C37.118 [70]. 

Additionally, certain implementations have been developed for carrying out general OT protocols as described in 

[56]-[57]. 

An alternative type of IDPS runs through the application of anomaly detection techniques. Rather than depending 

on pre-defined attack signatures, this approach establishes a standard baseline for typical behavior for the network, 

systems, and users’ activities. The system continuously observes network traffic and system events, seeking out 

any deviations or anomalies from the normal pattern. An alert is generated if an activity or behavior deviates 

significantly from what is considered normal. An anomaly-based IDPS is an effective method for detecting 

previously unseen or zero-day attacks and advances attack techniques. 

Statistical analysis, expert systems, and AI are three techniques that can be employed to identify an anomaly. In 

recent years, the AI-based technique gained more attention. In general, AI-based methods can be subdivided into 

machine learning and deep learning. Prior studies have proposed the application of machine learning techniques 

for IDPS in power grids. The vast majority of the research focuses on IDPS in general and does not address any 

specific OT protocols [71]–[88]. Some of them also implement anomaly-based IDPS for specific protocols, e.g., 

IEC 104 [89], IEC 61850 [90]. 

Deep learning is a subset of machine learning that involves more complex neural network layers and higher 

computing demands. Some of the popular deep learning models include Convolutional Neural Network (CNN), 

Recurrent Neural Network (RNN), Long-Short Term Memory (LSTM), and Graph Neural Network (GNN). In 

[92], the authors proposed IDPS based on deep learning to classify DNP3 traffic. The traffic is classified into four 

categories, i.e., normal, DoS attack, unsolicited attack, and cold restart attack. Another example, CNN-based 

attack detection for DNP3 protocol was proposed in [91]. More deep learning-based IDPS examples are provided 

in Table II. Although deep learning requires more computational resources, it outperformed traditional machine 

learning in terms of performance. As a result, the majority of IDPS research in recent years has focused on 

applications of deep learning. 

5. Hybrid Deep Learning for Anomaly Detection in Power System OT Networks 

This section provides an anomaly-based IDPS solution using hybrid deep learning for power grid OT systems. 

The vast majority of deep learning-based IDPS is mainly focused on IT system applications [93]-[96]. Despite the 

integration of a utility's IT and OT systems, the traffic patterns exhibit distinctive characteristics. The network 

traffic in OT systems is generated from automated processes that exhibit deterministic and homogenous behavior, 

whereas the network traffic in IT systems is composed of user-generated data that exhibits a stochastic behavior 

[97]. Consequently, the deployment of traffic-based anomaly detection in OT systems differs from IT. In order to 

solve this challenge, hybrid deep learning techniques are used to develop an IDPS for OT systems. 

Deep learning-based IDPSs are encountering challenges due to their reliance on training datasets for their 

objectives of anomaly detection and classification. Consequently, it cannot detect new or unknown types of cyber 

attacks. In order to fill this gap, rather than relying on data that has been specifically labeled for each type of 

attack, quantitative anomaly is used. The OT communication traffic throughput is utilized in quantitative anomaly 

detection. The quantification of throughput is represented as a time series, resulting in a distinctive waveform 

pattern, as demonstrated in [98]-[100]. Therefore, rather than classifying specific attack types or sequences, the 

time series traffic flow throughput is classified into two categories, i.e., normal and anomalous. The following 

subsections provide more detailed explanations on hybrid deep learning for anomaly detection in power system 

OT networks. They are classified into three parts including wide area monitoring for OT networks, hybrid deep 

learning model for anomaly detection, and attack graph methods for power system wide situational awareness in 

near real-time. 

5.1. Wide-Area Monitoring of OT Networks 

The implementation of wide area monitoring is needed for the purpose of observing traffic behavior within control 

center and substation OT networks. Wide area OT traffic monitoring for power grids can be enabled by using 

SDN. The SDN networking paradigm is founded on the principles of network virtualization and the separation of 

data and control planes [93]. Figure 8 represents the SDN architecture for power grids consisting of three different 

abstraction layers. These layers are referred to as the data plane, control plane, and management plane. The 

conventional OT communication networks are represented by the data plane, whereas the control plane provides 

control capabilities over the data plane. The deployment of various network applications, such as routing 

algorithms, load balancers, IDPS, attack graph models, and so on, is made possible by the SDN management 

plane. While SDN is a relatively new concept in computer networking, prior studies have explored its application 

in cyber-physical power systems, as evidenced by other research [94]-[98]. 
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Fig. 8. SDN architecture for power grid OT networks. 

Previous studies have utilized SDN to detect anomalies by relying on traffic flow data [99], [100]. However, these 

works do not aim to identify anomalies caused by cyber attacks in OT networks. Furthermore, an analysis that is 

critical in nature of the state-of-the-art techniques for detecting anomalies in communication traffic indicates the 

following. (1) Current SDN applications designed for cyber-physical systems lack emphasis on securing OT 

networks against cyber threats [99], [95]-[100]. (2) The rules governing them are exclusively developed on packet 

flow [100]. (3) The cyber kill chain is disregarded and stealthy cyber attacks are not taken into account [99],[100].  

SDN can be used to perform real-time monitoring of network traffic that originates from the data plane of the 

power system OT networks. In addition, the primary emphasis of this research is placed on the detection of 

anomalies during the early stages of the cyber kill chain in order to minimize the severity of the impact during the 

later stages. Network virtualization enables the SDN controller to monitor and control network traffic as well as 

implement custom network applications. SDN enhances monitoring and control of OT networks by gathering 

communication traffic reports in the control center. The traffic observation points are depicted as small red squares 

that are dispersed throughout the substations and control center. Using these observation points, the real-time OT 

network traffic is monitored from the control center in order to detect traffic anomalies at each substation and 

generate an attack graph in near real-time. Spatial-temporal data is obtained by collecting OT network traffic 

throughputs for each observation point. This data is subsequently utilized for hybrid deep learning techniques. 

5.2. Hybrid Deep Learning Model for Anomaly Detection 

Previous research has investigated the detection and classification of anomalies using time series data [101]-[104]. 

The state-of-the-art Time Series Classification (TSC) techniques have been built on deep learning models 

[103],[104]. Nevertheless, their efficacy in identifying stealthy attacks is limited due to their inability to detect 

small changes in network traffic throughput. Furthermore, these techniques exhibit poor performance owing to 

the presence of imbalanced data, as evidenced by their F1 and Geometric mean scores. Therefore, a hybrid deep 

learning approach can be used to tackle these challenges in detecting anomalies in the traffic of power grid OT 

networks. The hybrid model employs CNN, Graph Convolutional Network (GCN), and LSTM. The methodology 

utilizes unsupervised learning techniques to acquire knowledge on the intricate patterns of OT network traffic 

throughput, and supervised learning techniques to accurately classify the OT traffic. 

The proposed method uses Graph Convolutional Long Short-Term Memory (GC-LSTM) to learn the traffic 

behavior of the OT network. Two machine learning models are applied in GC-LSTM, i.e., GCN and LSTM. The 

GCN utilizes graph-based representations of the OT network topology and incorporates localized features from 

neighboring communication nodes in the spatial domain. Subsequently, the LSTM will carry out temporal learning 

based on the time-series data of the observed OT network traffic. The integration of GCN and LSTM confers the 
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benefit of acquiring knowledge from both the spatial and temporal domains. Several applications utilizing spatial 

and temporal models based on graphs have been proposed in [105]–[108].  

 

Fig. 9. CyResGrid attack graph generation processes 
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This chapter presents CyResGrid [109], an innovative approach for predicting nodal features by leveraging the 

communication network topology and characteristics of neighboring graph nodes based on the OT traffic 

observation locations. CyResGrid processes depicted in Fig. 9 consist of four stages, i.e., a) GC-LSTM training 

and Traffic Dispersion Graph (TDG), b) CNN training for Time Series Classification (TSC), c) near real-time 

anomaly detection and nodes classification, d) attack graph generation and  visualization. Initially TDG and GC-

LSTM for analyzing the power system's OT network traffic as shown in Figure 9(a). The TDG extract network 

topology based on observed traffic in OT network. The GC-LSTM learns the complex behavior of OT traffic data 

and topology. The prediction output from GC-LSTM  subsequently generates traffic for the supervised predictions 

of CNN as shown in Figure 9(b). Based on GC-LSTM and CNN training results, a hybrid combination of 

unsupervised and supervised models is used for OT traffic anomaly detection and nodes classification as shown 

in Figure 9(c). Finally, the nodes classification result and network topology information are integrated into an 

attack graph depicted in Figure 9d. 

The primary input for the GC-LSTM approach is the graph structure of the OT network topology. TDG is used to 

derive this particular graph structure. The Graph (G) elements are vertices/nodes (V), edges/links (E), and 

adjacency matrix (A). The adjacency matrix is a representation of elements denoted by Ai,j, where i and j are node 

index numbers. Ai,j equals 1 when two nodes are connected and 0 when they are not. In Eq. (1), the GCN model 

is predicated on the Hadamard product multiplication (⊙) of the weight matrix (Wgcn), adjacency matrix (A), and 

node features derived from the historical traffic data (Xt). The adjacency matrix is a mathematical representation 

that encapsulates pertinent details concerning the topology of the OT network. The modified adjacency matrix (

Â ) is obtained by adding the identity matrix (I) to the original adjacency matrix (A). The time series data set (Xt) 

is modelled by an equation that accounts for a specific time point (t) and the overall number of time observations 

(T). The node feature matrix (X) contains information about each node (xi), where n represents the total number 

of nodes. The equation takes into account the exponent k, which represents the number of hops from a 

communication node to its neighbouring nodes, as described in [107] and [110]. Following the acquisition of 

spatial features through the GCN, the LSTM model is subsequently employed to examine the temporal or time-

series characteristics. The functions and processes that occur within an LSTM cell are described in Eq. (2–7). The 

LSTM process comprises six primary sub-equations, namely the forget gate (ft), input gate (it), output gate (ot), 

internal cell state (c't), transferable cell state (ct), and hidden state (ht). 

( )
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k

t gcn tGCN W A X     (1) 

1(( ) ( ) )k
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1(( ) ( ) )k
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1(( ) ( ) )k
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1 'tanh(( ) ( ) )k
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'
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tanh( )t t th o c=     (7) 

 

TSC is implemented using a CNN algorithm with a multi-layer convolutional and ReLU activation function, as 

depicted in Eq. (8). The variables under consideration in (8) are the number of layers (l), filter size (m), weight (w), 

and bias (b). This model is trained to optimize classification performance based on previous GC-LSTM output. We 

perform hyperparameter tuning based on the number of layers, filters, and kernel size to develop our hybrid deep 

learning model. The deep learning model is optimized by using the technique of Bayesian optimization [111]. The 

optimization function seeks to maximize the efficacy of deep learning, as described in Eq. (9). The surrogate model 

and acquisition function are the foundation upon which Bayesian optimization is built. The Gaussian process serves 

as a surrogate model, enabling the quantification of uncertainty pertaining to regions that are not directly observable. 

In order to attain the optimal value of the objective function, the Expected Improvement (EI) is employed as the 

acquisition function. Iterations are carried out in Bayesian optimization in order to obtain a function that has the 

best possible performance. Through the iterative process, the CNN with the best performance is obtained that 

consists of three layers, sixty-four filters, and three kernel sizes. After the optimization, CNN is used to perform 

binary classification for each node into normal and anomalous. The classification is performed based on TSC from 

time series throughput data for each node (X). The result from the classification is then used to construct a forensic 

graph in the following stage.  
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5.3. Attack Graph for Situational Awareness 

Attack graphs can be used to model CPS vulnerabilities and exploits. An attack graph is an essential instrument 

for vulnerability analysis and development of mitigation strategies. In the context of a communication network, 

numerous hosts are susceptible to potential vulnerabilities. Consequently, cyber security of the entire CPS cannot 

be reliant solely upon the security of an individual host. Hence, it is crucial to detect and classify all susceptible 

nodes/hosts within a communication network as a group of possible threats in the CPS. Therefore, in this research 

the observation and analysis of anomalous OT traffic behavior is used to detect potentially compromised nodes 

in the control center and substations. The data pertaining to anomalous nodes is subsequently utilized to generate 

an online attack graph in near real-time covering all OT networks of the power grid. 

The process of generating an attack graph is described in Algorithm 1. The algorithm takes the OT network traffic 

(X) as its input. The GC-LSTM algorithm is used to predict the OT traffic based on the network traffic data 

obtained from each substation (Xn). The GC-LSTM architecture generates a series of traffic forecasts (ht) as its 

outputs. The corresponding output obtained from the prediction process is subsequently utilized as an input for 

the CNN-based TSC. Time series-based anomaly detection is conducted for every node (a) within V. The classifier 

categorizes individual nodes as either anomalous or normal, utilizing the input OT traffic prediction. 

Subsequently, the aforementioned data is utilized to formulate the attack graph.  

Algorithm 1: CyResGrid Attack Graph Generation 

Inputs: S{s1,s2.,..sn }; X ∈ sn: Substations traffic data 

{𝑥1, 𝑥2, … , 𝑥𝑛} ∈ 𝑋: Nodes traffic data 

Outputs: 𝛬 = {{ 𝑎i, 𝑎̅i ,  ∈  𝑉}}: Nodes classification as attack graph 

1 
Iteration for each substation 

for si in S do 

2  for t = 1 to T do 

3 
  Traffic prediction 

𝐺𝐶𝑁𝑡
𝑘 ← (𝑊𝑔𝑐𝑛  ⊙ 𝐴̂𝑘) 𝑋{𝑥1, 𝑥2, … , 𝑥𝑛}𝑡 

4   ht, ct = LSTM (
1 2 1 1{ , ,...., } , , ,k

n t t t tX x x x GCN h C− −
) 

5 
  Iteration for each node a in V 

for a in V   

6 

   Node classification 

1
1

,( )

m
l

i t ia w h b
−

−= +
 

7   end for 

8  end for 

9 end for 

10 return: 𝛬 = {{ 𝑎i,   𝑎̅i , ∈  𝑉}} 

 

{{ , , }}i ia a V =        (10) 

{{ , , },{ }}i i ia a V u V =       (11) 

There are two different types of attack graphs, which can be comprehended by Eq. (10) and (11). Attack graph 

type I, as described in Equation (10), is generated by applying prior knowledge of the OT network topology and 

the output of node classification. In the meantime, the attack graph type II presented in Eq. (11) takes into 

consideration unknown nodes based on the TDG. There are two elements of attack graph (𝛬) type I as indicated 
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in Eq. (10), i.e., normal nodes (ai), and anomalous nodes (𝑎̅i). Both aforementioned nodes are constituent elements 

of the set of known nodes (V). On the other hand, the attack graph of type II, which is shown in the Equation (11), 

consists of one additional element of the unidentified node. Nodes that cannot be identified are regarded as 

anomalous due to their lack of association with the known nodes (V). 

Figure 10 depicts an example comparison of attack graph representations of the OT network under normal OT 

network traffic conditions in Figure 10(a), and under anomalous traffic conditions in Figure 10(b) and 10(c). The 

anomalous network traffic conditions are determined based on observed abnormal node behavior shown in red. 

Subsequently, these nodes are integrated to construct an attack graph (𝛬). There are three elements in the attack 

graph, i.e., normal nodes (𝑎i), anomalous nodes (𝑎̅i), and unidentified nodes (𝑢𝑖). The first attack graph type 

depicted in Figure 10(b) categorizes nodes as anomalous based on the traffic patterns observed from all identified 

nodes. In contrast, the attack graph of type II depicted in Figure 10(c) considers all unknown nodes to categorize 

abnormal behavior. The recognition of unidentified nodes (ui) is dependent upon acquiring addresses from 

unknown sources or destinations through the TDG. It is presumed that the presence of the unknown nodes (ui) 

indicates an active cyber attack that is being launched from an unlisted host within the known OT network (V). 

 

Fig. 10.  Attack graph representation for normal and anomalous traffic: a) Normal graph, b) Attack graph type I 

which contains normal and anomalous nodes, and c) Attack graph type II which contains normal, anomalous and 

unidentified nodes. 

 

6. Cyber Attack Case Studies 

This section presents an analysis of two case studies, which involve instances of cyber attacks on a digital 

substation and wide area networks. In the first scenario, the digital substation is the target of the cyber attack, 

whereas in the second scenario, multiple substations are targeted. 

6.1 Substation Attack Exploiting GOOSE Protocol Vulnerabilities 

The primary objective of a cyber attack targeting a digital substation is to alter, disrupt, or incapacitate the 

functionality of one or more protection, automation, or control devices. Figure 11 illustrates a Hardware-in-the-

Loop (HIL) setup employed to execute cyber attacks on a digital substation and implement the  anomaly detection 

using hybrid deep learning and attack graph method. RTDS is used to model the power system in real-time. The 

implementation of data exchange between the RTDS and substation OT communication network is facilitated 

through the utilization of GTNET cards. The OT network within the substation comprises of Intelligent Electronic 

Devices (IEDs). The IEDs are in compliance with the IEC 61850 standard, including Generic Object Oriented 

Substation Event (GOOSE) and Sampled Values (SV) messaging. A host was compromised inside the substation 

from where the cyber attack is conducted.  
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Fig. 11.  Cyber-physical experimental architecture to analyze impact of cyber attacks on digital substations. 

During simulation, the GTNET cards periodically send IEC 61850 SV packets to IEDs communicating sampled 

voltage and current measurements. A switch that functions at the Data Link Layer (Layer 2) of the OSI model is 

connected to the hosts that make up the substation network. As a consequence, in the configuration of the 

substation network, each packet is sent to all hosts that are connected to the switch. The IEDs can detect a fault 

simulated in RTDS and issue control commands using IEC 61850 GOOSE to open circuit breakers and clear the 

fault. The compromised host is connected to the Ethernet switch. The attacker uses various tools to perform 

network reconnaissance and sniff the OT network traffic through the network switch. Following weaponization, 

the attacker injects spoofed GOOSE packets into the switch to open circuit breakers [112],[113]. Based on the 

HIL setup and cyber attack scenarios, OT network traffic data is collected from the switch for analysis using 

CyResGrid. The OT data collection process is carried out through Wireshark, in accordance with the substation 

network configuration.  

Figure 12 presents the attack graph results for the cyber attack conducted on the digital substation, i.e., network 

reconnaissance and GOOSE attacks. There are 85 nodes in total present in each graph (a)-(c).Figure 12(a) depicts 

the attack graph while the OT network is operating normally indicated with blue nodes. Meanwhile, Figure 12(b) 

and 12(c) shows the attack graphs under GOOSE and network reconnaissance attacks. The anomalous 

communications are indicated with red nodes. The GOOSE attack is characterized by targeting specific nodes, 

which are linked to IEDs and compromised host, resulting in anomalous traffic patterns. During a reconnaissance 

attack, the attackers focus on targeting numerous hosts within the IP address ranges. As a result, a greater number 

of nodes exhibit anomalous behavior depicted with red, indicating the presence of anomalous OT traffic in the 

digital substation. 

 

Fig. 12. Attack graph results for cyber attacks  on digital substation. 
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6.2 Wide-Area OT Anomaly Detection with Attack Graphs 

The monitoring of OT traffic over a wide area is facilitated by SDN using the architecture depicted in Figure 8. 

The traffic data is collected as spatial-temporal dataset in real-time. It serves as input for the hybrid deep learning 

model, which is used to generate attack graphs in near real-time. Figure 12 depicts the comprehensive attack graph 

map utilized for the purpose of identifying and visualizing online cyber attacks on the power grid, i.e., Distributed 

Denial of Service (DDoS) and network reconnaissance. The attack graph illustrates the OT network deployed in 

the CPS model of IEEE 39-bus comprising of 27 substations and one control center. The control center is depicted 

by a central node, while the remaining nodes situated at the edges represent the IEDs in substations. Table III 

shows nine different levels of cyber attack intensity with specific time duration. The DDoS attacks were executed 

with hping3 and network reconnaissance were executed with nmap. The cyber attacks last for a total of 345,000 

seconds, and data is collected every second to generate the dataset. 

TABLE III  CYBER ATTACK SCENARIOS 

Attack Type Intensity Tool Time Duration (s) 

DDoS High hping3 30,000 

Medium hping3 30,000 

Low hping3 30,000 

Reconnaissance Paranoid nmap 75,000 

Sneaky nmap 50,000 

Polite nmap 40,000 

Normal nmap 30,000 

Aggressive nmap 30,000 

Insane nmap 30,000 

 

 

Fig. 13. Cyber attack location identification and visualization using attack graph maps. 

Figure 13(a) depicts the attack graph in a normal state, where all nodes are represented with blue. Figure 13(b) 

and 13(c) illustrate the attack graph when subjected to a DDoS attack, both in a single target and multiple targets 

scenario. In Figure 13(b), DDoS targets a single node in substation number 7 and Figure 13(c) DDoS targets 

multiple nodes in substations 2-7. The DoS attacks are initiated from the control center. Consequently, the control 

center node, substation gateways, and nodes are exhibiting anomalous behavior indicated with red. Based on 

Figure 13(b) and 13(c), DDoS attacks can be classified with high accuracy using hybrid deep learning. The reason 

for this is that DDoS attacks generate a more significant traffic increase than normal. 

The attack graphs under the reconnaissance attack are depicted in Figure 13(d), (e), and (f). The control center is 

the source of the attacks, which are specifically aimed at substation numbers 7 through 13. During both normal 

and aggressive scanning, all nodes located within the targeted substations are shown with red. However, under 

stealthy scanning intensities, some of the targeted nodes do not turn red. This occurrence can be attributed to a 

false negative generated by the traffic classifier. Notwithstanding the limitations, the CyResGrid methodology has 

already exhibited superior performance in comparison to state-of-the-art time series classification. Table IV 

presents a comparative analysis of the performance of CyResGrid and other TSC techniques, including ResNets 
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[114], Inception [104], FCN [115], and MLP [116]. As indicated by Table IV, the classifiers' performance declines 

in the event of stealthy attack scenarios. The reason for this phenomenon is that stealthy attacks produce a 

relatively minor impact on traffic anomalies. As a result, the classifier algorithm is likely to produce higher rates 

of False Negatives (FNs) and False Positives (FPs). Additionally, the outcomes generated by the classifier will 

result in reduced values for various performance metrics, including Area Under the Curve (AUC), True Negative 

(TN), True Positive (TP), Accuracy, F1, and G mean. 

TABLE IV. PERFORMANCE COMPARISON OF ANOMALY DETECTION METHODS 

No Methods AUC TN FP FN  TP  Accuracy F1 G mean Time (s) 

Combined attack scenarios 

1 ResNet 0.849 82.27 11.32 3.49 2.92 85.19 28.29 15.50 633 

2 Inception 0.961 93.50 0.20 4.10 2.31 95.71 51.76 14.68 976 

3 FCN 0.955 88.16 5.43 3.92 2.49 90.65 34.76 14.81 1016 

4 MLP 0.758 72.22 21.37 4.86 1.55 73.77 10.55 10.57 113 

5 GC-LSTM + Resnet 0.974 93.29 0.31 3.27 3.14 96.42 63.77 17.12 1056 

6 
GC-LSTM + 

Inception 
0.976 92.10 1.49 3.35 3.06 95.16 55.87 16.79 1409 

7 GC-LSTM + FCN 0.972 92.28 1.30 3.68 2.73 95.01 52.26 15.87 1342 

8 GC-LSTM + MLP 0.937 93.40 0.19 6.13 0.28 93.68 8.14 5.12 765 

9 CyResGrid 0.984 93.47 0.13 3.42 2.99 96.45 65.03 17.16 714 

Stealthy attack scenarios 

10 ResNet 0.8637 86.94 12.02 0.96 0.08 87.02 1.26 2.69 91 

11 Inception 0.9887 98.93 0.02 1.04 0.0004 98.93 0.09 0.22 224 

12 FCN 0.9833 87.82 11.13 1.01 0.02 87.85 0.47 1.58 240 

13 GC-LSTM + Resnet 0.9524 89.93 9.02 0.95 0.09 90.02 1.87 2.92 226 

14 
GC-LSTM + 

Inception 
0.9489 89.96 8.99 0.95 0.10 90.05 1.87 2.92 303 

15 GC-LSTM + FCN 0.9491 89.96 8.99 0.95 0.10 90.05 1.87 2.92 304 

16 CyResGrid 0.9243 91.15 7.81 0.94 0.111 91.25 2.32 3.08 138 

 

Figure 13(g) depicts a DDoS attack scenario originating from internal substation number 26. The internal 

substation was identified as the source of the attack, and it is noteworthy that the substation gateway and control 

center remain unaffected, as denoted by the blue nodes color. This scenario demonstrates that the attack graph has 

the capability to incorporate a wide-area network monitoring and identify localized anomalies within a substation. 

The network scanning aimed at substation 7 is depicted in Figure 13(h), wherein an unidentified node is observed 

to be the source of the activity, as denoted by an orange triangle. The origin of the attack is categorized as 

unidentified due to its absence from the lists of recognized nodes within the OT network. 

7 Conclusions 

Given the increasing risk of cyber attacks targeting power grids, strengthening attack detection capabilities in OT 

systems has become imperative. This chapter  provides essential knowledge of cyber attack mitigation for cyber-

physical power systems, i.e., secure communication protocols for operational technologies, penetration testing 

using cyber ranges and cyber-physical co-simulation, and network security controls including firewalls and 

intrusion detection and prevention systems. Amongst the wide-scope mitigation, AI is highlighted as an emerging 

solution. A hybrid deep learning model is presented that combines GC-LSTM and CNN for detecting anomalies 

in OT communication networks for power grids. The GC-LSTM algorithm predicts OT traffic based on the spatial 

and temporal characteristics of the input data. By means of its forecasting capabilities, the data's variability and 

outliers are mitigated. The utilization of GC-LSTM can enhance the efficacy of TSCs in detecting anomalies. 

Unlike traditional signature and supervised learning-based intrusion detection, the hybrid deep learning anomaly 

detection utilizes the OT traffic throughput. It takes advantage of the OT traffic deterministic and homogenous 

characteristics to provide robust and flexible anomaly detection for a wide scope of cyber attacks at early stages 

of the cyber kill chain. The traffic anomalies are incorporated into an attack graph that aids power system operators 

identify and localize anomalies of active attacks on power systems in near real-time. Cyber attack case studies 

and cyber-physical co-simulation results are provided to demonstrate the efficiency of hybrid deep learning for 

anomaly detection in power grid OT networks. 

 

  

 

 



21 

 

Acknowledgements 

This work was supported by the Designing Systems for Informed Resilience Engineering (DeSIRE) program of 

the 4TU Center for Resilience Engineering (4TU.RE) and the EU H2020 project, ERIGrid 2.0 with Grant 

Agreement Number 870620. DeSIRE is funded by the 4TU-program High Tech for a Sustainable Future (HTSF). 

4TU is the federation of the four technical universities in the Netherlands. 

 

List of Acronyms 

AI Artificial Intelligence  

APDU Application Protocol Data Unit 

AUC Area Under the Curve 

CIA Confidentiality, Integrity, and Availability  

DCS Distributed Control System 

DNP3 Distributed Network Protocol 3 

DoS Denial of Service 

DPI Deep Packet Inspection 

FDI False Data Injection 

FN False Negative 

FP False Positive 

GC-LSTM Graph Convolutional Long Short-Term Memory 

GCN Graph Convolutional Network 

GNN Graph Neural Network 

GOOSE Generic Object Oriented Substation Event 

HIL Hardware-in-the-Loop 

ICCP Inter-Control Center Communications Protocol 

ICS Industrial Control System 

IDPS Intrusion Detection System and Prevention System 

IED Intelligent Electronic Device 

IoT Internet of Things  

IT Information Technology  

LSTM Long-Short Term Memory 

MITM Man-in-the-Middle  

NGF Next-Generation Firewall 

OPC-UA Open Platform Communication-Unified Architecture 

OSI Open Systems Interconnection  

OSINT Open Source Intelligence 

OT Operational Technology  

PPDU Presentation Protocol Data Unit 

RNN Recurrent Neural Network 

RTDS Real-Time Digital Simulator  

SCADA Supervisory Control and Data Acquisition  

SDN Software Defined Networking  

SIEM Security Information and Event Management 

SPDU Session Protocol Data Unit 

SV Sample Value 

TCP/IP Transmission Control Protocol/Internet Protocol  

TLS Transport Layer Security 
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TN True Negative 

TP True Positive 

TPDU Transport Protocol Data Unit 

TSC Time Series Classification 

VM Virtual Machine 
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