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Multistage Turbomachinery Design Using the Discrete Adjoint
Method Within the Open-Source Software SU2
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The Netherlands
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This paper documents a fully turbulent discrete adjoint method for three-dimensional multistage turbomachinery

design. Themethod is based on a duality preserving algorithm and is implemented in the open-source computational

fluid dynamics tool SU2. The SU2 Reynolds-averaged Navier–Stokes solver is first extended to treat three-

dimensional steady turbomachinery flow using a conservative formulation of the mixing-plane coupled to

nonreflective boundary conditions. The numerical features of the flow solver are automatically inherited by the

discrete adjoint solver, ensuring the same convergence rate of the primal solver. The flow solver is then validated

against experimental data available for three turbine configurations, namely, a one-and-half axial turbine stage, a

transonic radial turbine coupled to a downstream diffuser, and a supersonic mini–organic Rankine cycle radial

turbine operatingwith a fluidmadeby a heavymolecule. Finally the adjoint-based optimization framework is applied

to the concurrent shape optimization of three rows of the axial turbine, demonstrating the advantages deriving from

adopting multirow automated design methods in the context of turbomachinery design.

I. Introduction

T HE use of computational fluid dynamics (CFD) has become

irreplaceable within the turbomachinery design process. CFD

provides the aerodynamicist with information that, in the past, had

to be obtained with limited, greatly more expensive, and time-

consuming wind tunnel experiments. Thus, the use of CFD has

resulted in a substantial performance enhancement of turbines and

compressors. However, such enhancements have become nowadays

increasingly difficult to achieve. To improve the efficiency of just a

fraction of a percentage point, the designer has to take into account

such a vast number of aspects that the problem can be solved only by

coupling high-fidelity CFD simulations with numerical optimization

techniques.

The simultaneous optimization of multiple blade rows allows to

achieve better performance if compared with the solution that would

be obtained by optimizing each row separately. Although gradient-

free optimization methods may still be a viable option for three-

dimensional (3D) single-blade-row fluid dynamic design [1,2],

adjoint methods are the only practical solution for multistage design

because of the comparatively larger number of design variables [3].

The adjoint method was first applied to compressible fluid dynamic

design problems by Jameson in 1988 [4], and since then it has been

extensively applied to external flow problems [5–8]. However, due

to the additional complexity of deriving the adjoint equations for

internal flow problems, in particular for what concerns the lineariza-

tion of the inflow and outflow boundary conditions, the application

of adjoint-based optimization to turbomachinery design is less wide-

spread and scarcely documented in the literature [3]. Only in recent

years a research effort has been made to extend the adjoint method for

turbomachinery applications. Some works have documented adjoint

methods for single-blade optimization [9–14] and much fewer for

multistage optimal designs [15–18]. In this case, the linearization of

the mixing-plane interface is an additional challenge. Furthermore,

nearly all the studies were restricted to the use of the constant

eddy viscosity (CEV) approximation [19] to avoid dealing with the

differentiation of the turbulent transport equations.
The open-source CFD platform SU2 [20] has recently gained

recognition because of the implementation of a flexible, accurate,
and efficient discrete adjoint (DA) solver [21]. The DA solver

is automatically derived by means of advanced algorithmic differ-
entiation techniques [22]. Various applications of this new design

framework have been presented. Albring et al. [21] described an
application of the SU2 DA solver to external aerodynamic problems;

Becket et al. [23] showed the possibility of employing it for the
design of wings taking into account aeroacoustic constraints;
Sanchez et al. [24] used it for the solution of aeroelasticity problems

in aeronautics; Vitale et al. [25] employed the DA to show how
the aerodynamic performance of single-blade organic Rankine

cycle (ORC) turbine cascades can be improved, but limited to two-
dimensional (2D) test cases; finally, Rubino et al. [26] extended the

DA solver in order to perform the unsteady optimization of 2D
cascades using the harmonic balance method. However, although

these last two efforts demonstrate the feasibility of deriving an
accurate and efficient fully turbulent adjoint for turbomachinery
applications within the SU2 design framework, yet the solution of

industrially relevant problems requires the extension of those
approaches to handle 3D multistage turbomachinery.
Therefore, the work described here documents the extension and

validation of the DA solver of SU2 to 3D fully turbulent multistage

turbomachinery applications. To reach this objective, the SU2
Reynolds-averaged Navier–Stokes (RANS) solver was first enriched

with the implementation of a conservative and nonreflecting mixing-
plane interface to perform accurate simulations of flows through

3D multirow geometries [27]. The DA solver was then obtained by
differentiating the newly developed multidomain RANS solver

and the mixing-plane boundary conditions. Similarly to the work
described in [25,26], the method is based on the duality-preserving
approach [21] obtained by reformulating the state constraint into a

fixed-point problem. This results in an adjoint solver that inherits
the same convergence properties of the primal solver.
To test the capabilities of the new design framework, the flow

solver was first validated against the experimental results obtained
from two conventional turbines whose test cases were available in
literature: the Aachen Turbine [28,29], and the single-stage radial

turbine of an auxiliary power unit (referred to as the APU turbine in
this paper) [30]. Second, the flow solver was also verified against

experimental measurements performed on a small radial ORC tur-
bine partially operating in the so-called nonideal compressible

fluid dynamic (NICFD) regime [31]. To the authors’ knowledge, this
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represents the first contribution to the open literature reporting the
validation of a CFD solver against measurements performed on a
mini-ORC turbine. Finally, the adjoint solver, together with the entire
optimization framework of SU2, was applied to redesign the Aachen
turbine in order to demonstrate the unique capabilities of the auto-
mated design procedure.
This paper is structured as follows. Section II focuses on the

extension of the SU2 unstructured vertex-based RANS solver to
accurately simulate 3D multistage turbomachinery. Section III
describes the generalization of the adjoint equations for multiple
flow domains. Section IV reports a series of test cases used to validate
the solver by comparison with experimental data. Section V docu-
ments the redesign of the Aachen turbine using the newly developed
DA solver. Concluding remarks and futurework are briefly discussed
in Sec. VI.

II. Flow Solver

A. Spatial Discretization

The RANS equations are discretized using a finite volumemethod
with a standard edge-based structure on a dual grid with control
volumes that are constructed using a median-dual vertex-based
scheme [20]. This allows to handle both structured and unstructured
grids. The semidiscretized integral form of the governing equations is

Z
Ωi

∂U
∂t

dΩ�
X

j∈N �i�
� ~Fc

ij � ~Fv
ij�ΔSij −QjΩij

�
Z
Ωi

∂U
∂t

dΩ� Ri�U� � 0 (1)

whereR�U� is the residual vector obtained by integrating the source
term over the control volume Ωi and summing up all the projected

numerical convective and viscous fluxes ~Fc
ij and ~Fv

ij associated with

the neighboring j nodes to the node i. The residual must be computed
for each of the internal and boundary nodes of the flow domain of
interest. More details on the spatial discretization can be found
in [20].

B. Mixing-Plane Boundary Condition

When multiple-flow domains are coupled via a nonreflecting
mixing-plane interface, the computation of the residual over such
an interface requires the implementation of a new data structure that
allows to access themesh-nodes information in a span- and pitchwise
ordered manner. The spanwise ordering is necessary to impose the
mixing-plane condition [32], whereas both orderings are needed to
compute the Fourier decomposition of the outgoing characteristic
such that quasi-3D nonreflecting boundary conditions (NRBC) can
be imposed [33].
The new data structure presented in this work encapsulates the

boundary node geometrical data in Cartesian and cylindrical coor-
dinates and contains the information of the particular turbomachinery
configuration (i.e., axial and radial) under study. With these two
pieces of information, the code automatically 1) selects the spanwise
direction inwhich themixing-plane layers are computed, and 2) com-
putes the velocity components. For example, in an axial machine (see
Fig. 1a) the spanwise levels are computed along the radial coordinate
R, and the normal velocity component is parallel to the z axis of
rotation. Instead, for a radial cascade (see Fig. 1b), the spanwise
bands are computed along the z axis and the normal velocity compo-
nent is parallel to the radial direction.
Figures 2a and 2b illustrate the fundamentals of the new data

structure creation via a piecewise ordering algorithm. First, the
number of spanwise bands in which a generic inflow or outflow
boundary is discretized is automatically calculated from their inter-
section with a periodic boundary (cf. Fig. 2a). Once the band levels
are determined, the mesh nodes are assigned to the closest band in a
pitchwise ordered manner (cf. Fig. 2b).

z

R

R

z

a) b)
Fig. 1 Axial and radial turbomachine flow domain example.

 R

 θ

a)

R

 θ

 ζ

 ζ+1

 ζ-1

b)
Fig. 2 Node ordering algorithm: a) computation of the spanwise bands; b) allocation of the vertexes to the closest spanwise band.
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For each ith node belonging to a specific band level ζ, the charac-
teristic jump is composed by an average and a harmonic component

δci;ζ � δ �cζ � δ _ci;ζ (2)

The average component δ �cζ is the characteristic contribution that

ensures that the flow quantities match at the interface. To achieve this
objective, the average characteristic jump at each band level is
computed as

0
BBBBBBB@

δ �c1
δ �c2
δ �c3
δ �c4
δ �c5

1
CCCCCCCA

ζ

�

2
66666664

− �a2 0 0 0 1

0 0 �ρ �a 0 0

0 0 0 �ρ �a 0

0 �ρ �a 0 0 1

0 −�ρ �a 0 0 1

3
77777775

ζ

0
BBBBBBB@

ρdonor − �ρtarget

vdonorn − �vtargetn

vdonorθ − �vtargetθ

vdonorζ − �vtargetζ

pdonor − �ptarget

1
CCCCCCCA

ζ

(3)

where ��ρ; �v; �p� are averaged at each spanwise level and �a is the speed
of sound; the target side of the interface is the side in which the
boundary condition is actually imposed.
Because in most applications, especially in the presence of tip

clearance, the target side and donor side of the interface are discre-
tized with a different number of spanwise levels, the donor quantities
on the right-hand side of Eq. (3) are computed using an interpolation
algorithm.With a linear interpolation algorithm (cf. Fig. 3), the donor
average quantities used in Eq. (3) for the ζth band level are computed
using the average quantities of the �Ψ − 1�th and Ψth band levels on
the donor side. The current mixing-plane interface is conservative
with respect to the mass, momentum, and energy fluxes if and
only if the primitive variables are averaged using the mixed-out
procedure [33].
The harmonic component δ _ci;ζ is calculated using the quasi-3D

approach of Saxer and Giles [33], and it prevents the occurrence of
nonphysical wave reflections at boundaries. However, with respect to
the original work of Saxer and Giles, a modification of the Fourier
spatial decomposition is needed in order to take into account the data
structure of SU2.
According to the original work of Saxer and Giles, the discrete

form of the spatial Fourier transform of a generic outgoing character-
istic cj can be computed as

ĉj;k;ζ �
1

P

Xnζ−1
i�0

cj;i;ζe
−�2πik∕P�yiΔyi;

with

�
−
nζ
2
� 1 < k <

nζ
2
− 1

�
(4)

where P is the pitch length, nζ is the number of node per band, k is

frequency, Δyi,

Δyi � yi − yi−1 �i � 1; 2; : : : ; nζ� (5)

is the pitchwise distance between two adjacent mesh nodes of the
same band, and yi,

yi �
Xi

m�1

Δym with �i � 1; 2; : : : ; nζ� (6)

is the cumulative pitchwise length. However, in the case of unstruc-
tured grids, the nodes belonging to the same band do not lie at the
same spanwise distance (cf. Fig. 2b); thus, the pitchwise distance
between two adjacent nodes becomes less trivial to define.
A more general formulation can be instead obtained by using the

coordinate transformation

θi �
yi
Ri

(7)

where θi is the cumulative angular distance, which can be computed
as

θi �
Xi

m�1

Δθm with �i � 1; 2; : : : ; nζ� (8)

and Δθi is the angular distance between two adjacent nodes:

Δθi � θi − θi−1 �i � 1; 2; : : : ; nζ� (9)

Using this transformation, Eq. (4) can be reformulated as

ĉj;k;ζ �
1

P

Xn−1
j�0

cj;i;ζe
−�2πik∕P�RiθiRiΔθi;

with

�
−
nζ
2
� 1 < k <

nζ
2
− 1

�
(10)

However, because the difference in the spanwise coordinate
among the nodes of the same band is generally negligible if compared
to the pitchwise length, the dependence of Eq. (4) on Ri can be
eliminated, and thus Eq. (4) simplifies into

ĉj;k;ζ �
1

θpitch

Xnζ−1
i�0

cj;i;ζe
−�2πik∕θpitch�θiΔθi

with

�
−
nζ
2
� 1 < k <

nζ
2
− 1

�
(11)

The schematic difference between the two approaches is illustrated
in Fig. 4. When unstructured grids are used, the points belonging to
the same band level are all projected to the same radial distance. This
approximation is not needed when structured grids are employed.

Fig. 3 Schematic view of the interpolation method used at the mixing-
plane interface to transfer information from the donor side to the target
side.

Fig. 4 Schematic illustration of the distance between adjacent nodes
using both approaches.
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The Fourier decompositions of all the outgoing characteristics of a
specific boundary are first linearly combined (according to the 2D
nonreflecting theory) and then transformed back into the spatial
domain. The result of this procedure gives the harmonic component
of Eq. (2).
Once both the average and the harmonic component have been

computed, the change of the characteristic variables δci;ζ is finally
converted into a primitive variable perturbation. This perturbation is
used to compute the new primitive variables, and in turn the primitive
variables are used to compute the numerical convective flux of
Eq. (1). The overall procedure is repeated for all the spanwise levels
of the boundary.

C. Time Integration

Once the residual vector has been computed, the time integration is
performed with an implicit Euler scheme, resulting in the linear
system

� jΩj
Δtn

δij �
∂R�Un�
∂Un

�
ΔUn � −R�Un� (12)

where ΔUn ≔ Un�1 − Un and Δtn is the (pseudo) time step, which
may be made different in each cell by using the local time-stepping
technique [34]. In the context of multiple flow domains coupled with
the mixing-plane interface, the residuals computed in the mixing-
plane boundaries depend also on the solution of the adjacent flow
domains. In the implementation documented in this paper, this
dependency is treated in an explicit manner: the residuals computed
at the nth time step in the jth flow domain depend on the solutions of
the kth adjacent flow domain computed at the n − 1th time step. This
can be written as

� jΩj
Δtn

δij �
∂R�Un�
∂Un

�
j

ΔUn
j � −R�Un

j ;U
n−1
k � (13)

To ease the implementation, the Jacobian in Eq. (13) is computed
by omitting the dependency from the solutions of the adjacent kth
flow domain.

III. Discrete Adjoint Solver for Multiple-Flow Domains

The DA method applied to multistage turbomachinery problems
involves the generalization of the DA equations for single flow
domain to multiple domains, coupled through a steady mixing-plane
interface. Following thework presented in [25], let J be the objective
function or a constraint of a multistage turbomachinery design prob-
lem in which the flow solution is obtained by solving the RANS
equations on N multiple-flow domains. Assume that the goal of the
optimization problem is to find the minimum of the objective func-
tion. If the mesh and surface deformation are performed with linear
elasticity equations [35] and free-form deformation (FFD) algorithm
[36], the optimization problem can be written as

min
D

J�U1�D�;X1�D1�; : : : ;UN�D�;XN�DN�� (14)

s:t: Uk � Gk�U;Xk�; with k � 1; 2; : : : ; N (15)

Xk � Mk�Dk�; with k � 1; 2; : : : ; N (16)

with

D � fD1;D2; : : : ;DNg (17)

U � fU1;U2; : : : ;UNg (18)

Dk represents the design variables used to deform the blade in the kth
domain, and Uk and Xk are the respective flow solution and mesh of
the same domain.WhileXk depends only on the design variables that
act on the kth domain, Uk, as shown in Eq. (15), is influenced by the

solutions of the other flow domains through the mixing-plane inter-
face [cf. Eq. (13)] and, as such, by the entire vector of designvariables
(D). As for the single-flow-domain case [25],Mk is a linear function
that represents the mesh and surface deformation, andGk is the flow
solver iteration. Differently from the single-flow-domain case, N
constraints on the flow solution, Eq. (15), and on the surface and
volume deformation iterative process, Eq. (16), must be imposed to
ensure that convergence is reached in any of the flow domains for
both the flow solver and the mesh deformation process.
The Lagrangian associated to this problem can be then expressed

as

L�D;U;X; �U; �X�
� J�U;X�� �G1�U;X1�−U1�T �U1 � : : : ��GN�U;XN�−UN �T �UN

��M1�D1�−X1�T �X1 � : : : ��MN�DN�−XN �T �XN; (19)

where �Xk and �Uk are arbitrary Lagrange multipliers. Differentiating

Lwith respect to eachDk, and by choosing each �Xk and �Uk in such a
way that the terms �∂Ui∕∂Dk� and �∂Xi∕∂Dk� can be eliminated,
leads to N adjoint equations

�Uk �
∂

∂Uk

JT�U;X� �
XN
i�1

∂
∂Uk

GT
i �U;Xi� �Ui;

with k � 1; 2; : : : ; N (20)

and to N mesh sensitivity equations

�Xk �
∂

∂Xk

JT�U;X� � ∂
∂Xk

GT
k �U;Xk� �Uk;

with k � 1; 2; : : : ; N (21)

Once all the adjoint solutions �Uk have been computed, the mesh

node sensitivity at each flow domain �Xk is computed by evaluating
Eq. (21), and, finally, the N total derivatives of J with respect to the
design variables of each kth domain are given by

dJ

dD

T

k
� d

dDk

MT
k �Dk� �Xk; with k � 1; 2; : : : ; N (22)

As for the method described in [25], the derivatives �∂J∕∂Uk�,
�∂J∕∂Xk�, �∂Gi∕∂Uk�, �∂Gk∕∂Xk�, and �dMk∕dDk� are computed
by resorting to the reverse mode of the open-source algorithmic
differentiation tool CodiPack [21,22].

IV. Validation of the RANS Solver

The newly developed RANS solver for multirow turbomachinery
simulations of compressible flows was validated by comparing sim-
ulation results to experimental data related to three turbine test cases
documented in the literature. The first test case considered is referred
to as Aachen turbine and consists of a one-and-half stage of an axial
turbine that was conceived and realized in order to provide data sets
for turbomachinery code validation [28]. The second test case is a
single-stage radial turbine of an auxiliary power unit (here referred to
as the APU turbine) [30]. The third validation test case is a single-
stage radial ORC turbine designed for small-scale applications [37];
thus, it is termed mini-ORC turbine in the following.

A. Aachen Turbine

The three flowdomains of theAachen turbine (i.e., stator 1, rotor 1,
and stator 2) were discretized using structured grids generated with a
commercial software [38]. The grid comprises a total amount of 5
million elements, after a mesh independence study. The turbulence
effects are modeled using the k–ω Shear-Stress-Transport (SST)
turbulence model [39], and a full resolution of the boundary layer
was obtained by ensuring wall y� < 1.0 at the blades and at the hub
and shroud surfaces. The spanwise values of the quantities imposed
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as boundary conditions at the inlet of the first stator (i.e., total
pressures, total temperatures, flow directions) and at the outlet of
the second stator (static pressures) are the ones corresponding to the
reported experimental data with lower mass flow rate [28].
The convective terms are discretized using a Roe upwind scheme

[40] for which second-order accuracy is achieved with the MUSCL
reconstruction, whereas the viscous terms are discretized using the
average-gradient formulation. For both fluxes, the gradients are

evaluated using a least-squares method [41]. A convergence rate of
six orders of magnitude on both the flow and turbulent quantities was
achieved in 2000 iterations using an Euler implicit time-marching
scheme with a Courant–Friedrichs–Lewy (CFL) number of 20 with-
out multigrid.
Figure 5 shows the entropy distribution on different secondary

planes in the streamwise direction. As expected, the largest entropy

generation occurs on the suction side of each blade rows. The
appearance of the tip clearance vortex at the tip of the rotor cascade
is also evident. Although the tip vortex is averaged out by themixing-
plane interface between the rotor and the second stator, the spanwise
flow distribution at the inlet of the second stator remains highly
nonuniform, resulting in larger secondary flow losses if compared
with the ones occurring in the first row.
Table 1 shows that the mixing-plane algorithm, implemented

following the method described in Sec. II, is capable of conserving
the overall fluxes across the two interfaces. The fluxes are conserved
even along the spanwise direction, proving the full conservative
property of the mixing-plane method.
The results obtained with SU2 were compared with the experi-

mental data and to the flow simulation results obtained with other
RANS solvers (i.e., TFLOW, 3DFLOW, APNASA-V5) reported in
the work of Yao et al. [42]. Figures 6a and 6b show the absolute flow
angle and total-pressure spanwise distributions predicted by all these
CFD tools and those measured at the interface between the rotor and
second stator. Figures 7a and 7b display the same quantities at the
outlet section of the second stator. It can be observed that the SU2
predictions are generally in good agreement with the quantities
calculated with the other flow solvers for what concerns the flow
angle distribution, but they are closer to the experimental data with
regard to the spanwise trend of the total pressure.

B. APU Turbine

The geometry of the APU turbine was reconstructed using the
information provided by Sauret [43] and adopting the method pro-
posed by Verstraete [44]. Because no information was given with
respect to the shape of the spinner, an elliptical spinner was used
because it facilitates the convergence of the simulations. Figure 8
shows the meridional section of the turbine.
After a grid convergence study, the three flow domains (i.e., stator,

rotor, and diffuser) were discretized using structured grids for a total
amount of 3million elements. The selected turbulencemodel was the
k–ω SST [39], and y� < 1.0was ensured at thewall boundaries. The
boundary conditions selected for this test case are the ones corre-
sponding to the 5.7 pressure ratio of the experimental campaign [30]
and are shown in Table 2. The convective terms were discretized
using a second-order Roe upwind method whereby the monotonicity
of the scheme is ensured by applying theVanAlbada limiter [45]. The
viscous terms are discretized using the average-gradient formulation,
and the gradients are computed using a least-squares method. A
reduction of five orders of magnitude on both the flow and turbulent
residuals was obtained in 3000 time steps using an implicit Euler
scheme with a CFL number of 20. To guarantee a smooth conver-
gence, the rotational speed was linearly increased from zero to the
final value during the first 500 iterations.
The entropy contours at different streamwise locations are shown

in Fig. 9. As expected, the highest fluid dynamic losses take place on
the suction side of the rotor due to the presence of a large tip-clearance

Fig. 5 Entropy contour of the Aachen turbine.

Table 1 Fluxes relative error across the
mixing-plane stator–rotor and rotor–stator

interfaces

Fluxes relative error Stator 1–rotor Rotor–stator 2

Fρ 8.8E − 04 9.2E − 04

Fvn 2.0E − 05 8.2E − 06

Fvt 8.6E − 04 1.6E − 03

Fk 3.5E − 03 4.8E − 03

Fω 1.5E − 03 1.2E − 02

a) b)
Fig. 6 Properties distribution at the stator 1–rotor interface: a) absolute flow angle; b) total pressure.
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vortex. Because of dissipation, the intensity of the vortex is then

reduced within the diffuser generating additional mixing losses.

Additionally, a large area of flow separation is visible at the center

of the diffuser because of the abrupt increase of passage area.

The variation of the total to static efficiency with respect to the

rotational speed for a constant expansion ratio value is shown in

Fig. 10. The CFD results were obtained by varying the rotational

speed from 85 to 110% of its nominal value, which corresponds to a

specific speed of u∕vax � 0.7. The results show that SU2 is capable

of reproducing the experimental trend and of correctly computing the

point of maximum efficiency, which corresponds to u∕vax � 0.75.
An absolute difference that varies from 0.5 to around 2% is observed

between the measurements and the CFD predictions. This deviation

monotonically increases from lower to higher specific speeds. This

can be arguably attributed to the averaging of quantities that is

inherent to the modeling of the rotor–stator flow interface by means

of the mixing-plane method. As shown in Fig. 11, at lower specific

speeds the flow becomes highly transonic and comparatively more

nonuniform at the outlet of the stator. The use of the mixing-plane

interface results in the simulation of a less dissipative flow, leading to

the calculation of a higher rotor performance and eventually to the

a) b)
Fig. 7 Properties distribution at the rotor–stator 2 interface: a) absolute flow angle; b) total pressure.

Fig. 8 Meridional view of the APU turbine.

Table 2 Inlet and outlet
boundary condition values for

the APU turbine test case

Ttot;in 477.6 K

ptot;in 413.6 kPa

βin 0.0°

pout 72.4 kPa

Ω 71,700 rpm

Itur;in 0.05

�μtur∕μlam�in 100.0

Fig. 9 Entropy contour of the APU turbine.

Fig. 10 Comparison between numerical and experimental data of the
total static efficiency of the machine for different rotational speeds.
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overestimation of the turbine total-to-static efficiency, especially at

lower specific speed. Similar conclusions about the diffusivity of the

mixing-plane interface in the presence of transonic flows are also

reported in other works in the literature [46]. The accuracy of the flow

solver of SU2 is also confirmed by the comparison of the averaged

flow kinematic quantities measured and computed at the stator and

rotor outlet sections (cf. Table 3).

Finally, Fig. 12 shows the comparison between the numerical and

experimental values of the absolute flow angle along the spanwise

direction at the inlet section of the diffuser. Overall, the CFD results

are in accordance with the experimental trend with the exception of

the tip region. In the absence of additional information on measure-

ments uncertainty, the results are deemed satisfactory for the purpose

of this study.

C. Mini-ORC Turbine

The geometry and experimental results of the mini-ORC turbine

test case were provided to the Propulsion and Power group of Delft

University of Technology by an industrial partner for the purpose of

validating the SU2 flow solver in case of turbomachinery operating in

the nonideal flow regime, that is, the flow regime in which the fluid

thermophysical properties cannot be calculated by the perfect gas

law. The geometry, together with the experimental results and boun-

dary conditions of the turbine, is confidential; thus, certain informa-

tion in the description of this test case is omitted, and the results

presented are all scaled by means of undisclosed factors.

The machine is a radial inflow ORC turbine operating with an

organic compound as working fluid. The flow simulation encom-

passes three single-passage domains, namely, a stator, a rotor, and a

rectilinear outlet region; the turbine was discretized using structured

grids. The selected turbulence model was the k–ω SST [39], and

y� < 1.0 was ensured at the wall boundaries. Given the highly

Fig. 11 Mach number contour at the stator–rotor interface of the APU turbine for different rotational speeds.

Table 3 One-dimensional averaged
kinematic quantities at the stator and

rotor outlet sections

Quantity DATA SU2 Error, %

αout;stator, ° 77.7 77.9 0.02

Mout;stator 0.985 0.982 0.3

βout;rotor, ° 56.1 56.8 1.2

Mrout;rotor 0.71 0.72 1.4

–20–15–10 –5 0 5 10 15 20 25 30 35 40 45 50 55 60

0.015

0.02

0.025

0.03

0.035

Fig. 12 Comparison between numerical and experimental data of the
absolute flowangle along the spanwisedirectionat the outlet section of the
rotor.
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supersonic flow regime in both the stator and the rotor passages and

the severe flow separations on the rotor blade arguably due to sub-

optimal impeller blade design, a fully converged steady-state solution

was obtained by using the first-order upwind generalizedRoe scheme

[47] for the convective terms [48] while second-order accuracy

was maintained for the viscous terms. Mesh independence studies

resulted in a grid composed by about 5 million elements (1.5 million

for the stator, 3 million for the rotor, 0.5 million for the outlet).

Thermodynamic quantities are computed using the Peng–Robinson

equation of state [48].A reduction of five orders ofmagnitude on both

the flowand turbulent residualswas obtained in 5000 time steps using

an implicit Euler scheme with a CFL number of 10. To guarantee a

smooth convergence, the rotational speed was linearly increased

from zero to the final value during the first 1500 iterations.
Figure 13 shows the Mach contours at different streamwise loca-

tions for the turbine working in nominal condition (Ω � 1). As
evident, a large region of flow separation occurs at the inlet of the

rotor due to incidence effects. The misalignment between the flow

angle and the blade inlet angle along with the blunt shape of the

leading edge causes an expansion fan on the front suction side of the

impeller followed by a shock wave.
Figure 14 shows the variation of the normalized efficiency with

respect to the normalized rotational speed for a constant expansion

ratio; reported values are calculated from simulations and from

measurements for comparison. The Mach contours associated to

the four validation points are shown in Fig. 15. The results show that

SU2 is capable of reproducing the measured trend and of correctly
predicting the point of maximum efficiency. However, a deviation of
few percentage points is observed between the experimental and the
CFD results. The deviation may be attributed to the use of the first-
order approximation for the discretization of the convective terms. In
the absence of additional information on measurements uncertainty,
the results are deemed satisfactory and they document, for the first
time to the authors’ knowledge, that standard RANS CFD solvers
equipped with specialized numerical schemes and sufficiently accu-
rate fluid thermophysical models can be used to predict the fluid
dynamic performance of mini-ORC turbines at on- and off-design
conditions.

V. Application of the RANS Adjoint Solver

The capabilities of themultiple-flow-domain RANS adjoint solver
described in Sec. III were assessed by performing the numerical
optimization of the fluid dynamic performance of theAachen turbine.
First, the gradient validation is documented: the adjoint sensitivities
of the objective function are comparedwith that calculatedwith finite
differences. The results of the optimization are then presented.
Finally, the impact of the constant eddy viscosity (CEV) approxima-
tion on the accuracy of the gradient is reported and discussed.

A. Aachen Optimization

To improve the simulated performance of the Aachen turbine, the
entropy generation, defined as

sgen �
Ttot;in

v2spout

X3
k�1

�sout − sin�k (23)

was minimized under the constraint that the shaft power is kept
constant, together with the outlet flow angle of the second stator.
The constraint on the flow angle ensures that the optimizer does not
converge on a solution in which the second stator is flattened.
Because the purpose of this study is just to prove the capability of

the optimization framework, a coarser mesh was adopted in order to
reduce the computational cost. The new mesh comprises 600,000
grid points with no boundary-layer discretization at the shroud and
the hub surfaces. Consequently, a free-slip boundary condition was
applied to the end walls. Except for this, the other boundary con-
ditions and all the other options were kept the same as for the
validation of the RANS flow solver described in Sec. IV.A.
The deformation of the blades was obtained using as design

variables the tangential displacement of the control points of three
cylindrical free-form deformation (FFD) boxes (one box per blade),
as can be seen in Fig. 16. The FFDboxes used for the optimization are
of degree 6 in both the tangential and axial direction and degree 3 in
the radial direction. This results in a total amount of 588 design
variables (196 per each blade). To avoid unfeasible designs, the
trailing edges were excluded from the FFD boxes. Nonetheless,
continuity up to the second-order derivative was guaranteed at the
intersection between the blade and the boxes.
With regard to computational cost, it was found that the run

time per iteration of the adjoint solver is on average 30% higher than
the one of the direct solver, and it required about four times more
memory usage.

1. Gradient Validation

The validation of the gradient for all the 588 design variables is
computationally prohibitive because it requires 589 solutions of the
direct solver to compute the sensitivity using first-order finite differ-
ence scheme. Therefore, the sensitivity is validatedwith respect to the
control points of three FFD boxes of degree one in each direction.
This corresponds to 24 design variables in total (8 for each blade).
Furthermore, because the DA algorithm is independent from the
parameter with respect to which the sensitivity is computed (as
described in Sec. III), the validation process is hereafter presented
only for the entropy generation parameter. Finally, a nondimensional
step size equal to 1E − 05was used for the finite difference algorithm.

Fig. 13 Mach contour of the mini-ORC turbine.

 Ω

 η

Fig. 14 Comparison between numerical and experimental data of the
efficiency of the machine for different rotational speeds.
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Figure 17 shows the convergence history of the density adjoint

residuals Rρ;k for each flow domain and the convergence of the

overall geometrical sensitivity, computed as

ϕ �
X3
k�1

k �Xk;bladek (24)

where �Xk;blade is the mesh sensitivity projected over the blade surface

of each row. The overall geometrical sensitivity, although the adjoint

residuals drops of only about three orders of magnitude, converges
rapidly to its final value. The calculation of ϕ at each iteration is

computationally demanding, because it requires the evaluation of
Eq. (21) at each time step. Hence, ϕ is calculated only at certain time

steps (in this case every 200 iterations) only for the sake ofmonitoring

the gradient convergence.

Fig. 15 Mach number contour at the stator–rotor interface of the mini-ORC turbine for different rotational speeds.

Fig. 16 FFD boxes for the Aachen test case.

ρ

 φ
 

ρ

ρ

ρ
 φ 

Fig. 17 Convergence history of the RANS adjoint solver for the Aachen
turbine test case.
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As depicted in Fig. 18, the gradient of the entropy generation

provided by the DAvery accurately correlates with the one obtained

with finite differences. This confirms that all the components of
the RANS flow solver and mesh deformation routines (cf. Sec. III)

were correctly differentiated, including the turbulence model and the
mixing-plane boundary conditions.

2. Optimization

The normalized optimization history in Fig. 19 shows that the

sequential least squares programming (SLSQP) [49] algorithm con-
verges in 10 iterations, achieving a total entropy generation reduction

of 12%, whereas the total-to-total efficiency increases by as much as
3%. The equality constraints of power, denoted asP∕Pb in the figure,

and outlet flow angle β∕βout;b are satisfied with differences of 0.4 and
0.05% with respect to their prescribed values.
Figure 20 depicts the spanwise distribution of the entropy gener-

ation performance parameter for each row for both the baseline and
the optimal geometry. The figure shows that the optimizationmethod

enables the reduction of the fluid dynamic losses along the entire span
of each blade. The spanwise flow deflections of the optimal and

baseline blades are presented in Fig. 21; both the optimal and the
baseline turbine configurations feature a monotonic decrease of the

blade loading along the span direction. In spite of the increased blade

loading, the optimal rotor and second stator exhibit lower fluid

dynamic losses.

The 2D sections of the blades at the hub, mid, and shroud for

both the optimal (red) and the baseline (black) are presented in

Fig. 22. In each of the rows, the optimal solution contains more

slender blade profiles, which led to a reduction of profile losses. In

addition, the optimal blades are more slender along the blade span.

This trend is more pronounced for the rotor and second stator blades

as they present a larger difference in blade loading along the span.

The integral views of the 3D optimal and baseline blade shapes are

shown in Fig. 23.

B. Assessment of the Constant Eddy Viscosity Approximation

Because awide body ofwork concerning adjointmethods reported

in the literature is based on the so-calledCEVapproximation [19], it is

of practical interest to evaluate if the adoption of such approximation

may lead to satisfactory results. To this purpose, the adjoint solutions

of the Aachen turbine and the APU turbine computed with and

without the CEV approximation are presented and discussed. The

two test cases are simulated using the same operating conditions as

those reported in Sec. IV; the sensitivity of the entropy generation

Stator StatorRotor

Fig. 18 Validation of the entropy generation gradient obtained with the
discrete adjoint against the one computed with the finite difference
scheme for the Aachen turbine.

 β  β

Fig. 19 Optimization history for the Aachen turbine test case.

Fig. 20 Spanwise value of the entropy generation parameter computed
for each row for both the optimal (red) and the baseline (black)

geometries.

Fig. 21 Spanwise value of the flow deflection of each blade row for both
the optimal (red) and the baseline (black) geometries.
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performance parameter [cf. Eq. (23)] is computed with respect to the

tangential component of the FFD box points. Each blade was

enclosed within an FFD box of degree one in each direction, namely,

eight degrees of freedom per blade.
Figure 24 shows the comparison between the sensitivities com-

puted with and without the CEV approximation for the Aachen test

case. The use of the CEV approximation leads to considerable

accuracy errors for the stator 1 and rotor 1 sensitivities, whereas the

error related to the second stator is lower. This deviations can be

directly connected to the flow regime in which the blades operate. As

illustrated in Fig. 25, the first two blades operate always in highly

subsonic conditions (Mach number below0.5), whereas larger values

of Mach number are calculated for the last blade. The same behavior

is observed for the APU turbine. In this case, the CEVapproximation

has a lower impact on the accuracy of the computed sensitivity

Fig. 23 Comparison between the optimal 3D blade shapes (red) and the
baseline geometries (black).

Fig. 24 Comparison between the sensitivities computed with and with-
out the CEV approximation for the Aachen test case.

Fig. 25 Blade to blade Mach contour of the Aachen turbine.

Fig. 26 Comparison between the sensitivities computed with and with-
out the CEV approximation for the APU test case.

Baseline
Hub optimal
Mid optimal
Shroud optimal

Fig. 22 Comparison of the 2D sections at the hub,mid, and shroud span
of the optimal blade shapes (red) with respect to the baseline geometries
(black). The baseline is represented by one single continuous black line as
the blades are prismatic.
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(cf. Fig. 26) as the entire turbine operates mainly in transonic con-

ditions (cf. Fig. 27).
To demonstrate the dependency of the accuracy of the CEV

approximation on the flow regime, a 2D cascade is simulated for

different expansion ratios (from subsonic to transonic conditions).

For each condition, the average error of the computed sensitivity is

calculated using the CEV approximation with respect to the case in

which the Spalart–Allmaras (SA) [50] and k–ω SST [39] turbulence

model are included in the derivation of the adjoint equations.

Figure 28 shows the Mach contours of the simulated cascade and

the estimated error for the use of the CEV approximation at the

various pressure ratios. As anticipated, larger errors are encountered
at low Mach numbers, and the error monotonically decreases with
the increasing Mach number. Unsurprisingly, as the SST turbulence
model is a more complex model than the SA one, the use of the CEV
approximation leads to higher errors for the case in which the
turbulence phenomena are described with the SST model as also
shown in Fig. 28b.
From these findings, it can be inferred that the CEVapproximation

adopted, for example, in recent works [18,51], can provide accurate
results for transonic or supersonic turbomachinery applications,
although it is debatable whether it allows to achieve sufficient accu-
racy for the optimization problem in which cascades operate at low
Mach numbers. However, it remains an open question whether the
CEVapproximation is acceptable in multirow unsteady optimization
problems in which wake–rotor interaction plays an important role.

VI. Conclusions

This paper documents the extension and validation of the RANS
flow and adjoint solver of the open-source CFD platform SU2
to the simulation and automated fluid dynamic optimization of 3D
multirow turbomachinery. The flow solver was enriched with a
conservative and nonreflecting mixing-plane interface, and the DA
solver was obtained by resorting to automatic differentiation. A
multiple-flow-domain, fully turbulent DA solver was obtained by
resorting to an operator-overloading algorithmic differentiation tool,
called CoDiPack. The validation highlighted that the gradient pro-
vided by theDAvery accurately correlates with the one obtainedwith
finite differences.
The accuracy of the flow solver was assessed by comparison with

measurements related to two reference gas turbines and to a mini-
ORC turbine operating with a highly supersonic stator in the NICFD
regime. The results showed that the SU2 RANS flow solver was able
to accurately simulate the flow of two standard turbine test cases that

Fig. 27 Mach contour of the APU turbine.

1.25 1.5 1.75 2

a) ptot,in/p = 1.5 b) err

c) ptot,in/p = 1.75 d) ptot,in/p = 2.0

Fig. 28 Mach number contour at the stator–rotor interface of the mini-ORC turbine for different rotational speeds.
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are representative of industrial practice. More in particular, the tool is
capable of predicting flow quantities with the same level of accuracy
of other RANS solver already reported in the literature. The analysis
made on the mini-ORC turbine also revealed that the solver can
accurately predict the speed line of such unconventional turbine
operating partly in the NICFD regime. To the authors’ knowledge,
this is the first contribution to the open literature in which a CFD
solver is validated against measurements performed on this type of
highly unconventional turbines.
The effectiveness of the gradient computation via the DA solver

was instead examined by performing the fluid dynamic optimization
of a 3D multirow turbine using almost 600 design variables. The
optimization substantially improved the simulated turbine perfor-
mance, while satisfying the imposed constraints. This also demon-
strates the effectiveness and robustness of adjoint methods for
multirow turbomachinery design problems in which a large number
of design variables are involved.
It was furthermore found that the use of the CEVapproximation in

deriving the adjoint equationsmay lead to considerable inaccuracy of
the computed gradient if the geometry to optimize operates at a low
Mach number, whereas it is satisfactory in the case of transonic and
supersonic blades.
Because of the general implementation of the RANS equations

for arbitrary thermophysical models, this design framework can be
applied, among others, to the automated design of 3D multistage
turbomachinery operating in the nonideal flow regime like super-
critical CO2 compressors; high-speed compressors for refrigeration
and air conditioning; oil and gas expanders and compressors; and
turbomachinery for liquefied natural gas (LNG) systems and cryo-
genics. Future work will be therefore devoted to assess the gain in
fluid dynamic performance attainable in these machines, for which
best design practices are not well-established yet.
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