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Abstract

The natural world is long-tailed: rare classes are
observed orders of magnitudes less frequently than
common ones, leading to highly-imbalanced data
where rare classes can have only handfuls of ex-
amples. Learning from few examples is a known
challenge for deep learning based classification al-
gorithms, and is the focus of the field of low-shot
learning. One potential approach to increase the
training data for these rare classes is to augment the
limited real data with synthetic samples. This has
been shown to help, but the domain shift between
real and synthetic hinders the approaches’ efficacy
when tested on real data.

We explore the use of image-to-image translation
methods to close the domain gap between syn-
thetic and real imagery for animal species classifi-
cation in data collected from camera traps: motion-
activated static cameras used to monitor wildlife.
We use low-level feature alignment between source
and target domains to make synthetic data for
a rare species generated using a graphics engine
more “realistic”’. Compared against a system aug-
mented with unaligned synthetic data, our experi-
ments show a considerable decrease in classifica-
tion error rates on a rare species.

1 Introduction

Accurately and scalably monitoring biodiversity is vital to our
understanding of the changing world around us. Policymak-
ers need near-real-time monitoring data to analyze the effi-
cacy of conservation actions in the face of human encroach-
ment and climate change. Camera traps and other static pas-
sive monitoring sensors provide vital monitoring data to ecol-
ogists, but as the size of these networks of sensors increase,
the magnitude of data outpaces human processing capacity.
Ecologists are increasingly turning to computer vision and
machine learning approaches to help automate the detection
and categorization of animal species, necessary in order to
scale this critical assessment.

Camera trap data introduces challenges beyond those ad-
dressed in traditional computer vision benchmark datasets
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Figure 1: Examples of real and synthetic images of deer. The
visual difference between the two domains is noticeable for both
day and night examples.

like ImageNet [13]. These include long-tailed distributions
[49] and a multitude of different sub-domains (locations)
within the same dataset [8]. In particular, the classification
of rare species of animals is notoriously troublesome due to
the combined effect of scarcity in number of examples and
the low sample efficiency of data from a given camera de-
ployment.

To limit the bias toward well-represented classes, both al-
gorithmic [15,21,22] and data solutions [10] have been pro-
posed. Beery et al. explored the addition of synthetic samples
for a single rare class and showed to improve classification
accuracy [4]. However, despite the impressive capabilities of
graphical engines, the synthetic samples are still perceived
by the network as semantically distant compared to the real
ones [4].

Beery et al. crafted a dataset starting from the Caltech
Camera Traps (CCT) Dataset [8], artificially undersampling
the deer class and training the classification model with syn-
thetic renderings [4]. The same synthetic data is used as
a starting point in this work to investigate the impact of
synthetic-to-real image-to-image translation on the classifi-
cation of the single rare class.

In this work we quantify the domain shift between syn-



thetic and real camera trap data using color distribution, tex-
ture, and feature distance. We narrow the gap with unpaired
image-to-image translation methods operating in a low-data
regime with only a handful of real samples from the target
domain. We show this results in higher efficacy when us-
ing synthetic data to augment limited real examples for a rare
species, ultimately leading to an increase in classification per-
formance for both seen and unseen locations.

2 Related Work

2.1 Domain Adaptation from Synthetic to Real

Domain adaptation techniques often operate in the feature
space, seeking to close the distribution gap between sam-
ples from different domains [37]. Supervised and unsuper-
vised techniques are used to align the features of the source
(synthetic) and the target (real) [11, 24,29, 36]. The gap is
commonly bridged by either mapping the two domains to a
domain-invariant representations [16, 17] or forcing the two
learned distributions to be close [19,44,45]. Various metrics
have been proposed to measure this domain gap, including
maximum mean discrepancy [32], correlation distance [46],
or adversarial discriminator accuracy [16,48]. Hoffman et al.
introduced Cycle-Consistent Adversarial Domain Adaptation
(CyCADA), operating at both pixel and feature-level, show-
ing significant improvements over previous methods [24].

2.2 Image-to-Image Translation

As an alternative to feature-level domain adaptation, image-
to-image (I2I) translation attempts to directly increase the
“realism” of synthetic data at the pixel-level. Paired 121 [25]
maps an image from source to target domain using an ad-
versarial loss [18], combined with a reconstruction loss be-
tween the result and target. In the unpaired setting, the sam-
ples from the two domains are not paired, and correspondence
is enforced using cycle-consistency [26, 51, 52], learning the
mapping in both directions and computing a loss on the re-
construction of the original input.

Early adaptations of Generative Adversarial Networks
(GANS) [18] showed promising results in simple settings,
with small images and minimal semantic difference between
domains [11,30,43].

CycleGAN [52] uses a cycle consistency loss in its adver-
sarial approach, training two different generators to translate
in opposite directions, introducing a reconstructions loss. The
architecture introduced by Isola et al. is often extended with
context-specific loss terms that allows to enforce further con-
straints on the translation learned [42, 50].

UNIT [29], used in this work, is an I2I framework based on
Coupled GANs [30]. Compared to CycleGAN, the network
does not learn a direct mapping between the two domains but
instead operates under the assumption of a common latent
space, in which both domains can be mapped. This assump-
tion also implies a cycle-consistency constraint between the
two domains [29]. The adversarial setting of both UNIT and
CycleGAN makes training complex.

Recent work by Park et al., tackles the unpaired 121 prob-
lem using contrastive learning, operating at the level of
patches, enforcing the constraint that corresponding patches
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Figure 2: Distribution of categories in CCT. The number of sam-
ples across the different categories is long-tailed. The deer class is
far from uncommon in CCT but it is artificially isolated as rare in
the CCT-20 split. Note that the y axis is in log scale.
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Figure 3: Distribution of deer across CCT locations. The number
of deer seen at different camera locations is long-tailed and often
combined with an uneven split between day and night within the
same location. Note that the y axis is in log scale.

in the two domains should have high mutual information [35].
This intuition is formulated using a multilayer, patchwise
contrastive loss that allows to learn a one-sided translation.

The application of I2I to translate from synthetic to real
has improved performance in other real-world applications
[1,2,14,31,43].

2.3 CYV for Camera Trap Data

Camera traps are increasingly used by biologists to unobtru-
sively monitor wildlife. The use of deep learning to increase
data processing speeds has been widely investigated in recent
years [3,5-7,9,33,34,39,40,47]. The static nature of camera
traps, combined with the long-tailed distribution of species
in the real world, leads to poor generalization performance
in novel deployments and for rare species [8,27,39]. Re-
cent works tackle these challenges directly, focusing on cat-
egorization of rare species or generalization to novel camera
deployments. Beyond data augmentation approaches like the
one explored in this work, architectures [38] and loss func-
tions [12,28] designed for long-tailed distributions have also
shown promise.
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Figure 4: Comparison between the syn, real and syn2real color distribution for day (top) and night (bottom). The color distribution for
the day is computed aggregating the discretized hue channel. For the night, samples are first converted to grayscale and then pixel values are
aggregated. The resulting distribution of both is normalized. The syn2real distributions move closer to the real ones compared to the syn.
The high intensity of syn night is due to the high saturation of the renderings.

3 Data

31 CCT

The Caltech Camera Traps (CCT) dataset contains 243,187
images from 140 camera trap locations covering 30 classes
of animals, curated from data provided by the United States
Geological Survey and the National Park Service [8]. CCT is
used as a testbed for long-tailed distributions under real-world
conditions, where the number of samples for each species is
unbalanced (see Fig. 2). The distribution of samples per-
sensor is also long-tailed, with an additional uneven split be-
tween day and night occurrences (see Fig. 3).

3.2 CCT-20

We use the same data split as [4], starting with the CCT-20
subset introduced in [8] and isolating deer as the single rare
class of interest. The real training set is composed of 13,553
images from 9 camera locations, containing only 44 deer ex-
amples, and is used as the source of real samples for our 121
translation task. Our additional synthetic training data is also
the same as [4], which is generated with Unity’s 3D game
development engine. To constrain the task of translation, we
make use of the bounding box annotations for both real and
synthetic data to build two sets of images that share similar
framing (see Figure 1).

4 Experiments

First, we use the entire collection of deer samples from CCT
(denoted CCT-deer) to evaluate the different I2I translation
models. The data is split between day (2342 samples) and

CCT-deer
Correlation day  night
correlation(syn, real) 0.73  0.36
correlation(syn2real, real) 0.96 0.96
correlation(syn2real, syn) 0.81 0.46

CCT-20
Correlation day  night
correlation(syn, real) 0.73  0.36
correlation(syn2real, real) 0.94 0.95
correlation(syn2real, syn) 0.70 0.29

Table 1: Average color distribution correlations. Measured be-
tween (i) the syn and real images, (ii) the syn2real and real images
and (iii) the syn2real and syn images for both day and night. The
model trained on CCT-20 (bottom) is performing similarly to the
model trained on CCT-deer (top).

night (3132 samples), and models are trained separately to
translate bounding box crops resized to 256x256 pixels from
the synthetic to the real domain.

To bridge the domain gap, three different unpaired 121
translation methods are compared. Using the official im-
plementations of UNIT'!, CycleGAN? and CUT?, we trained
each model with the default hyperparameters. CycleGAN
starts from a generative adversarial setting and adds a cy-

"https://github.com/mingyuliutw/UNIT
Zhttps://github.com/junyanz/pytorch-Cycle GAN-and-pix2pix
3https://github.com/taesungp/contrastive-unpaired-translation
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Figure 5: Examples generated by UNIT trained on CCT-deer. These hand-picked examples show deer in similar poses starting with the
syn and comparing the two outputs of the models (syn2real) with the real sample. The translation learns to match the color distribution of the
real imagery, while the texture appears unchanged.
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Figure 6: Examples generated by UNIT trained on the entire real training set of CCT-20. When trained with all the categories as a target,
the model learns to imitate the chromatic distribution of different locations seen during training.
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Figure 7: Comparison of the different unpaired 121 models trained on the same data. These hand-picked examples show different
outputs coming from the translation learned by the different models. UNIT shows better results, with more variance in the color distribution

and sharpness in the refinement compared to CycleGAN and CUT.

cle consistency loss, to constraint the learned mapping [52].
Similarly, UNIT uses a shared-latent space constraint, sep-
arating the generator into an encoder and decoder compo-
nent, enforcing cycle-consistency between those [29]. CUT
uses contrastive learning to encourage patches from the two
domains to share mutual information [35]. With the same
amount of training, UNIT produces qualitatively superior re-
sults (see Figure 7). From a qualitative inspection, Cycle-
GAN and CUT models appear to show less variance in the
learned translation and sometimes introduce artifacts in their
outputs. Because of this, we chose to use UNIT for the re-
mainder of our experiments. The UNIT model trained on
CCT-deer appears to visually imitate the locations seen dur-
ing training from the real samples, altering the look of the
synthetic image to mimic the real locations (see Fig. 5). Qual-
itatively, the model seems to learn to alter the colors of the
image but the texture appears to be untouched. To measure
this effect quantitatively, we analyze the color distribution
and texture of the real data as well as the synthetic data pre-
and post-translation.

4.1 Color space

The most notable change in the translated samples is the shift
in the color distribution of the synthetic samples, that appear
to resemble the color scheme of the real samples. We consider
day and night separately, as samples from the two are visually
and statistically distinct.

Day

To evaluate the color difference for all samples obtained dur-
ing the day, we look at the sample-normalized distribution of
the Hue value from the HSI colorspace, representing the pure
color at each pixel regardless of saturation and illumination.
To measure the distance between the real, syn and syn2real
distribution, we computed the Pearson correlation coefficient
between each of them. The syn2real correlation improves
from 0.73 to 0.96 with real samples and decreases from 1.0
to 0.81 with syn samples (see Table 1).

Night

The night samples are first converted to grayscale and their
color features are captured by the sample-normalized distri-
bution of pixel values. The syn2real correlation improves
from 0.36 to 0.96 with real samples and decreases from 1.0
to 0.46 with syn samples (see Table 1).

These measurements suggest that the model is able to ap-
proximate the distribution of the real samples for both day
and night. An important observation is that the model imi-
tates the color distribution of the locations that is trained on,
uniformly altering the color of all the pixels in the image.

4.2 Texture space

Another dimension through which we measure distance is
texture space, quantifying the translation impact on the syn-
thetic samples, compared to the real ones. To characterize
textures, we use gray level co-occurrence matrix (GLCM)
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Figure 8: Normalized FID score computed for both day and night
at different depths in feature space. The score quantifies the dis-
tance from real for both syn and syn2real. We express the syn2real
score as a fraction of the syn at each architecture depth. We see that
the gap is getting narrower at lower-level features.

features [20]. In particular, we extract contrast, homogene-
ity, energy and entropy.

The goal is to measure the difference between the texture
of the fur of the animal across the two domains. To isolate
this sub-experiment, a model is trained to map synthetic sam-
ples to a single location (location ID 34 in CCT) for which
we have an abundant sample size during the day, allowing us
to normalize the context in which textures are measured. This
is due to the fact that texture changes across locations, due to
lightning conditions and other factors. By translating to a sin-
gle location, we can also manually pick real samples that were
captured at a camera location with a similar look and confine
the effect of the translation on the textures. Similar to [2], we
manually crop 4 20x20 patches for 10 manually selected real
and synthetic samples, compute and average GLCM features
across the set.

The GLCM texture features measured on the syn2real sam-
ples show a negligible improvement, compared to syn sam-
ples. As confirmed by a qualitative inspection, the model
is not considerably shifting the distribution of texture space.
The positive delta introduced by the translation is small com-
pared to the impact on the color distribution (see Section 4.1).

4.3 Exploring translation for a rare class

We have shown that it is possible to narrow the difference
in visual appearance between syn and real camera trap data

using CCT-deer as training set. Performing the same trans-
lation task for the deer class on the CCT-20 dataset becomes
problematic due to the limited amount of target data (44 deer
samples), but this represents a more realistic scenario for any
rare species. That said, the previous experiment suggests
that the mapping learned from the syn to the real data alters
mostly the lower-level color features, with the textures being
slightly changed. In other words, the model learns the appear-
ance of the different locations presented during training. This
suggests that the model could also learn a similar chromatic
transformation using real images that do not necessarily cor-
respond to the deer class, extending the target set from the 44
deer images to the 13,553 CCT-20 training images across all
categories.

Using the entire CCT-20 training set as our target, the
model replicates the chromatic distribution learned from the
locations seen during training. As shown in Figure 6, those
correspond to locations populated by categories outside of the
deer class. Using the same procedure described in Section 4.1
to measure color distributions, we find a correlation of 0.94
(day) and 0.95 (night) (see Table 1) with the real imagery.

4.4 Feature space

To further evaluate the quality of the two translation mod-
els, we use Fréchet Inception Distance (FID) to quantitatively
capture domain similarity [23]. To capture the semantic dis-
tance at different architecture depths, activations of 64, 192,
768 and 2048 are extracted from a pretrained Inception clas-
sifier [41].

Figure 8 shows the computed FID between source and tar-
get for the respective feature dimensions. For both day and
night, the translation method appears to close the gap most
significantly early in the network, with the largest decrease at
the first max-pooling layer (64 features), encapsulating lower-
level features. The CCT-20 model performs similarly to the
CCT-deer model, suggesting that the features corresponding
to realness can be learned and transferred from a target set
containing multiple categories, bypassing the need for large
amounts of real data of our rare class.

5 Classification

The ultimate goal of our method is to improve classification
of the rare class of interest by making our synthetic data
more “real”. To test this, we finetune an Inception V3 model,
pretrained on ImageNet, to classify species in bounding box
crops from CCT-20. We use the same training parameters -
learning rate, optimizer and input transformations - as [4].
We compare classification results when training with (1)
only the real data, (2) augmenting it with 10K syn samples
(5K day, 5K night), and (3) augmenting with the same
10K synthetic samples post-translation (syn2real), using the
model from 4.3.

Cis

The cis test set is made up of held out images from camera
locations seen during training. The error rate on cis test set
decreases by 16% from real to syn and improves by 37%
from real to syn2real. The model trained on syn2real images
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Figure 9: Error rates measured on the classification of trans+
and cis test sets. On both sets, the error rate for the “rare” deer class
is significantly decreasing when the model in trained syn2real data
compared to just syn samples. The change in the classification error
of the other classes is negligible.

improves the classification of the deer class on the cis test
set by 21%. The considerable improvement in the cis test
set may stem from the ability of the 121 model trained on
CCT-20 to mimic the low-level statistics of each camera
location.

Trans

The trans test set is composed of samples from camera loca-
tions not seen during training. This initial set is augmented
with all the deer samples present in CCT (trans+). In the
classification of deer for the trans+ test set, we see a 36%
decrease in error rate from real to syn and a 48% decrease
from real to syn2real. The 12% improvement in the trans+
test set may stem from the training that is performed on
translated samples that resemble the style of classes different
from deer. This might help the model to generalize the
classification to unseen locations for the rare deer class.

In both testing scenarios, we see a negligible change in the
average error rate of the other classes (£< 1%) (see Fig. 9).

6 Responsible Research

To ensure the reproducibility of the experiments showed in
this work, we outlined the methodologies to both create the
different datasets used and hyperparameters set to train the
different models.

6.1 Data

As detailed in Section 3, the CCT-20 split of CCT is created
using the annotations provided in [8] and applying the
same modifications, removing the fox, car, car, badger and
empty classes, to isolate deer as the only rare class. The
synthetic data used is randomly sampled from the 1.4M
renderings provided in [4]. For both domains, bounding
boxes annotations are used to crop samples from the starting
images. The resizing is done using cubic interpolation.

The synthetic data is generated using human crafted mod-
els of deer. To make sure enough variability in the models is
present, all 18 different available models are used to gener-
ate the 3D scenes and later cross them with a virtual camera.
Nonetheless, humans’ representation of deer is certainly bi-
ased towards a common representation and cannot reproduce
the full variability that is found in nature.

6.2 Models

To train the different I2I models, the default hyperparameters,
proposed in the official implementations are used to evalu-
ate the quality of the learned translations. The three different
models mentioned in Section 4 are all trained using the same
datasets of real and synthetic data for day and night. To re-
produce the same conditions for the classification as in [4],
the same hyperparameters, data augmentation and stopping
criteria are used.

7 Conclusion and Future Work

The domain shift present in the low-level features between
real and synthetic images can be effectively narrowed by sim-
ply imitating the color distribution of the locations in the tar-
get samples. Our experiments show this 121 translation can be
learned using the entire training set of real samples, including
samples from other categories. This is particularly beneficial
when dealing with real-world long-tailed distributions, where
rare classes are underrepresented. It remains to be tested how
different I12I models deal with a multitude of domains (loca-
tions), investigating the distribution of the locations that the
model is able to reproduce, compared to the training data.

The improvements on classification from the enhancement
in “realness” of the synthetic data is encouraging and could
beneficially impact the wildlife monitoring of rare endan-
gered species.
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