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ABSTRACT

Content Delivery Networks (CDNs) have been pivotal in the
dramatic evolution of the Internet, handling the majority of
data traffic for billions of connected users. Low-Earth-Orbit
(LEO) satellite networks, such as Starlink, aim to revolution-
ize global connectivity by providing high-speed, low-latency
Internet to remote regions. However, LEO satellite networks
(LSNs) face challenges integrating with traditional CDNSs,
which rely on geographical proximity for efficient content
delivery — a method that clashes with the operational dy-
namics of LSNs. In this paper, we scrutinize the operation of
CDNss in the context of LSNs, using Starlink as a case study.
We develop a browser extension NetMet that performs exten-
sive web browsing experiments from controlled nodes using
both Starlink and terrestrial Internet access. Additionally,
we analyse crowdsourced speed tests from Starlink users to
Cloudflare CDN servers globally. Our results indicate signifi-
cant performance issues for Starlink users, stemming from
the misalignment between terrestrial and satellite infrastruc-
tures. We then investigate the potential for SpaceCDNs which
integrate CDN infrastructure directly within the LSNs, and
show that this approach offers a promising alternative that
decreases latencies by over 50%, making them comparable
with the CDN experience of users behind terrestrial ISPs.
Our aim is to stimulate further research and discussion on
overcoming the challenges of effective content delivery with
growing LSN offerings.

This work is licensed under a Creative Commons Attribution International
4.0 License.
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1 INTRODUCTION

The Internet has evolved from a connection of a few end-
points to a “network of networks” interconnecting the world
[12, 13, 26]. Simultaneously, the application traffic has be-
come more content-centric fueled by the maturation of con-
tent delivery networks (CDNs) [40]. Currently, approximately
5.5 billion users contribute to generating nearly 330 exabytes
of data daily, with CDNs handling nearly 70% of this traf-
fic [8]. To cater to the growing demand, CDNs have grown
both physically, with expansive edge server deployments
partnering with ISPs globally, and logically with sophisti-
cated algorithms that map users to the “closest” server [7].
The recent emergence and growth of Low-Earth-Orbit
(LEO) satellite mega-constellations, led by Starlink [48], One-
Web [41], etc., have introduced a new frontier in Internet
connectivity — offering broadband-level connectivity to pre-
viously unreachable and underserved locations, such as re-
mote rural areas and ocean-bound cruise ships. LEO satellite
networks (LSNs) are witnessing a meteoric rise. For instance,
the most extensive LSN, Starlink, now has over 3M+ sub-
scribers in 100 countries covered by = 6000 satellites [45],
with plans to expand its fleet to 30,000 by 2027 [25, 44]. At
these scales, LSNs are poised to become the first “global” ISPs.
We argue that this places LSNs at odds with the common
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CDN practice of geographically localising users and serving
them from lowest latency servers [7, 20, 26]. Terrestrially-
designed CDN technologies perform sub-optimally for users
behind space-based ISPs, highlighting a fundamental divide
between network optimization and geographic optimization.

CDNs inherently operate on the principle that geographic
locality improves latency, using this to deliver geographi-
cally popular content to clients. However, in LSNs, the first
point-of-contact with the terrestrial network is at the ground
station (GS), which may/may not be geographically close to
the client, especially when the connection traverses Inter
Satellite Links (ISLs). As we discuss in §2, the ground sta-
tion routes the connection terrestrially to its nearest LSN
point-of-presence (PoP) which assigns a public IP address
and connects the subscriber to the Internet. Consequently,
content retrieval in LSNs relies on the LSN’s terrestrial foot-
print, which undermines its ability to provide consistent con-
nectivity globally [34, 39]. For instance, Starlink subscribers
experience unwarranted geo-blocking from CDNs [18] when
their connections are routed to PoPs deployed in countries
where the requested content is geo-blocked [36].

In this work, we first investigate the state of the CDN
performance for Starlink users globally through a suite of
active measurements focusing on web browsing and passive
data analysis of crowdsourced Cloudflare speed tests. Our
analysis of over 1M+ measurements from 55 countries with
Starlink coverage reveals significant degradation while re-
trieving region-specific content from CDNs due to ineffective
terrestrial routing overheads. Based on these insights, we
propose an integration of CDNs within the LSN infrastruc-
ture, a.k.a. SpaceCDNs, and explore potential consequences
of such a network on content retrieval performance. Our
attempt, with this work, is to motivate open discussion and
further research to address substantial hurdles in delivering
content effectively over LSNs, many of which we also high-
light at the end of the paper. To foster reproducibility and
enable future research, we publish our collected dataset and
associated scripts at [5] and [4]

2 BACKGROUND AND RELATED WORK

Satellite Networking: A Primer. LSNs bear some similarity
to traditional terrestrial network setups but also have some
key differences. Starlink access is akin to cellular wireless,
except the backhaul is satellite-based, and the wireless link
operates on high-frequency Ku/Ka-band [27]. The most sig-
nificant difference between terrestrial ISPs (including cellular
operators) and LSNs, however, comes from the highly mobile
network infrastructure of the latter. Satellites consistently re-
volve around the Earth at high-speeds reaching 27,000 km/h,
almost 3% airplanes and 10X ground transportation [32, 34].
As of June 2024, Starlink operates 6,000+ satellites in alti-
tudes ranging from ~ 300 km to 600 km, with plans to launch
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30,000+ satellites by 2027 in total including Very-Low Earth
Orbits (=~ 300 km) [37, 48]. As a result, the connectivity be-
tween the user terminal (in Starlink ecosystem a.k.a. Dishy)
and the satellite is constantly changing, with the satellite
moving out of the line-of-sight within 5-10 minutes [28, 34].

To maintain consistent Internet access over such dynam-
ically changing network topologies, LSN operators deploy
ground stations (GS) that receive traffic from space back to
the Earth, forming essentially a bent-pipe connection [42]
(see fig. 1). Once the traffic reaches the ground, it is then
routed to the traditional ground-based destination server
through Points of Presence (PoP), that are strategically placed
in datacenters and Internet eXchange Points (IXP) globally
for direct access to the Internet backbone. Therefore, to op-
erate a successful LSN, the operators must install extensive
GSs worldwide in addition to launching a dense satellite
constellation — mounting to a significant investment. To mit-
igate the need for numerous GSs, operators also use ISLs to
route the traffic between satellites over long geographical
distances to reach the ground station. For instance, Mohan et
al. [39] found that Starlink users in the southern Africa con-
nect to GSs and PoPs in Germany, nearly 9,000 km away, due
to the lack of ground infrastructure in the region. Authors in
[2], also propose a solution to decrease reliance on ISLs and
reduce latency through appropriate GS placements. Similar
to a cellular core network, the internal traffic steering be-
tween terminal-to-GS is masked by a carrier-grade NAT and
the client-side applications remain unaware of underlying
network topology changes.

A Retrospective on CDN Operations. A content delivery
network (CDN) is a hierarchy of geo-distributed servers de-
signed to cache and serve content as close to the end-users as
possible [40]. The primary goal of a CDN is to reduce band-
width costs by minimizing WAN traffic and fulfilling user
requests from the nearest cache server [6]. CDN operators
achieve this objective through several strategies. Firstly, lead-
ing CDN providers, such as Akamai, Cloudflare, etc., partner
with major ISPs globally to deploy servers within their net-
works (at the edge) or at the boundary of their network and
Internet backbone (at PoP) [21]. Additionally, user requests
are mapped to the “optimal” CDN cache based on network
conditions and server load, using techniques like DNS-based
redirection, anycast routing, and IP geolocation [7, 22].
Most internal CDN operations assume a static tree-like
topology and user request influx from leaves of the hierar-
chy. For terrestrial ISP clients, this logical hierarchy maps
closely to the physical geography — servers with (baseline)
lower latencies are physically closer to users than those
with higher latencies [17]. Satellite-based networks, however,
completely disrupt this assumption, an example of which we
illustrate in Figure 1. LSN client requests are always mapped
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region-2

Figure 1: CDN reachability from terrestrial cellular ISP
and LSN. Satellite subscribers connect to the CDN cache
closest to the PoP, which results in a geographically
distant server mapping for region-2.

to CDN servers nearest to the assigned PoP, which is compa-
rable to terrestrial ISP if client resides in regions with local
PoP deployment (e.g., region-1). However, for clients in
region-2, the requests may be re-routed over series of ISLs
to a geographically distant PoP, possibly located in a different
country or even another continent [39]). Content fetching
is suboptimal in such cases since the client skips the CDN
server nearby and is mapped to a cache which likely lacks the
region-2 relevant content (e.g. news articles, videos, etc.).
Many Starlink subscribers report challenges in accessing
content from popular CDN-based services, such as Netflix,
YouTube, etc., including geo-restrictions from other coun-
tries, slow loading times, and frequent buffering [18]. This
disconnect in CDN mapping for LSNs is also costly for CDN
operators as cache miss rates and content fetches over WANs
are high for these users [11]. Our key claim is that a global
ISP such as Starlink that is not always able to find ground-
based CDN infrastructure geographically close to the user (as
§3 demonstrates) may benefit from placing caches directly on
the satellites (§4). This goes beyond proposals such as [15, 33]
which use satellites as relays to terrestrial CDNS.

3 CONTENT DELIVERY OVER STARLINK
3.1 Measurement Methodology

To achieve an accurate representation of the global CDN
performance over Starlink and the impact on application
performance, we perform the following experiments.
Cloudflare AIM Dataset. We analyze the open-source Cloud-
flare Aggregated Internet Measurements (AIM) dataset [10],
which includes speed test measurements from clients to
Cloudflare CDN servers [9]. The speed test records typi-
cal metrics to assess user’s Internet connection quality, such
as download and upload speeds, latency, and jitter; but most
importantly, provides an accurate representation of global
Cloudflare CDN performance. We identify measurements
from Starlink clients via their ASN (AS14593) and filter tests
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Figure 2: Delta difference (starlink - terrestrial) in Me-
dian RTTs to the most optimal CDN server location.
Here we also illustrate the currently 22 operational
Starlink PoP locations around the world.

conducted since March 2024 - resulting in ~ 22K measure-
ments from 55 countries (almost 60% of Starlink coverage).
For comparison, we also filter for measurements conducted
by clients in terrestrial access networks. We carefully ex-
clude (i) other satellite ISPs (e.g. Viasat, HughesNet) using
Maxmind GeolP DB [35] to ensure a fair comparison with
Starlink, and (ii) networks that are not client-serving ISPs (e.g.
cloud operators) using PeeringDB [43]. In total, we analyze ~
800K measurements from terrestrial clients in 196 countries.
Note that we do not make a distinction between wired and
wireless access as they are indistinguishable in the dataset.
Since Cloudflare uses anycast to locate the “nearest” CDN
server, we find that clients from the same city often target
several CDN servers across different neighboring countries.
We use the median of the idle latencies over both Starlink
and terrestrial from a city to determine the “optimal” CDN
server for the network at that location.

Web Browser Plugin. We develop a Chromium-based browser
plugin, NetMet [1], that records real-time web browsing per-
formance. NetMet periodically fetches the landing page of
top-20 popular websites in the Tranco list [47] served by
Cloudflare or Cloudfront CDN and records metrics such
as DNS lookup time, TLS negotiation, server connect time,
HTTP response time, etc. The plugin also identifies the CDN
server location though xhr-response headers and the user
location reported by the client’s browser. We received mea-
surements from volunteers using both Starlink and terrestrial
ISPs in 8 and 15 countries, respectively, since March 2024
(totalling ~ 5K measurements). Additionally, we dockerize
the plugin and deploy it on LEOScope testbed probes [31]
in UK, Germany, Canada and Nigeria to measure Starlink vs.
terrestrial broadband from the same probe machine. Our con-
tainerized NetMet setup also records visual fidelity of web
browsing, including metrics such as time-to-first-contentful-
paint (FCP).

We make our collected passive and active measurement
dataset and associated scripts available at [5] and [4].
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3.2 Analysis

Global CDN performance. We first compare the idle laten-
cies observed by Starlink users against those of terrestrial
ISP users when connecting to the most optimal CDN loca-
tion from a given city. Figure 2 shows the delta difference
in median latencies (Starlink minus terrestrial) aggregated
per country where measurements exist for both. Terrestrial
connections almost always achieve lower latencies to CDNs,
typically around 50 ms less than Starlink. The disparity is
more pronounced for Starlink users in many African coun-
tries (e.g., Kenya, Mozambique, and Zambia), where laten-
cies are around 120-150 ms higher. This is likely due to the
large geographical distances (approximately 4000-8000 km)
that must be covered, possibly through ISLs, as there are no
nearby Starlink ground stations. As we discuss later, these
connections are routed to the cache server via their assigned
PoP in Frankfurt (Germany), also highlighted by other recent
explorations [39, 42]. Table 1 highlights the average distances
to the optimal CDN location and the corresponding median
minimum latencies for selected countries over Starlink and
terrestrial ISP connections. It is evident that in almost all
regions, CDN access over Starlink is significantly worse than
terrestrial alternatives, except for Spain, Japan and Germany
which have locally deployed PoPs.

Figure 3 shows the case-study for users in Maputo (MPM),
Mozambique in southern Africa accessing CDN servers over
Starlink and terrestrial networks. The most frequent and
optimal mapping over Starlink (see fig. 3a) is to the CDN in
Frankfurt, which achieves the least observable latency ~ 160
ms. When users connect to an African CDN (e.g. Cape Town),
base latencies are higher due to the additional terrestrial
path required after exiting the PoP towards the CDN, often
exceeding 250 ms. Interestingly, we observe shorter latencies
to other CDN locations in Europe (e.g. Lisbon) since the
terrestrial network is well-provisioned in Europe. However, it
is highly unlikely that the European CDNs will house content

Table 1: The average geographical distance (in kms) to
the best (= lowest latency) CDN server, indicating the
sub-optimal CDN mapping for Starlink users.

Country Terrestrial ISP Starlink
Distance (km) minRTT (ms) Distance (km) minRTT (ms)
Guatemala 6.9 7 1220.9 44.2
Mozambique 5.0 7.2 8776.5 138.7
Cyprus 34.7 7.45 2595.3 55.35
Swaziland 301.8 12.8 4731.6 122.7
Haiti 6.1 1.5 2063.2 50
Kenya 197.5 16 6310.8 110.9
Zambia 1202.64 44 7545.9 143.5
Rwanda 9.25 5 3762.8 87.5
Lithuania 168.6 12.4 1243.2 40
Spain 375.3 14.3 13.4 33
Japan 253 9 57.0 34
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Figure 3: Median latencies (in ms) to the connected
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Figure 4: The difference in HTTP response times for
Starlink and terrestrial ISPs from selected countries.

relevant for Africa, which will likely result in rerouting to
origin servers over transcontinental WANs.

In contrast, Figure 3b illustrates a completely different
CDN mapping for Maputo terrestrial ISP users. The most
frequent connection goes to a CDN in Maputo itself, with
latencies ~ 20 ms; while other CDN locations in Africa (e.g.
Johannesburg) are reachable within ~ 70 ms. Note that for
applications that care more about connecting to remote cloud
servers, Starlink provides a faster and more reliable alter-
native with its fast-path to Europe; however, it falls rather
short for fetching geographically popular content.

Web measurements. We now turn our attention to the web
browsing performance from both Starlink and terrestrial col-
lected by NetMet plugin. Figure 4 shows the HTTP response
time (HRT) difference between the two networks. HRT is
calculated as the time delay from when an HTTP request is
made for a webpage to when the first byte of the response is
received, excluding DNS lookup times and transport layer
connection setup times, which might vary due to different
end-user configurations. We find that the baseline latency
differences discussed earlier also translate directly to the
application-level performance. Terrestrial connections typi-
cally observe lower response times ~ 20-50 ms, sometimes
even up to 100 ms. Starlink users in Nigeria are the only
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Figure 5: Time to First Contentful Paint for Starlink
and terrestrial ISPs in Germany (DE) and United King-
dom (GB).

outliers since they benefit from a nearby PoP and skip the
still under-developed terrestrial infrastructure [19].

Figure 5 plots the first-contentful-paint (FCP) observed
over both networks to provide deeper insight into user expe-
rience. FCP denotes time taken to render the first element on
the page, and unlike response time, includes downloading
necessary web elements from CDN servers. We only report
experiments from Germany and United Kingdom since they
represent the best-case scenario as both countries have local
Starlink PoP deployment. Despite this, we find the median
FCP values over Starlink are higher by = 200 ms from both
the locations. Considering the relative low and terrestrially-
comparable baseline latencies over Starlink from these coun-
tries, user experience will be further degraded for countries
situated geographically far from their assigned PoP (see Ta-
ble 1). Latency-sensitive CDN-delivered web applications,
such as live video streaming, video conferencing, cloud gam-
ing etc., would suffer even further as Starlink suffers from
significant bufferbloat [39]; which we also corroborate as
we observed > 200 ms during active downloads from (po-
tentially) ISL-enabled countries, e.g. Costa Rica, Bulgaria,
Kenya, etc. Our results hint at several possible benefits if the
satellites were to also cache content objects in space, which
would reduce the access latencies and dependence on PoPs.
We explore such an integration next.

4 CDN & LSN: A MATCH MADE IN SPACE

In this section, we explore the “obvious” what-if scenario of
locating CDN caches on LEO satellites that are directly over-
head of users. Clearly this would lead to greatly decreased
latencies. The biggest challenge to overcome is the dynamics
of LSNs — the fact that LEO satellites can move out of range
of a given user location within minutes (cf. §2). (We leave
to §5 discussion of other challenges such as managing the
power budget; making the economics “work”, etc.).

Figure 6 illustrates one possible solution to the problem of
maintaining continuous CDN cache service to a user despite
LEO dynamics: An object can be fetched from the satellite
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Figure 6: SpaceCDN overview. (i) Content is cached on
satellites, allowing the client to fetch it directly (red
arrow). (ii) If the content is not on the nearest satellite,
ISL links route the request to the next closest satellite
with the cached content (blue arrow). (iii) If content is
unavailable on all satellites, the request is routed back
to the cache server near ground station (black arrow).

directly overhead, providing it is in the cache. If not, ISLs can
be used to fetch the object from the nearest satellite which
caches it. If no close-by satellite has the object cached, the
request is sent to a cache server on the ground.

Longer requests, such as streaming video, can take advan-
tage of the predictable movements of LSNs. For example,
a video object can be striped (correlating to a collection of
DASH segments) such that the first stripe of n minutes is
cached on the first satellite if it will be visible to the user
for the first n minutes of playback; the next few stripes can
be located on the second satellite which will be overhead of
the user while its stripes are being served, and so on. Note
that while Stripe 1 is being streamed to the user by a satellite
A, subsequent stripes can be uploaded onto the caches of
the satellites such as B and C that follow, thereby hiding
the latency of the bent-pipe. Satellites in LSN orbits revisit a
location roughly every 90 minutes; so cached video stripes
can be accessed by other users if they are directly under the
caching satellite, or using ISLs to fetch the nearest copy.

The success of such an approach depends on the relative
latency improvements that can be achieved. We estimate this
using xeoverse, a recently released simulator, which is cali-
brated with Starlink for realistic latencies and other channel
characteristics under different conditions [29]. We configure
xeoverse to simulate Shell 1 of Starlink (1,584 Satellites).
Figure 7 shows the CDF of the latency to fetch objects from
a satellite cache n = 1,2, 3, 5, 10 ISL hops away, comparing
it with the latencies from Starlink and terrestrial ISPs via
AIM measurements (Table 1 shows the lowest observed la-
tency; here we plot the whole CDF). It is evident that even
on terrestrial ISPs, CDN access latency has a long tail.
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Figure 7: Starlink-CDN (dashed black) and Terrestrial
ISP-CDN (dotted black) latencies obtained from AIM
data (§3.1) compared with SpaceCDN Latencies (solid
colours) obtained from xeoverse [29] simulation. The
different colors show the latencies when content is
found within 1, 3, 5 and 10 ISL hops. SpaceCDN is com-
petitive with terrestrial ISPs if content is found within
5 hops, but when comparing with current Starlink la-
tencies, even 10 ISL hops offers around half the latency.

If objects can be fetched in five ISL hops or fewer, LSNs can
offer comparable performance to CDNs connected to terres-
trial ISPs, even outperforming them in the tail of the distribu-
tion. This is mainly because of the low latencies achievable
over the fully optical ISLs. < 5 hops is eminently doable in
modern LSNs. As a case in point, Starlink Shell 1 consists
of 72 orbital planes, with 22 satellites in each plane. Thus,
with around 4 copies distributed within each plane, an object
can be reachable within 5 hops, even within a single orbital
plane; fewer copies would be needed if east-west ISLs across
orbital planes are also used.

5 DISCUSSION

While a conjoined operation of CDNs and LEO satellite net-
works (LSNs) shows promise, it also opens several research
questions and challenges, which we discuss in this section.

Operational overheads of cache servers in satellites.
Satellites are engineered to be lightweight and power-efficient
to keep launch costs low and operational lifetime high. There-
fore, it is important to understand the impact of installing
cache servers on satellite thermal control, power manage-
ment and operational performance. For answering this, we
turn towards recent works exploring the feasibility of in-
orbit edge computing [3, 14]. The authors in [3] find that
supporting a high-end server inside a Starlink satellite is
not prohibitive in terms of weight and volume. The same
high end-server comes with an attached storage capacity
of ~ 150 TB [16]. Considering, Starlink currently operates
6000 satellites (and more in future), the total storage capacity
that the satellite constellation might be able to host, will be
upwards of 900 PB i.e. > 300M 2-hour long 1080p videos at
30FPS. Xing et al. [49] study the performance of commercial
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Figure 8: SpaceCDN latencies when only 30%, 50% and
80% of satellites are duty-cycling as caches, with the
rest serving as relays to reach the caches. The vertical
line indicates the median latency achieved from ter-
restrial ISPs to content CDN; showing SpaceCDNs are
competitive with > 50% satellites caching at a time.

off-the-shelf (COTS) hardware within Cubesat satellites (x
16% size and weight of Starlink satellites) by launching it into
space. The authors find that while the additional power con-
sumption is manageable by cyclical solar energy generation,
continued computation might degrade the on-board battery
lifespan. Moreover, since the satellites are passively cooled
and must remain below 30°C to maintain safe operations, the
heat generated during active computation/content caching
also raises concerns of (potential) thermal issues. There is
a possibility that production-grade deployments will utilize
specialized hardware that might be more thermally efficient
for in-space environemnts. However, even with COTS de-
vices, the authors find that the overall temperature only ex-
ceeds the threshold after hours of continuous computation,
which can be mitigated by intelligent request scheduling.
Since caching is not computationally intensive, SpaceCDNs
are likely more feasible than in-orbital computing, but will
need managing.

A potential first-cut approach might be to duty-cycle the
satellites caches: each satellite would only periodically serve
content; at other times, it would relay its users’ content
requests over ISLs to nearby satellites which are currently
offering a caching service. To check the feasibility of this, we
rerun our previous simulation, randomly picking x% of the
whole fleet of satellites as caches in each duty cycle slot.

Figure 8 shows the latencies observed when a fraction x =
80%, 50% and 30% of satellites are serving as content caches
at any given point of time. The horizontal line indicates the
median latency from terrestrial ISPs to CDNs. It can be seen
that even when only half (50%) of satellites are currently duty-
cycling as caches and the rest are relays, SpaceCDNs can
be competitive with terrestrial ISP-CDN latencies. However,
thermal and power management challenges require further
in-depth investigation before SpaceCDNs become practical.

Content Bubbles Given the predictable nature of both the
satellite orbits and content popularity in different geograph-
ical regions (e.g., a Boca Juniors vs River Plate soccer game
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is likely to be popular mostly over South America, or more
specifically, in Argentina), we foresee the potential of ma-
chine learning algorithms to predict and prefetch content on
satellites as they approach field-of-view of a country. We en-
vision new algorithms will be needed to form such localized
content bubbles forming over different geographical regions
where the infrastructure moves but the content remains ac-
cessible. For instance, a satellite moving from over the US to
Europe can use content-aware cache eviction to eliminate
American Football and pre-fetch soccer content.

Space VMs Today’s terrestrial CDNs go far beyond caching
and enable stateful applications to be served from the edge.
CDNs today are critical for low-latency use cases, such as
coordinating state across users within a local area in multi-
player games [38]. Enabling such applications can be trickier
with SpaceCDNs because the satellites are in constant mo-
tion. In future work, we plan to explore the possibility of
locating replicated VMs on successive satellites that will be
serving a geographic area, and use techniques developed
for VM migration [30, 50] in data centers to sync the state
change deltas (= < 100 MBs) from the satellite currently serv-
ing an area to the satellite(s) which will be overhead next,
thereby providing seamless operations to the users within
their coverage area.

Economics of Space CDNs. Table 1 shows that benefits
of SpaceCDNs is most pronounced in regions with poor ter-
restrial Internet connectivity, for instance parts of Africa
and South America. However, these regions are also not the
most lucrative markets for network operators, which raises
the question of how SpaceCDNs play into the traditional
CDN operations. We envision a MetaCDN-like model [24]
where the LSNs own and operate their satellite caches (possi-
bly partnering with existing local terrestrial CDN operators)
and allow multiple customers (e.g. streaming services) to
cache their content on the satellites. The benefits of utilizing
SpaceCDNs go far-beyond catering to LSN-connected users
but can even improve content reachability. For instance, con-
tent providers can leverage the natural trajectory of satellite
caches to distribute geographically-relevant content without
the traversing either WAN or ISL links — opening dimen-
sions for content wormholing. Similarly, recent direct-to-cell
cooperations between LSNs and terrestrial ISPs necessitate
several other avenues for SpaceCDN-catered content deliv-
ery to maintain seamless user experience [46].

Expansion of LSN ground infrastructure. Starlink cur-
rently operates approximately 150 ground station and 20
PoP locations all around the world [23], and continues to
expand its coverage to more countries. However, the rate of
expansion of its ground infrastructure is still much slower
than its satellite launches. The primary cause of this is bu-
reaucratic roadblocks in the form of spectrum licensing, land
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acquisition, setting up and consequent maintenance of this
infrastructure (including PoPs). Additionally, the terrain and
remote conditions of certain regions globally may not be
suitable for the construction and maintenance of ground in-
frastructure — notwithstanding, the several thousand km of
cabling required to connect Starlink’s ground network to the
internet backbone. Keeping aside all these issues, even with
sufficient and steady ground infrastructure expansion, we
only foresee the best case latency to hover around 20-30ms
(as observed in §3). In this regard, SpaceCDNs appear as a vi-
able opportunity as they not only provide significant latency
reduction (which may match or even outperform terrestrial
alternatives) but also reduce the continuous maintenance
overhead of the operators.

6 CONCLUSION

The rapid growth of Low-Earth Orbit (LEO) satellite net-
works (LSNs), such as Starlink, has the potential to revolu-
tionize global Internet connectivity. However, they are at
odds with traditional Content Delivery Networks (CDNs)
since they rely on ground stations for connectivity, leading to
non-optimal server mapping and geographical restrictions
for users in remote regions connecting via inter-satellite
links. Of course, Starlink will make Internet access better for
those in remote areas. However, the aim should not be to
“settle” for this improved access, but rather, see if there are
feasible solutions to put them on an equal footing with those
in well connected urban areas, with access to high speed
terrestrial broadband and established CDN server presence.

In this paper, we first showcased the disparity in CDN
performance for Starlink users globally through a compre-
hensive suite of active measurements and passive data anal-
ysis, and identified several challenges in content delivery
over LSNs. We then explored the potential for SpaceCDNs
by integrating CDN infrastructure directly within the LEO
satellites and ground stations via extensive simulations. We
demonstrated that SpaceCDNs offer a promising extension
to traditional CDN operations and identified several open
research directions for effective content delivery over LSNs.
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