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This paper presents a modeling and simulation method that supports energy performance assessment
and operation strategy investigation of borehole thermal energy storage in the Chifeng district heating
(DH) system. A living laboratory in Chifeng, China that integrates a 0.5 million m> borehole thermal
energy storage system, an on-site solar thermal plant and excess heat from a copper plant is presented.
The research adopts Modelica models from open source libraries to evaluate the system. The validity of
the borehole thermal energy storage model is evaluated through an inter-model comparison study and
an empirical validation test. We used the validated model to investigate three operation strategies. We
conclude that the time-scheduled combined operation strategy is more beneficial for the studied system
regarding CO, emission reduction.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The district heating system of Chifeng city in Inner Mongolia
Province, China is experiencing a transition from coal-fired boilers
to sustainable and renewable heat sources. A seasonal energy
imbalance between heating supply and heating demand is com-
mon in district heating systems with sustainable and renewable
heat sources. Hence, implementing seasonal thermal energy stor-
age (STES) in such systems can be beneficial in reducing the imbal-
ance. Since the overall efficiency of STES is greatly influenced by its
operational strategy, this paper aims to investigate the operation
strategy of a STES in an existing district heating system in Chifeng.
Modeling and simulation is conducted for the investigation. The
following subsections provide details and background information
about the district heating system in Chifeng.
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1.1. District heating system of Chifeng city

China is witnessing a rapid expansion of its building stock,
resulting in ever increasing energy demands. Currently, space heat-
ing is responsible for the largest part of the energy use of house-
holds and offices. Therefore, the Chinese government has
developed a national heating reform to improve building energy
efficiency. As part of an effective approach to improving total
energy efficiency, development of district heating systems has
grown exponentially since 2005 [1]. In addition, the government
has set a target of increasing the share of non-fossil energy of the
total primary energy consumption to 20% by 2030 (The 13th Five
Year Plan for the development of renewable energy). One of the
key objectives is to use renewable energy sources (RES) to substi-
tute 150 million metric tons of energy from fossil fuels in the heat-
ing and domestic sector [2]. Chifeng City in Inner Mongolia
Province has been chosen by the government as one of pilot cities
to boost RES use.

Chifeng City is one of the first cities to have installed a district
heating system in China. A large part of the heat was supplied by
small capacity, neighborhood coal-fired boilers. In recent years,
many of these boilers were shut down due to their low efficiencies
and their high (polluting) emissions. However, as a result of urban-
ization, the demand for district heating in Chifeng City has
increased by two to three million m? heated area every year. In

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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alignment with the national objectives, the local authority of Chi-
feng City planned to introduce more renewable energy sources in
the district heating system. Therefore, it was essential for the city
to evaluate alternative (sustainable) heat sources.

Since 2013, one of the new heat sources of the district heating
system is a copper plant located in the south of Chifeng City. The
plant produces a significant amount of waste heat as a result of
its industrial processes; the excess heat has a peak power of 20
MW4,. This excess heat is serving a residential area (of 11 thousand
residents) and the office buildings of the copper plant. Although
the amount of the excess heat is significant, the increased needs
at both the demand side and the supply side promote the explo-
ration of utilizing industrial waste heat to its fully extend.

1.2. District heating and seasonal thermal energy storage

District heating (DH) is one part of urban energy infrastructures.
It connects buildings in a neighborhood, town, city or even coun-
trywide through a network of pipes to provide space heating and
domestic hot water. District heating was first introduced in United
States in the 1880 s, and a few decades later it was commercially
implemented in Europe. Since then, four generations of DH have
been developed. The fourth generation in this line of development
of district heating systems (4GDH), as defined in [3], are generally
highly energy efficient and able to exploit energy diversity in heat-
ing generation. 4GDH systems provide flexibility on the utilization
of renewable energy sources (RES) and low-grade supply sources,
such as heat recycled from chillers or industrial surplus. The dis-
trict heating system of Chifeng undergoes a generation transition
to fully exploit the potentials of 4GDH.

The district heating system of Chifeng only operates during the
heating season (from 16th of October to 15th of April). Since there
is no heating demand during the non-heating season (16th of April
to 15th of October), a considerable amount of heat of the copper
plant is released into the environment, therefore the full potential
of the waste heat is not used. To deal with this mismatch between
supply and demand, it would be beneficial to include seasonal
thermal energy storage in the district heating system [4-8]. Studies
have shown that implementing STES can reduce overall system
costs [9-12]. STES systems can be charged during the summer,
for instance by solar thermal production or industrial waste heat,
and retain the energy for later use during the colder winter months
[13-15]. STES seems a promising technology to exploit the full
potential of the waste heat from the copper plant. Therefore, initi-
ated by the collaboration between Tsinghua University and Chifeng
Heran Energy-saving Science and Technology Co. Ltd., a concept of
a living laboratory is proposed to investigate the feasibility of
implementing STES in the district heating system in Chifeng [16].
In the living laboratory, a collaboration network is formed among
universities, the local thermal network provider and operator,
and product providers (e.g. solar thermal collector). The living lab
performs as (1) an experimental platform to test design options
and operational strategies, (2) a sustainable energy heating plant
as an actual operated application in a district heating network,
and (3) a data source for field-scale long-term monitoring of a
large-scale BTES [16].

1.3. A living laboratory for district heating and borehole thermal
energy storage (BTES)

Due to the fact that STES normally has great volume, STES is
mostly buried under the ground [5]. The typical forms of under-
ground STES are borehole thermal energy storage (BTES), aquifer
thermal energy storage (ATES) and cavern thermal energy storage
(CTES). The last form of underground STES is technically feasible
but not commercialized due to high investment costs [17,18]. In
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this regard, ATES and BTES are the most promising technologies
[19,20]. Although ATES systems have shorter payback times than
BTES systems, it is not always possible to realize an ATES system
due to geological conditions. In the case of Chifeng City, a viability
study showed that the soil is not favorable for an ATES system.
Therefore, BTES was the chosen STES technology for the living lab-
oratory. Fig. 1 shows one of the configurations of the living labora-
tory in the non-heating season and in the heating season. The
system of the living laboratory consists of a circulation loop and
three main subsystems. The subsystems are an industrial waste
heat recovery system, a solar thermal system and a borehole ther-
mal energy storage system. Each subsystem is connected to the cir-
culation loop via a heat exchanger. The excess heat from the copper
plant, with a yearly heating capacity of 32.4 GWh, serves as the
main heating supply source. The modularized solar thermal sub-
system, consisting 336 solar thermal collectors, represents another
heat source. The solar thermal subsystem is used to boost the
water temperature in the system circulation loop. The solar ther-
mal subsystem contributes in injecting more heat in non-heating
season and delivering warmer water to the DH network in the heat-
ing season. The solar thermal subsystem is designed to contribute
0.42 GWh on annual heating production. The main design param-
eters of the system are listed in Appendix A. According to the pro-
ject plan, six modules of the solar thermal collector arrays will be
installed in the living lab. As in the initial phase of the project, only
one module (336 collectors) was constructed and included in the
following analysis in this paper. A detailed description of the sys-
tem and the evaluation of the design options can be found in pre-
vious studies [16,46].

In the non-heating season, the BTES is charged by industrial
waste heat and solar thermal sources. The heat carrier fluid returns
to the industrial waste heat subsystem (IWH1) after charging the
BTES. The IWH source (IWH1) is waste heat from slag flashing
water during the industrial processes with an average temperature
of 70 °C (fluctuating from 40 °C to 90 °C). It provides the majority of
heat injected into the BTES. Since the temperature level of the IWH
source is not very high, it is then more practical to heat the heat
carrier by the IWH subsystem first then by the STES subsystem
than the other way around, though the current configuration
may result in a relatively low output efficiency of the STES subsys-
tem. To cope with this issue, an investigation of different operation
mode with the combination of different IWH sources (with higher
temperature level) will be performed as future work. The flexible
design of the living lab makes it possible for system operators
and researchers to test different operation modes [16].

In the heating season, the heat carrier fluid runs in a reverse
direction. The return heat carrier fluid (around 45 °C) from the
heating demand side flows through the BTES to extract heat. The
solar thermal subsystem (STS) with a modularization design is
adopted to further increases the temperature of the heat carrier
fluid. The heat carrier fluid then serves as heating supply to the
heating demand side. Therefore, the heating supply temperature
at the heating demand side highly depends on the outlet tempera-
ture of the BTES subsystem. Another IWH source (IWH2) is con-
nected to the pilot system as a back-up heat source. The
designed heating supply temperature at the heating demand side
is 55 °C. The back-up heat source (IWH2) is activated when the
heating supply temperature cannot meet the required design
value.

1.4. BTES operation strategies

The main goal of the system is to increase the use of RES and
to reduce CO, emissions in the district heating sector. An addi-
tional goal of the pilot system is to reduce the usage of the
back-up IWH subsystem (IWH2) in the heating season as much
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Fig. 1. System diagram for (a) non-heating season and (b) heating season.

as possible. In addition to the system goals, the overall BTES sys-
tem efficiency is influenced greatly by the thermal transport
behavior of borehole heat exchangers (BHE). Zhu et al. [21]
investigated the transient thermal performance of a vertical dou-
ble U-tube BHE operated under different operation conditions
including flow rate and charging temperature. The results indi-
cated that the charging temperature had a larger influence than
the flow rate on lifting soil temperature. Luo et al. [22] com-
pared three operation strategies of BHEs for a large-scale hybrid
ground source heat pump (GSHP) system. The research showed
that, for the large-scale hybrid GSHP system, operating all BHEs
at the same time would result in a slightly higher heating and
cooling efficiency but much higher operating costs compared to
the other two strategies that only one or several zones of the
BHEs were under operation. As such, operations of BHEs in a
BTES should be carefully investigated. Based on these goals
and the existing literature regarding operation strategies of
BHEs, three operation strategies of the BTES subsystem for the
heating season were defined:

1) Overall control. The whole BTES subsystem runs at a fixed

mass flow rate in the main pipe. Overall operation strategy
is a conventional operation strategy. The simplicity of its
control system and hydraulic system is its advantage. How-
ever, due to large soil thermal inertia, the outlet water tem-
perature of BTES tends to decrease gradually in the heating
season. Therefore, extra heat may be required from the
back-up IWH subsystem in later period of the heating
season.

2) Zonal control. The BTES subsystem is divided into several

parallel zones; six zones in this pilot system. To achieve a
relatively stable outlet temperature, the BTES subsystem is
operated zone by zone at a fixed mass flow rate in the main
pipe. Only one zone is under operation when the heat season
starts. All other zones are switched off. Storage temperature
of the BTES subsystem is monitored. When the monitored
storage temperature is below a certain temperature set-
point, the current operation zone is switched off and another
zone is activated. Once the monitored temperature of all
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BTES zones are below the setpoint, the BTES subsystem
switches to the overall control mode. The same operation
strategy applies to all BTES zones until the end of the heating
season. Then, all zones are under operation throughout the
non-heating season to maximize heat injection to the BTES.

3) Time-scheduled combined control. Inspired by [22,23], this
operation strategy is designed to better allocate extracted
heat according to heating demand/outdoor temperature.
This operation strategy combines the overall operation strat-
egy and the zonal operation strategy. It allows to take advan-
tage of both methods. The BTES subsystem operates by the
zonal operation strategy in the beginning and the end of
the heating season when heating demand is generally low.
The overall control applies in the rest of the heating season
when outdoor temperature is relatively lower and heating
demand is higher than in the beginning and the end of the
heating season.

It is not straightforward to decide on which operation strat-
egy to use for the system due to the complex thermal behavior
of the BTES and the dynamic interaction between heat demand
and heat sources. Therefore, the performance of the system
needs to be investigated in detail for the various operation
strategies. To understand the performance of large-scale BTES,
it is crucial to perform a long-term performance assessment
[24]. One way would be to perform long-term experiments on
the actual system. However, this is time consuming and expen-
sive. Furthermore, for large installations, it is not practical to use
experimental analysis in order to test the operation strategies
under various scenarios (e.g. weather conditions or variations
in heat demand). This drawback may be overcome by small-
scale experimental studies combined with modeling and simula-
tion. Experimental results can be used to validate simulation
models [24-26] and the models can be used to investigate the
performance of the operation strategies under various scenarios.
The latter approach is adopted in this research to investigate the
most appropriate operation strategy for the BTES in the Chifeng
district heating system.

Several studies adopt modeling and simulation methods to
evaluate the performance of BTES integrated DH systems. Ciampi
et al. [27] conducted a thermo-economic analysis in TRNSYS for a
small DH system with seasonal BTES and solar collectors. The study
investigated the influence of the sizing of the components (area of
solar collectors and volume of storage) on primary energy con-
sumption, carbon emissions and operating costs. Elhashmi et al.
[4] performed a parametric simulation using a one-month time-
step to evaluate the economic performance of a district solar BTES
system for multi-family residential buildings. Existing studies also
conducted multi-objective optimization to optimize the environ-
mental and economic performance of BTES integrated DH systems
considering different locations [28] and different environmental
and economic scenarios [11]. However, little attention has been
paid to model validation of the simulated BTES integrated DH sys-
tems. In addition, few studies have investigated the operation
strategies of BTES in DH systems.

Thus, this paper presents a modeling and simulation method
that supports energy performance assessments and operation
strategy investigation of BTES in the Chifeng district heating sys-
tem. The validity of the BTES model is discussed extensively. In
Section 2, various methods to model BTES are reviewed and the
motivation for our choice of model is explained. Section 3 is con-
cerned with the measurements used in this study. The fourth sec-
tion describes the models and their validity. Results are presented
and discussed in Section 5. The paper closes in Section 6 with con-
clusions and directions of future work.
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2. Overview of modeling and simulation methods for BTES

A number of design tools and models have been developed to
account for the transient behavior of borehole heat exchangers
[29-33]. These models are mainly numerical models that are based
on finite element method or finite volume method in 2D or 3D
forms. In this respect, numerical models are able to account for
the exact borehole geometry, groundwater flow effect and tran-
sient heat transfer effect. The main challenge of using these models
is the high computational workloads, particularly for large scale
borehole heat exchanger arrays applied in BTES systems [29,34].

On the other hand, analytical methods require lower computa-
tional workloads [29]. Analytical models describe a BHE as either a
line source or a cylinder source, providing the temperature
response to a uniform heat pulse. Analytical models are often
applied on a single borehole. Infinite line source (ILS) models are
the simplest analytical models for BHE. ILS models treat the BHE
as an infinite line source that continuously generates heat from
time zero. Thermal conduction is the only heat transfer process
considered in ILS models. The ILS model was first developed by
Whitehead [35] and further developed by Ingersoll and Plass [36]
and Carslaw and Jaeger [37]. Mogensen [38] modified the ILS
model to better represent a U-tube BHE. Infinite cylinder source
(ICS) models share the same principle with ILS models. The only
difference, as indicated by their names, is that the heat source is
assumed to be a cylinder with an infinite length instead of an infi-
nite line. ICS models have different forms according to the material
inside the cylinder (borehole). Readers are referred to [37] for
detailed descriptions and applications of the different forms. One
common drawback of ILS and ICS models is that they treat the heat
transfer from the BHE to the surrounding ground in only one
dimension, i.e., the radial direction. The axial temperature gradi-
ents are neglected, although these would start to be significant
when BHEs are operated for longer than a year [39]. Finite line
source (FLS) models should be used when the design period is
greater than a year. FLS models provide the temperature response
to a finite line source with a length of L and located at a distance of
D from the ground surface. FLS models can also evaluate the ther-
mal influence of one borehole on another. FLS models come in sev-
eral forms and their use depends on whether they are to be applied
on single or multiple boreholes. In the case of multiple boreholes,
FLS can also have different forms if the boreholes have different
values for L and/or D. For BTES applications, boreholes often have
the same length and are buried at the same depth. In this respect,
the FLS model developed by Claesson and Javed [40] would be the
best fit.

As illustrated above, analytical models provide the solution of a
constant heat injection or extraction load on BHEs. However, in
practical applications of BHEs, especially for BTES, the heat injec-
tion or extraction load often changes over time. To better represent
the time-varying heat load, response function (g-function) models
based on the superposition principle were developed. The applica-
tion of the superposition principle was first introduced by Claesson
and Dunand [41]. The superposition principle deals with the linear
heat conduction equation and boundary condition while neglect-
ing nonlinear terms in ground heat transfer, such as freezing/thaw-
ing, groundwater flows, radiative heat exchange at the surface, etc.
Superposition can be applied both temporally and spatially. The
analytical g-function model, originally developed by Eskilson
[42], is the most widely used g-function model for borehole fields.
The g-function converts the temperature response of the borehole
field into a dimensionless form in response to a step heat input. It
is only valid for time-steps longer than three to six hours for a typ-
ical borehole, which is larger than the normal time-step (one hour)
in building performance simulation. The original g-function model
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has been further improved by Yavuzturk and Spitler [43] to man-
age short time steps and also to take into consideration the thermal
capacitance and resistance of individual borehole elements.

Various borehole models have been implemented in TRNSYS.
The most common model is the Duct Heat Storage (DST) model.
The DST model treats the thermal process in a BTES as two parts,
i.e., a global problem that deals with the heat transfer between
the boreholes and the surrounding ground, and a local problem
that deals with the heat transfer around the pipes in the boreholes.
The DST model adopts the spatial superposition principle to solve
the heat transfer in BTES. A limitation of the model is that it is only
applicable for cylinder-shaped BTES with vertical symmetry axis
and uniformly placed ducts [44]. It adopts a steady-flux regime
which assumes a constant heat injection/extraction rate. Thus,
the DST model ignores the dynamics of the heat exchange between
the borehole wall and the heat carrier fluid. It also overestimates
the long-term temperature response [45]. In order to simulate
user-defined borehole configurations and obtain short-term and
long-term accuracy for yearly-based simulations, Picard and Hel-
sen [45] developed a hybrid step-response model (HSRM) for bore-
hole field heat exchangers in Modelica. Another advantage of the
HSRM model over other models is the possibility of implementa-
tion in multiple borehole simulations. A detailed comparison
between the DST TRNSYS (Type557) model and the Modelica
HSRM model follows below.

2.1. TRNSYS Type 557 vs. Modelica HSRM borefield model

The TRNSYS Type 557 implements the DST model which is only
applicable for cylindrical borehole configuration with a uniform
borehole distribution. The exact shape and position of each bore-
hole can be described in the Modelica HSRM Borefield model.
Another main difference between the two models is that the
TRNSYS Type 557 model does not consider the dynamic behavior
of the heat transfer from the heat carrier fluid to the borehole wall,
while the Modelica HSRM Borefield model does. The TRNSYS Type
557 model can specify thermal properties for insulation materials
on top of borefields, while the Modelica HSRM Borefield model
assumes an adiabatic boundary condition for the top of borefields.
The Modelica HSRM model supports multiple storage module con-
nections, which is important if comprehensive operation strategies
are considered. As for the outputs, the main difference between the
two models is the index for the borefield temperature. The TRNSYS
model provides an average borefield temperature. This is impor-
tant if seasonal change in soil temperature is regulated by local
standards or laws. The Modelica HSRM Borefield model provides
average borehole wall temperature instead, which is more similar
to the temperature of the heat carrier fluid. The main considered
features and available outputs for the two BTES models are sum-
marized in Table 1.

It should be noted that the heat loss is calculated in the short-
term response part of the HSRM model. The heat transfer between
a borehole and the surrounding ground is calculated by a
resistance-capacitive network. An undisturbed ground tempera-
ture (10.6 °C in this case) is defined and is located 3 m away from
the borehole wall. The ground is divided in to several layers and
each layer has its own resistance and capacitance in the model.

2.2. Model selection

The pilot system presented in this paper adopts a noncylindri-
cal, hexagonal-shaped borefield. The BTES model should represent
the physical shape of the borefield as designed. In addition, as illus-
trated at the end of Section 1, the main objective of this research is
to investigate operation strategies of BTES in the Chifeng district
heating system to reduce the usage of the back-up IWH subsystem
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Table 1
Summary of the features of the TRNSYS Type 557 model and the Modelica HSRM
Borefield model.

TRNSYS Type Modelica HSRM

557 model Borefield model
Considered Features
Top Insulation Y N
Heat losses Y Y!
Dynamics of the borehole heat N Y
exchanger
Number of boreholes in serial Y Y
Number of boreholes in parallel Y Y
Contact heat resistance at U-tube Y N
surfaces
Change flow direction Y Y
Connect multiple storage N Y
modules
User-defined boreholes’ N Y
distribution
User-defined borefield shape N Y

Available Outputs

Average borefield temperature Y N

Borehole wall temperature N Y

Outlet water temperature and Y Y
mass flow rate

Heat losses to the air and the Y N
surrounding ground
Storage internal energy changes Y Y

1 Considered in the short-term thermal response model.

(IWHZ2) in the heating season as much as possible. The borefield is
divided into several zones in two of the operation strategies. There-
fore, the BTES model should be capable of connecting multiple
storage modules.

On the basis of the above, we concluded that the Modelica
HSRM model was required in order to be able to investigate a sys-
tem with multiple boreholes. Therefore, the Modelica HSRM model
was used to investigate the performance of the operation strate-
gies. Section 4 presents the results of an inter-model comparison
validation study between the TRNSYS Type 557 and the HSRM
model.

3. Measurements and monitoring of the pilot system

The measurements of the Chifeng pilot system consist of two
parts. First, a soil thermal response test was conducted to obtain
the on-site soil thermal properties (the soil thermal conductivity
and thermal capacity). Three boreholes were drilled in different
locations on-site and U-tubes were inserted in the boreholes as
heat exchangers. Fig. 2 depicts the system schematic of the soil
thermal response test. Water was heated by an electric heater
and then injected into the borehole heat exchanger. Flow rate, inlet

Tout Electric
(:) Heater
m, Tin |
Ground
/Grout
U—tube\ //Borehole

Fig. 2. System schematic of the soil thermal response test.
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water temperature and outlet water temperature were measured
and logged every minute for 48 h. The measured data from the soil
thermal response test were then applied in calculating the soil
properties. The calculation for the soil properties is described in
Section 4.2.

The living laboratory is equipped with various sensors in order
to perform measurements during operation of the system. The vol-
umetric flow rate and the water temperature were monitored and
logged on a minute-basis in the distribution pipes connecting the
different system components. The positions of the sensors are
shown in the system scheme in Fig. 3. Each black dot represents
a sensor. Temperatures (Ti,1, Toue1) are measured in the main sup-
ply and return pipes, as well as in separate pipes before the
hydraulic manifold (Toy). The system operational measurements
were performed from 28-Aug-2016 until 18-Apr-2017.

4. Model validation and simulation setup

As mentioned in Section 2, this research uses the Modelica©
language to model the solar-IWH STES system. Modeling and sim-
ulation were executed in Dymola (Version 2018), a commercial
Modelica-based modeling and simulation tool. The modeled sys-
tem is composed of several model components from open source
libraries. The Modelica Standard Library, Buildings Library and
IDEAS Library are used in this research.

4.1. Model description

As the solar-IWH STES system consists of four subsystems, the
model for the system also splits into four sub models; namely,
the solar thermal sub model, the borehole thermal energy storage
sub model, the industrial waste heat sub model and the district sub
model. The layout of the modeled system in Dymola is described in
Appendix B. Main model components and their related libraries for
each subsystem are listed in Appendix C. Details of the model can
be found in previous research [46].

4.2. Calculation for soil thermal properties

Previous research shows that the soil thermal properties (ther-
mal conductivity As and specific heat capacity cs;) have a signif-
icant influence on the energy performance of the STES system [46].
Therefore, the data quality of these sensitive inputs requires spe-
cial attention in order to achieve a reliable result in the empirical
validation test. As upper mentioned in Section 3, this research con-
ducted a thermal response test to determine an effective thermal
conductivity over the whole length of the BHE. The thermal
responses of the boreholes were evaluated during injection of con-
stant heating power. Thermal conductivity and specific heat capac-
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Fig. 3. The scheme of the BTES subsystem with the position of sensors.
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ity of the soil were determined through the procedure shown in
Fig. 4. Table 2 lists the calculated soil parameters according to
the thermal response test. These values were used in the BTES
models. It should be noted that data from one of the three test
boreholes was considered to be unreliable. The calculated thermal
conductivity is only 0.512 W/m-K. Therefore the unreliable data
was omitted from the analysis. Only data from two test boreholes
are listed in Table 2.

4.3. Model validation

4.3.1. Inter-model comparison

The following section presents the (simulation) experimental
design of the inter-model comparison. Two BTES models are com-
pared, i.e. the DST model implemented in TRNSYS and the HSRM
model implemented in IDEAS Modelica library. Two groups of
cases were tested under different parameters to analyze the effect
of borehole heat exchangers’ aggregation. The first experimental
group (SExp 1, 2 and 3) was designed to test a single borehole.
The other experimental group was for a borehole field with 468
boreholes. Different operational conditions were considered for
each case, the preheating operation (inject heat in the first year),
the summer operation (inject heat under the desired condition)
and the winter operation (extract heat). Table 3 lists the parame-
ters of the simulation experiments. Since the TRNSYS-DST model
does not allow multiple storage modules to be connected, the over-
all operation strategy was chosen to operate the BTES subsystem
for the inter-model comparison.

Fig. 5 depicts the simulated outlet water temperature (as shown
in Fig. 5 (a)) and the injected heat (as shown in Fig. 5 (b)) by the

Measurements
from thermal
response test

¥
Extract input data (m,
Tin) from
measurements

]

i=01 SEt )\Osoily COsoil

v
)\i = )\Osoily
Ci = COs0i
[
Run simulation Tune A, ¢
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reach the minimum
value?
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v

)\soil = )\i,
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Fig. 4. Procedure of soil property calculation.
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Table 2

Calculated soil parameters according to the thermal response test.
1# BH 2# BH
Asoil PCsoil Asoil PCsoil
W/m-K 10°%]/m3-C W/m-K 10%/m3-C
1.4544 1.875 1.0193 1.941

two models for the case SExp 1. Blue lines represent simulation
results obtained by the TRNSYS model and the yellow lines repre-
sent simulation results obtained by the Modelica model from
IDEAS library. Results from both models show the outlet water
temperature increased rapidly in the beginning of the heat injec-
tion. With 75 °C water injected into a single borehole, the outlet
water temperature increased by 50 °C and reached 62 °C within
the first 24 h. It then gradually increased to 67 °C by the end of
heating season.

As for the comparison between the two models, the TRNSYS
model predicted higher outlet temperature and thus less injected
heat. The difference in aggregated injected heat was 5% and the
coefficient of variance of the root mean square error (Cv(RMSE))
of injected heat was 6.5%. As shown in Fig. 5 (c), only in the first
few hours, the TRNSYS model predicted much higher outlet tem-
perature than the Modelica model from IDEAS library. Then, the
difference reduced to 1 °C after 8-hour operation. The average
hourly temperature difference of the entire heating season was
0.4 °C.

Fig. 6 depicts the simulated outlet water temperature and the
injected heat for the case SExp 2. This case represents heat injec-
tion for a single borehole under desired operational condition. Sim-
ilar phenomena can be found as in the case SExp 1. Due to a higher
initial soil temperature, the outlet water temperature rose more
slowly and the injected heat was less compared to the first-year-
injection case (SExp 1). The outlet water temperature reached
around 71 °C for both models. The difference in the simulation
results between the two models was also smaller. The difference
in aggregated injected heat was 4% and the Cv(RMSE) of injected
heat was 5.8%. The average hourly temperature difference of the
entire heating season was 0.2 °C.

As for the single-borehole heat extraction case, initial soil tem-
perature was assumed to be 55 °C, based on design documents.
Stored heat was extracted with a 25 °C water inlet. As shown in
Fig. 7 (a), outlet water temperature declined drastically in the first
four hours. Water temperature dropped from 55 °C to 33 °C. As the
heat extraction proceeded, outlet water temperature slowly
reduced to 28 °C and 29 °C, respectively, according to the predic-
tion by the TRNSYS and the Modelica models.

Regarding the borehole field cases, the differences between the
two models were more significant than in the single borehole
cases. In addition, contrary to the single borehole cases, the
TRNSYS model predicted lower outlet water temperature and
higher injected heat for the borehole field experiments. Take the
preheating operation as an example, the predicted outlet water
temperature and the injected heat are shown in Fig. 8. What can
be seen in this figure is the rapid increases of the outlet water tem-
perature predicted by the Modelica-IDEAS model. The TRNSYS
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model predicted a much slower rise in outlet water temperature
in the first few days and a slightly faster rise in the rest of the run-
ning time. The difference in aggregated injected heat predicted by
the two models was 12% and the Cv(RMSE) of injected heat was
12.5%. The average hourly temperature difference was 3.6 °C. The
indices measuring the differences between simulation results from
the two models for the other two cases are listed in Table 4.

In short, for the single borehole cases, the difference in simu-
lated injected/extracted heat was around 5%. The difference in sim-
ulated outlet water temperature was much larger in the first eight
hours, and then reduced to less than 1 °C. The average temperature
differences were less than 0.5 °C for the three single borehole
cases. For the borehole field cases, the difference in simulated
injected/extracted heat was larger than in the single borehole cases
but less than 13%. The TRNSYS model predicted lower temperature
and larger injected/extracted heat. The differences in average
hourly temperature were less than 4 °C for the three borehole field
cases. The results reflect that the two models treat the thermal
response in borefields differently.

4.3.2. Empirical validation

To further assess the credibility of the BTES model, an empirical
validation test was conducted. The test used the calculated soil
parameters to simulate the BTES performance and compared the
results with measurements. The model for the empirical validation
test consisted of a timetable component to read inputs, a pump
component, a BTES component and a temperature sensor compo-
nent for output. The timetable component was used to read the
measured flowrate and temperature as inputs. The pump compo-
nent describes an ideal mass source with prescribed mass flow rate
and prescribed temperature defined in the timetable component.
The HSRM model implemented in IDEAS Modelica library was
adopted to model the BTES. Finally, the fluid temperature leaving
the borefield was obtained through the temperature sensor com-
ponent and compared with measurements.

Fig. 9 (a) compares the simulated and measured outlet water
temperature from the BTES subsystem throughout the 233-day
operation. The time interval is one minute, in compliance with
inputs. There are several periods when one or more temperature
sensors were defective. The defection periods were days 5-10,
14-15, 16-17, 21-22, 61-62, 101-103, and 209-213. Data from
the defection periods were excluded for comparison, thus lines in
Fig. 9(a) are discontinuous. The results show that the model suc-
ceeded in simulating the pattern of the fluctuation across the mea-
surements except for the first five days of operation. The
discrepancies between the simulation and measurements reach
up to 20 °C in the first five days. However, it is worth noting that
the system is under commissioning operation in the first five days,
therefore the measurements may not be reliable. The differences
mainly range from 0 °C to 3 °C. This range covers more than 80%
of the data points. The model predicted higher temperatures than
the measurements throughout the entire system operation period
except for several spikes. The sudden drops in outlet water temper-
ature occurred when the copper plant was under maintenance,
thus no IWH source was available at that time. The model

Table 3
Parameter settings for inter-model comparison on BTES models.
No. Initial Ty (°C) Number of the boreholes Inlet water temperature (°C) Flow Rate (kg/s) Notes
SExp 1 12 1 75 0.167 Injection, first year
SExp 2 40 1 75 0.167 Injection, desired condition
SExp 3 55 1 25 0.167 Extraction
SExp 4 12 468 75 13 Injection, first year
SExp 5 40 468 75 13 Injection, desired condition
SExp 6 55 468 25 13 Extraction
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Fig. 5. The comparison of the two models on outlet water temperature (a) and injected heat (b) for SExp 1 during a non-heating season and outlet water temperature during

the first 24 h (c).
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Fig. 6. The comparison of the two models on outlet water temperature (a) and the injected heat (b) for SExp 2.

predicted more significant changes when maintenance occurred.
Fig. 9(b) displays the variation in temperature difference by means
of a boxplot. The central mark in red represents the median, and
the bottom and the top edges of the blue box indicate the 25%
and 75% percentiles. The whiskers extend to the largest datum
within the 1.5 interquartile range (IQR) above the 75% percentile
and the lowest datum within the 1.5 IQR below the 25% percentile.
All other data beyond the range between the whiskers are consid-
ered as outliers and are not shown in the boxplot. The differences
between the simulation and the measurements reduced after
110 days of operation. The median of the temperature differences
was 2.0 °C in the first 110 days and reduced to 0.8 °C for the follow-
ing period.

Fig. 10 provides the correlation between simulated and mea-
sured injected heating energy on an hourly basis. As expected,
most points fall below the diagonal line (in black), which indi-
cates that the simulated injected heating energy is smaller than
the corresponding measurements. This is simply because the

model predicts higher outlet water temperature and the other
variances affecting the injected heating energy, the flow rate
and the inlet water temperature are the same as for the mea-
surements. A simple linear regression was performed, shown
by the red line in Fig. 10. The square of the correlation coeffi-
cient (r?) is 0.974, which indicates the measurements and the
simulation results have a strong linear relationship. Thus, the
precision of the model prediction in injected heating energy is
quite high. The regression function is shown in Fig. 10. If pre-
dicted heating energy from BTES subsystem is of interest, then
the results can be modified by applying the inverse of the
regression function.

To quantify how the predictions of the models deviated from
the measurements, proper statistical indices should be applied.
Commonly, the mean bias error (MBE) and the coefficient of varia-
tion of the root-mean-square error (Cv(RMSE)) are used in building
energy modeling [47]. MBE is calculated as the sum of the differ-
ence between the measurements and simulated data at the
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Fig. 7. The comparison of the two models on outlet water temperature (a) and the extracted heat (b) for SExp 3.

simulated time intervals (hour in this research) and normalized by
the sum of the measurements.

Zin:l (ysim,i_ymea‘i)

MBE = (1)
Zinzlymea‘i
where:
Vsim,i is the simulated data point at the time interval i
Ymea,i is the measured data point at the time interval i
n is the number of data points

MBE should be interpreted with caution since positive and negative
errors will cancel each other out. Therefore, the Cv(RMSE) is intro-
duced to assist the assessment. The root-mean-square error (RMSE)
or root-mean-square deviation (RMSD) represents the quadratic
mean of the differences between the measurements and simulated
data. The Cv(RMSE) is the RMSE normalized by the mean value of
the measurements. The Cv(RMSE) is calculated as shown in Egs.
(2) and (3)

10

2

p (YSim.i_Ymea,i)
RMSE = \|=! 2)
n
Cv(RMSE) = R_MSE (3)
mea

where:

ymea is the mean value of the measurements

n is the number of data points

The limit threshold is defined slightly differently among standards/
protocols [47]. This study adopts the strictest thresholds from the
International Performance Measurements and Verification protocol
(IPMVP) [48]. IPMVP defines the thresholds as + 5% for the MBE and
20% for the Cv(RMSE). MBE of the outlet water temperature is 4%
and Cv(RMSE) is 7.9%. As for the hourly heating energy injection
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Fig. 8. The comparison of the two models on outlet water temperature (a) and the injected heat (b) for SExp 4.

Table 4
Differences between simulation results from the two models for the borehole field
cases.

Cases Aggregated Cv(RMSE) of Average
injected/ injected/ hourly
extracted heat extracted heat temperature
(%) (%) (°C)

SExp 4 - first-year 12 125 -3.6

injection

SExp 5 - injection 12 13.0 2.2

under desired
condition
SExp 6 - extraction 11 11.9 1.6

to the BTES, the values are —4.9% for MBE and 9.7% for Cv(RMSE). All
of the values are lower than the threshold in IPMVP [48].
Discrepancy between the measured and the simulated data may
be caused by two main reasons; simplifications and assumptions
during modeling, and/or uncertainties in measurements. The fol-
lowing content gives an insight into the measurement uncertainty.
The measurements used for the test covered 7 months and 21 days,
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from 28-Aug-2016 to 18-Apr-2017. Fig. 11 shows the measured
water temperature in the six separate return water pipes (Tout
in Fig. 3) before the manifold. Due to page limitation and for a bet-
ter visualization, only the data of two typical weeks in the third
month and two typical weeks in the sixth month are presented
here. Water temperature did not distribute evenly among the six
parallel storage partitions. The differences between the highest
and the lowest was around 5 °C in the first three months and
reduced to 1 °C from the fifth month of system operation. The aver-
age value of the temperature differences among the six pipes was
about 1.5 °C.

5. Performance assessment of the three operation strategies

The results of the performance assessment are presented in this
section. In the first subsection, the six scenarios are defined (two
building insulation levels and three weather scenarios). In the sec-
ond subsection, the performance of the studied system with the
three BTES operation strategies under the six scenarios are
assessed and discussed based on the simulation results.
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5.1. Scenario definition

Different building insulation levels and weather conditions
were considered as scenarios for the performance assessment.
The current building insulation level is labelled the as is scenario.
The U value of external walls is 1.28 W/m?K and the U value of
windows is 3.26 W/m?2K. Another scenario for building insulation
level, labelled current regulation, is covered considering possible
renovation in the future. The current regulation scenario is set to
examine buildings of which the thermal properties are in compli-
ance with the current design standard for energy efficiency of pub-
lic buildings [49]. As regulated in the standard, U values of external
walls, floors, windows and roofs are 0.43 W/m?K, 0.43 W/m?K,
2.3 W/m?2K, 0.35 W/m?K, respectively. The weather condition sce-
narios cover standard weather, extreme weather and mild
weather. The weather files are derived from Chinese Standard
Weather Data (CSWD), developed by Department of Building
Science and Technology at Tsinghua University and China Meteo-
rological Bureau [50]. The weather files are developed for use in
simulating building heating and air conditioning loads and energy
use, and for calculating renewable energy utilization. The typical
year data (standard), extreme years for maximum solar radiation
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(extreme) and minimum solar radiation (mild) for Chifeng city
are adopted in this research.

5.2. Performance assessment of the solar-IWH STES system with
different BTES operation strategies

The three operation strategies of the BTES subsystem were
tested using the validated model. First, the simulation results of
the reference case are described and the performance of the system
is analyzed. Next, the comparison among the three operation
strategies on the system performance is presented.

5.2.1. Reference case

Reference case represents the studied system with the Ref BTES
operation strategy (overall control) under scenario 1 (as is building
insulation level with standard weather). Fig. 12 depicts the daily
heat balance of the reference case at the subsystem level. The pos-
itive values in the figure represents a subsystem that supplies heat
and the negative values represents a subsystem that consumes
heat (DH) or that is charging (BTES). In the non-heating season
(from day 106 to day 288), there is no heating supplied by the
solar-IWH STES system. The system is running to charge the BTES.
The total injection heat of the BTES subsystem was 1.91 GWh. The
injection heat was mostly provided by the IWH subsystem (1.86
GWh) and the STS only played a minor role. The graph shows that
the daily injected heat gradually decreases along time. This phe-
nomenon indicates that the BTES was reaching its capacity.

In the heating season, the total building heating demand was
2.78 GWh, depicted by the blue area in Fig. 12. The BTES subsystem
provided 2.22 GWh of heating in the heating season. It covered 80%
of the total heating demand; this made the BTES subsystem the
primary heating supply source of the system. The rest of the heat
was supplied by the IWH subsystem (0.63 GWh) and the STS sub-
system (0.05 GWh) respectively. It can be seen that the BTES sub-
system played a more important role in the beginning of the
heating season (roughly the first month, from day 289 to day
318). In this period, the BTES subsystem covered 97.1% of the heat-
ing demand. Almost no heat was required from the IWH subsys-
tem. This is due to the fact that the heating demand was
relatively low, while the state-of-charge of the BTES was relatively
high right after the injection period in the non-heating season. As
the heating demand increased along the heating season, the share
of the energy supplied by the IWH subsystem increased as well.
When the heating season reached its end, the system performed
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Fig. 11. The maximum, minimum and average water temperature measured in the separate pipes before the manifold.

similarly as in the beginning of the heating season. The heating
supply source was dominated by the BTES subsystem again.

It is worth noting that the heat supplied by the STS subsystem
was slightly less in the non-heating season than in the heating sea-
son. This somewhat counterintuitive results may be due to the
facts that first, the total solar radiation on the tilted collector sur-

13

face is only 15% higher in the non-heating season than in the heat-
ing season. Secondly and more importantly, the inlet temperature
of the STS subsystem was relatively high. Moreover, it was higher
in the non-heating season (75 °C) than in the heating season
(55 °C). The later fact also contributes to a lower heating genera-
tion from the STS compared to the designed capacity.
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Fig. 12. Daily heat balance for the reference case (overall control, as is building insulation level, standard weather) in a year.

Fig. 13 presents the daily average inlet and outlet water temper-
ature for each subsystem. The color code for each subsystem
remain the same as in Fig. 12. The solid lines represent the temper-
ature of the water leaving the subsystem whereas the dotted lines
represent the temperature of the water entering the subsystem. It
is worth noting that the temperature for the BTES subsystem and
the STS subsystem were recorded at the source (primary) side,
i.e., the input and output of the borefield and the collector field.
The temperature for the IWH and the DH subsystem were recorded
in the circulation loop. Therefore, since the IWH subsystem and the
DH subsystem are connected in series in the heating season, there
are no significant differences between the outlet temperature of
the IWH subsystem (the solid yellow line) and the inlet tempera-
ture of the DH subsystem (the dotted blue line).

In general, temperature of the STS, IWH and DH subsystems
fluctuated greatly whereas the temperatures of the BTES subsys-
tem, especially the outlet temperature, were more stable. In addi-
tion, it can be observed that the daily average outlet temperature
of the borefield gradually decline throughout the heating season,
from around 53 °C to 46 °C. The graph also shows larger distances
between the outlet and the inlet temperature of the borefield in the
beginning of the heating season (from day 289 to day 318) and

slightly reduces through the heating season. Towards the end of
the heating season, from around day 30, the distances increase
again. The trend in the temperature differences between the inlet
and outlet of the borefield also in line with the energy performance
of the BTES subsystem as described in Fig. 12.

Fig. 13 shows that the daily average inlet temperature of the DH
subsystem was around 45 °C, which seems low compare to the
designed heating supply temperature (55 °C). However, it should
be stressed that the figure presents the daily average temperature
which means that the peaks and valleys are leveled out. Same
explanation applies to the STS subsystem as well. More details
are provided in Fig. 14 which depicts the hourly inlet and outlet
water temperature for each subsystem in a typical winter week
(days 3-10 of the year). It shows that the heating supply tempera-
tures were above 50 °C most of the time in the beginning of a day.
As for the STS subsystem, the outlet temperature from the solar
collectors peaked around midday with a value of 70 °C or even
higher.

Last but not least, the outlet temperature of the BTES subsystem
only rose for 5 °C throughout the entire non-heating season. Possi-
ble explanations are on one hand, the relatively low heating
demand to discharge the BTES comparing with the large BTES
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Fig. 13. Daily average inlet and outlet water temperature for each subsystem in a year.
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Fig. 14. Hourly inlet and outlet water temperature for each subsystem in a typical
winter week (days 3-10 of the year).

capacity; on the other hand, the high operating temperature of the
BTES. It's also worth noting that the case study was conducted
under the fully charged condition which the core temperature of
the BTES reaches 55 °C. The low temperature rise in BTES subsys-
tem during charging also reveals that the BTES capacity is over-
sized for this case and the performance of the BTES subsystem
may not be optimal. However, it should be emphasized that the
initial intention of this paper was not to propose an optimized sys-
tem design but rather verifying, validating and testing the model-
ing and simulation method for the designed system.

5.2.2. Comparison among the three operation strategies under
different scenarios

The results of the reference case show that the supplied heating
energy from the BTES subsystem was not well allocated according
to the heating demand (refer to Fig. 12). It reveals that the system
performance has potential to be improved by investigating the
operation strategies of the BTES subsystem. As described in Sec-
tion 1.4, two other BTES operation strategies are defined: the zonal
operation strategy (CM1) and the time-scheduled combined oper-
ation strategy (CM2). Fig. 15 depicts the inlet and outlet water
temperature of the BTES subsystem operated with the three oper-
ation strategies under the six scenarios (Table 5). The subfigures
(1) - (6) represent scenario 1 — scenario 6 respectively. Similar to
Fig. 13, the daily average inlet and outlet water temperatures are
shown on the y-axes. However, it should be noted that the x-
axes show the days of the heating season instead of the days of
the whole year. The day 1 of the heating season is 16th of October
(day 289 of the year).

For the Ref cases, as shown in the graph, the inlet and outlet
temperatures gradually decreased through the heating season, rep-
resented by the red lines. It is clearly shown in Fig. 15 (1), (2), (4)
and (5) that the differences between the inlet and outlet tempera-
ture decreased and reached at the lowest around the day 100 of the
heating season (end of January) and rose again for the weather sce-
nario Standard and Extreme. However, for the Mild weather scenar-
io, as shown in Fig. 15 (3) and (6), the temperature differences did
not show such trend. This is mainly due to the relatively higher
outdoor temperature in the Mild weather scenario which resulted
in lower heating supply temperatures. Therefore the inlet temper-
ature of the BTES subsystem was lower.

For both CM1 and CM2 cases, the outlet water temperature of
the BTES subsystem were lower than the corresponding Ref
cases as long as only one zone of the BTES was under operation.
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The sudden temperature rises indicate the operation mode
switches from the zonal control to the overall control. For the
CM1 cases, the outlet temperature of the BTES subsystem did
not decrease along the heating season as in the Ref cases. For
the CM2 cases, in the first thirty days, the inlet and outlet tem-
perature were the same as the CM1 cases (around 40 °C for the
As is scenarios and 45 °C for the Current regulation scenarios)
since they were in the same operation mode (only one zone
was under operation). Then in the CM2 cases, the operation
mode switched to the overall control mode and the outlet tem-
perature rose to around 50 °C for the As is scenarios and round
52 °C for the Current regulation scenarios. It can also be observed
from Fig. 15 that a higher outlet temperature in the CM1 and
CM2 cases when switching to the overall control mode. A possi-
ble explanation is that in the Ref cases, the BTES was discharged
at its maximum from the beginning of the heating season
though the heating demand was still not too high. This results
in a lower outlet temperature in the later days of the heating
season for the Ref cases. In the CM1 and CM2 cases, the outlet
temperature of the BTES were lower in the beginning and more
heating was provided by the backup IWH subsystem to compen-
sate. Then the BTES would be able to provide more heating in
the later days of the heating season when the demand is high.
This result is in line with the purpose of the zonal strategy
and the time-scheduled strategy, i.e., to stabilize the outlet tem-
perature of the BTES throughout the heating season and to bet-
ter allocate the heating energy of the BTES.

Something unexpected happened with CM1 under scenario 3,
refer to the blue lines in Fig. 15 (3), the BTES subsystem switched
to the overall control mode after around day 50 of the heating sea-
son. This seems too early for a Mild weather scenario, moreover the
building heating demand is supposed to be the lowest among the
three weather scenarios. This happened probably due to a restric-
tion of the BTES model. As described in Table 1, the BTES model
cannot provide the average borefield temperature as an output.
Therefore, in the simulations, the average borehole wall tempera-
ture was chosen as the monitored storage temperature of the BTES.
However, the borehole wall temperature shows much larger fluc-
tuation compared to the borefield temperature. It is possible that
around day 50, the borehole wall temperature happened to fluctu-
ate under the setpoint which cause an early mode switching. A
similar temperature valley can be observed from the solid blue line
in Fig. 15 (6) with the case of better building insulation level in the
mild climate. In real system operation, the average soil tempera-
ture should be used as the control parameter to implement the
zonal and time-scheduled operation strategy.

Table 6 lists the total amount of generated/consumed heat of
each subsystem in the heating season. Each value is the average
number among the six scenarios. It is obvious that in the heating
season, BTES performs as the main heat source to supply heating
to end users for all the three operation strategies. The amount of
heat supplied by the STS subsystem is almost the same among
the three operation strategies. The reason is mainly due to the rel-
atively small capacity of the STS subsystem in the initial phase of
the living lab. The heat supplied by BTES increases when changing
the BTES operation strategies from Ref to CM1 and CM2. Detailed
comparison among the three operation strategies are presented
in the following texts.

Fig. 16 shows the BTES coverage ratio among the three opera-
tion strategies. For the cases with the overall operation strategy
(Ref), the BTES subsystem covered 73% to 95% of total heating
demand under different scenarios. The BTES coverage ratio
decreased to 50% to 83% when the zonal operation strategy
(CM1) was applied. The cases with the time-scheduled combined
operation strategy (CM2) gave the highest BTES coverage ratio,
which ranged from 77% to 96%.
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Building Insulation — Current regulation
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Fig. 15. Comparison on the daily average inlet and outlet temperature for the BTES subsystem in the heating season among different BTES operation strategies at different
weather and building insulation scenarios; Ref- overall control, CM1- zonal control, CM2- time-scheduled combined control.

Table 5

Scenario definition.
No. 1 2 3 4 5 6
Building Insulation As is As is As is Current regulation Current regulation Current regulation
Weather Standard Extreme Mild Standard Extreme Mild

As the main purpose of the project was to promote the use of
RES, more heating supplied by the BTES and STS subsystem is pre-
ferred. In other words, the system with the lowest usage of the
backup IWH source would be considered to perform the best.
Fig. 17 depicts the comparison among the three BTES operation
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strategies. Results for different operation strategies are repre-
sented by different symbols. The circle symbol o represents the
overall operation strategy. The cross symbol x represents the zonal
operation strategy. The time-scheduled combined operation strat-
egy is represented by the plus sign + . As shown in Fig. 17(a), the
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Table 6
Heat generation (positive value) and consumption (negative value) of each subsystem
in the heating season (Unit: GWh).

Ref CcM1 CM2
STS 0.07 0.08 0.08
BTES 1.95 1.54 2.10
IWH 0.45 0.71 0.27
DH —2.34 —2.21 —2.31
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Fig. 16. Comparison on BTES coverage ratio among different BTES operation
strategies.

peak heating power ranged from 30 kW to 790 kW for the best
cases and from 440 kW to 950 kW for the worst cases. The ranks
of the three BTES operation strategies were identical across differ-
ent scenarios for the peak heating power. The system with the
time-scheduled combined operation strategy (CM2) required the
lowest peak heating power from the backup IWH source (IWH2)
despite the change in building insulation levels and weather condi-
tions. The time-scheduled combined operation strategy benefitted
more for buildings renovated to meet the current design standard
of energy efficiency for public buildings. The system only needed
30 kW if the buildings were well-insulated and weather was mild.
The size of the back-up IWH subsystem is equivalent to a boiler to
supply space heating and domestic hot water for a four-bedroom
dwelling, which is relatively small for a six building-block site.
The three operation strategies rank differently in aggregated heat-
ing energy supplied by the backup waste heat source. As shown in
Fig. 17 (b), the system with the zonal strategy (CM1) consumed the
most from IWH2 heat source throughout the whole heating season
among the three operation strategies. The system with the time-
scheduled combined operation strategy required the smallest
amount of heat from the back-up IWH subsystem.

Overall, adopting the zonal operation strategy brought a small
decrease in peak heating power from the back-up IWH subsystem
compared to the Ref operation strategy. Considerable improve-
ments happened for scenarios 3, 4 and 5. However, the peak heat-
ing power in the “better” scenarios fell into the same range as the
Ref method if all scenarios are considered. In addition, the cases of
the zonal operation strategy performed the worst in terms of
aggregated heating energy supplied by the backup waste heat
source in the whole heating season. In contrast, the improvement
in both peak heating power and aggregated heating energy were
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Fig. 17. Comparison on peak heating power (a) and heating energy (b) supplied by
IWH2 in the heating season among different BTES operation strategies; Ref- overall
control, CM1- zonal control, CM2- time-scheduled combined control.

significant when applying the time-scheduled combined operation
strategy. BTES subsystems of the CM2 cases covered at least 10%
more than the Ref cases and the CM1 cases. Therefore, the time-
scheduled combined operation strategy was more beneficial for
the studied system.

6. Conclusion

This research set out to assess the energy performance of differ-
ent BTES operation strategies for a seasonal solar-industrial waste
heat storage in the Chifeng city district heating system.

The research adopted Modelica models from open source
libraries to evaluate the system. The validity of the borehole ther-
mal energy storage model was evaluated through an inter-model
comparison study and an empirical validation test. The results of
the inter-model comparison study show small differences between
the Modelica model and the TRNSYS model in injected/extracted
heat and outlet water temperature for single borehole cases. The
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Fig. B1. Layout of the modeled system in Dymola, dashed lines represent control signals, solid lines represent fluid connections.

differences for the borefield cases are slightly larger but still less
than 13% for the injected/extracted heat and less than 4 °C for
the average hourly outlet water temperature. The result of the
empirical validation test further enhances the credibility of the
BTES model. It should be noted that the Modelica model is not able
to provide the soil temperature in the storage and the heat losses
to the air and the surrounding ground. The lack of the two outputs
makes it challenging in presenting the energy balance on the BTES.
Therefore, it is recommended to use the model if the study focuses
on the overall performance of the whole system rather than on the
efficiency of the BTES. The Modelica model would require further
adaption to further investigate the detailed performance of the
BTES.

With the validated model, different BTES operation strategies
were investigated. The results show the time-scheduled combined
operation strategy is more beneficial for the studied system. The
methods used for this system may be applied to evaluating energy
performance of other district heating systems with borehole ther-
mal energy storage. The findings of the BTES operation strategy
could be of interest to system operators in practice. It is worth not-
ing that the findings of this research are based on predefined
weather conditions and occupant schedules. Future research could
usefully explore how these uncontrolled factors would influence
the system performance.
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Appendix A. Design parameters of the investigated system

Table A1
General building properties.

Buildings Total area (m?) Stories Window-to-wall ratio
Office 1 4230 3 0.34
Dormitory1 2988 4 0.30
Multi-use building 10,390 6 0.26
Laboratory 913 3 0.25
Office 2 495 2 0.17
Dormitory 2 217 1 0.10
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Appendix B Layout of the modeled system in Dymola

Fig. B1 presents the layout of the modeled system showing the
connections of the sub models in Dymola. The grey box shows
model components for controlling the operation of the back-up
IWH subsystem (IWH2).

Table A2
Design parameters of the subsystems IWH, BTES and STS.

Energy & Buildings 247 (2021) 111113

Parameters Value
Industrial waste heat (IWH)

Capacity
Nominal flow rate

32.4 GWh/year
47 m>/h (secondary loop)
300 m3/h (primary loop)

Borehole thermal energy storage (BTES)
Storage type

Storage volume 519,615 m®
Storage capacity 2.94 GWh/year
Number of boreholes 468

Drilling depth 80m

Borehole diameter 150 mm

Single U-tube borehole

Parameters Value
Distribution network

Supply temperature 55 °C

Return temperature 45 °C

Circulating flow rate 30 m3/h

Solar thermal system (STS)

Area of collectors 1002 m?

Tilt angle 55°

Azimuth angle 8° (0° for south-facing)
Capacity 0.416 GWh/year
Buffer tank volume 0.5 m?

Appendix C List of model components for each subsystem

Table C1
List of model components for each subsystem.

Component

Model name

Library

Solar Thermal Subsystem
Pump

Tank

Solar collector

Heat exchanger

Solar thermal controller

Borehole Thermal Energy Storage Subsystem
Borefield

Pump
Heat exchanger

Industrial Waste Heat Subsystem
Heat exchanger

Valve

Mass input

Valve control

District subsystem
Thermal zone
Equivalent air temperature

Infiltration

Radiator

Pump

Weather data reader

Buildings.Fluid.Movers.FlowControlled_m_flow
IDEAS.Fluid.Storage.StorageTank_OnelntHX
Buildings.Fluid.SolarCollectors.ASHRAE93
Buildings.Fluid.HeatExchangers.ConstantEffectiveness
IDEAS.Controls.ControlHeating.Ctrl_SolarThermal_Simple

IDEAS.Fluid.HeatExchangers.GroundHeatExchangers.Borefield.
MultipleBoreHolesUTube
Buildings.Fluid.Movers.FlowControlled_m_flow
Buildings.Fluid.HeatExchangers.ConstantEffectiveness

Buildings.Fluid.HeatExchangers.ConstantEffectiveness
IDEAS.Fluid.Actuators.Valves.Simplified. ThreeWayValveSwitch
Buildings.Fluid.Sources.MassFlowSource_T
Modelica.Blocks.Interfaces.BooleanInput

Buildings.ThermalZones.ReducedOrder.RC.OneElement
Buildings.ThermalZones.ReducedOrder.EquivalentAirTemperature.
VDI6007WithWindow

Modelica.Fluid.Sources.MassFlowSource_T
Buildings.Fluid.HeatExchangers.Radiators.RadiatorEN442_2
Buildings.Fluid.Movers.FlowControlled_m_flow
Buildings.BoundaryConditions.WeatherData.ReaderTMY3

Buildings v5.1.0
IDEAS v1.0.0
Buildings v5.1.0
Buildings v5.1.0
IDEAS v1.0.0

IDEAS v1.0.0

Buildings v5.1.0
Buildings v5.1.0

Buildings v5.1.0
IDEAS v1.0.0

Buildings v5.1.0
Modelica v3.2.2

Buildings v5.1.0
Buildings v5.1.0

Modelica v3.2.2
Buildings v5.1.0
Buildings v5.1.0
Buildings v5.1.0
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