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Abstract

Inland waterways form a natural network infrastructure with the capacity for waterborne
transport of people and goods for moving freight from seaports to the hinterland. Recently,
Inland Waterway Transport (IWT) has been promoted more extensively by the European
Union and various governments as it plays a crucial role in reducing road congestion and
CO2 emissions from transport. However, the advantages of IWT are not fully exploited due
to inefficiencies in the logistics system, such as long waiting times at locks and sub-optimal
navigation on waterways. Currently, no scheduling at infrastructures or routing optimisation
of the overall waterway network is happening. The scheduling of vessels through a lock is
usually performed on a First In First Out basis, providing an opportunity for improvement.
Hence, this thesis aims to design a scheduling strategy for generating an optimal plan for
sending inland vessels through a waterway network with minimal delays, yielding a signifi-
cant positive impact on the modal shift towards IWT.

A promising approach to scheduling problems is by using Switching Max-Plus-Linear (SMPL)
systems. SMPL systems have proven to be effective in various Discrete-Event Systems and
transportation networks. Using SMPL models is convenient since non-linear scheduling prob-
lems can be described linearly using Max-Plus operators without compromising on the system
dynamics. Moreover, as the SMPL systems can be transformed into Mixed-Integer-Linear-
Programming (MILP) problems, it is also possible to use fast optimisers for solving the
scheduling problems.

This thesis will show how one can describe IWT systems, consisting of; waterways, vessels and
locks, as SMPL systems. The optimal schedule for the inland vessels is determined based on
multiple input parameters, including waterway network lay-out, the sailing speeds of vessels
and arrival deadlines of the vessels. The scheduler will return the individual vessel routing
and overall vessel order in the waterway network. This routing and order selection is defined
using binary control variables, turning the IWT scheduling problem into a MILP problem,
which will allow finding the solution to large scale IWT scheduling problems in a reasonable
computation time. Furthermore, this thesis will show how the goal of minimising the cumu-
lative arrival times of all vessels in a network can be achieved. This is done for different types
of waterway network cases, for which the results are shown and analysed.
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Chapter 1

Introduction

Inland Waterway Transport (IWT) plays a crucial role in the reduction of road congestion
and the reduction of CO2 transport emissions. Unfortunately, the advantages of IWT are
not fully exploited due to inefficiencies in the system, such as long waiting times at locks
and sub-optimal navigation on waterways. In this thesis 'Modelling and Optimal Scheduling
of Inland Waterway Transport Systems: A Switching Maz-Plus-Linear systems approach’; a
method for designing a scheduling strategy that allows inland waterway vessels to sail through
a waterway network in an optimal way with minimal delays, was studied.

Chapter 1 will start with an extensive introduction to the research topic and is structured as
follows: First, in order to grasp the problem, some background information on the research
topic is given in Section 1-1. Next, the relevance of the thesis on an academic and applied
level is described in Section 1-2. Thereafter, in Section 1-3, the problem description and
scope are presented, which includes the research questions and research approach. At last,
the outline and structure of the thesis are given in Section 1-4.

1-1 Background information

On Tuesday morning on 23 March 2021, one of the largest container vessels in the world, the
MS Ever Given, got stuck in the Suez Canal while on its way to the Port of Rotterdam [2].
The vessel completely blocked the canal for over six days, resulting in a traffic jam of over
four hundred vessels. With over 12% of global trade passing through the Suez Canal, the
event had a significant impact on the global economy. The clearing of the canal resulted in
an unprecedented high number of arriving vessels in ports, which caused massive congestion
and delays at terminals and on inland transportation routes. This event highlights the vital
importance and especially the fragility of the maritime logistics system.

As a result of globalisation in the past century, consumer and producer distance has increased
enormously. This was mainly made possible by advancements in transportation methods and
economies of scale. Enormous container vessels are now voyaging the oceans, delivering goods
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2 Introduction

and bulk from port to port across the globe. These vessels cannot reach inland destinations
due to their size, and thus goods and bulk have to be transferred to various inland transporta-
tion methods (e.g. trucks, trains, inland vessels) for hinterland transportation. These three
transportation methods are usually referred to as modalities that each have their advantages,
disadvantages and modal share of the complete transport to the hinterland. Figure 1-1 shows
an example of this transportation chain starting from the seaport on the left towards the
inland destination on the right. The middle transportation mode could also be one of the
other modalities or a combination of the three.

Container shipping line  Terminal operator Barge operator Inland terminal operator Shipper
— —

= —
I . L LIAr™ ML
B L o Zm

Transport by inland water

Figure 1-1: Inland container transport using inland shipping (i.e. hinterland vessel transport)
[15]

Institutions like the European Commission [19, 23] and the Port of Rotterdam [38] are heavily
promoting a modal shift towards IWT in order to make better use of this natural network
of inland waterways. The main reasons for this shift are; cost efficiency [53], environmental
friendliness in terms of goods transported [15, 37], high degree of safety [20], and reduction
of road congestion [18]. The Port of Rotterdam has set the goals to increase the modal share
percentage and absolute volume of IWT. Table 1-1 shows the goal for 2035 and progress of
reaching these goals measured in 2013.

Table 1-1: Port of Rotterdam inland container transport modal share progress overview defined
in 2013, including goals for 2020 and 2035 [39]

Modalities 2009 2013 2014 2020 2035
Inland shipping 39%  35% 36% 41%  45%
Rail transport  13%  11% 11% 1™% 20%
Truck transport 48%  54%  53%  42%  35%

Next to the Netherlands and the European Union, also, the United States of America has
seen its inland waterborne transportation increase from 1500 million tons in 1970 to 2600
million tons in 2006 [45]. The cargo volume passing through the Panama Canal has been
growing at 3% annually since 2005 and is expected to continue to grow [35]. As a result, a
potential expansion of the New York Canal System has been thoroughly researched [4]. In
China, the freight moved on the Yangtze River has increased more than expected, resulting
in the famous Three Gorges lock already reaching its maximum capacity of 100 million tons
in 2011 [33]. This maximum capacity was reached 19 years earlier than predicted and has
currently made the Three Gorges lock a bottleneck on the Yangtze River, limiting further
IWT development. This last point about the Three Gorges ship lock becoming a bottleneck
on the Yangtze River is something that the European inland waterways, Panama Canal and
New York Canal System are slowly running into as well due to their increased interest for
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1-2 Relevance of research 3

IWT.

This problem can be solved by increasing these locks’ capacity; however, this has high costs,
and expansion is not always possible due to environmental or spatial reasons. Another solution
could be optimally scheduling these locks’ operation to ensure efficient passing of vessels.
This scheduling could have a significant advantage in moving freight from seaports to the
hinterland without the high investment costs of building additional infrastructure, which will
be the focus of this thesis. Due to its conservative nature, the inland shipping industry
has always been somewhat slow with embracing new technologies; as a result, these recent
scheduling developments have not found a way into inland shipping yet.

However, an increasing interest in better understanding complex man-made systems has led
to automation, optimisation, and digitisation developments that rapidly improve human lives
across many industries and sectors.These complex systems can generally be described in ei-
ther continuous-time models or discrete event models.

Conventional system theory involves modelling the behaviour of a system over continuous
time. The evolution of these continuous-time systems is governed partially or solely by the
progress of time itself. However, it might be more convenient to model the evolution of a
system over a set of discrete events in some cases. Consider a baggage handling system,
where a state of the system represents the number of luggage items in a storage room that
are waiting to be moved. The evolution of the number of luggage items in the storage room
is only affected by the incoming and outgoing of individual luggage pieces. When a dynamic
model like the baggage handling system is only involved with a series of such events and not
the dynamics between them, the system is called a Discrete Event System (DES).
Modelling, analysing, and controlling of complex man-made DESs has attracted more and
more interest for applications such as; railway traffic management[25, 28|, urban rail transit
networks [59], printer systems [1], manufacturing systems [51], legged locomotion [34] and
other various DESs systems [16].

Most of the mathematical models that describe the behaviour of DESs are nonlinear in con-
ventional algebra. There is; however, a class of DESs that can be described by a model that
is linear by using the so-called Max-Plus algebra. Modelling DESs using Max-Plus algebra
has the advantage that the resulting system can be considered as a Max-Plus Linear (MPL)
system which has a solid analogy to conventional linear system theory. Moreover, these MPL
systems can be transformed to Mixed Integer Linear Programming (MILP) problem which al-
low for optimal scheduling. Therefore, describing DESs using Max-Plus algebra is promising.
Describing the IWT system using this Max-Plus algebra will be the main focus of this thesis.
After having given the background information to the problem, Section 1-2 will highlight the
relevance of the research.

1-2 Relevance of research

The next section will address the relevance of the research, and will list where value on an
applied and theoretical level will be added.

As mentioned, governmental institutions are promoting a modal shift towards IWT because
of; cost efficiency [53], CO2 reduction [15, 37], high degree of safety [20], and the reduction
of road congestion [18]. However, as a result of inefficiencies in the system, caused by long
waiting times at locks and sub-optimal navigation on inland waterways, these benefits of
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IWT are not fully taken advantage of. The scheduling strategy researched in this thesis will
contribute to solving these inefficiencies, by generating an optimal schedule with minimal
delays. Multiple European projects have recently started addressing these problems, for
instance, the NOVIMOVE (Novel inland waterway transport concepts for moving freight
effectively) project is aimed at solving inefficiencies on the IWT Rhine-Alpine corridor. The
project is funded by the Horizon H2020 Programme of the European Union and consists
of a collaboration between 4 EU member states and two associate countries. NOVIMOVE
wants to improve the IWT system by condensing it. This should improve container load
factors and reduce delays. This condensing will be done by improving voyage routing and
ensuring effective scheduling through bridges and locks. Additionally, innovations such as an
intelligent waterway navigation system and intelligent vessel and infrastructure interactions
will be developed. The goal is to increase the quantity of freight moved using IWT along the
Rhine-Alpine corridor by 30% with respect to 2010 data. The scheduling strategy researched
in this thesis could provide a basis for further developing these vessel and infrastructure
interactions.

Besides European projects, there are currently exist tools for managing IWT, for instance,
VisuRIS is a tool built for the management of the Flemish waterways, which aims to help
inland vessels with real-time information for planning trips and traffic reports. VisuRIS
presents waterway information on a practical map, including operating times of bridges and
locks and the expected the expected vessel traffic at infrastructures structures. Most IWT
management tools seem to provide information only and lack a global network optimisation.
The scheduling strategy researched in this thesis could provide a basis for improving these
tools.

In summary; the modal shift to IWT, contribution to European IWT development projects
and contribution to IWT management tools, means that research on possible scheduling
strategies is required. In this thesis, we will address a promising scheduling strategy by
considering the IWT as a DES and modelling it as a Switching Max-Plus Linear (SMPL)
system; therefore, this research is relevant at an applied level.

Next, the relevance of the thesis on a theoretical level is to further develop the research on
scheduling strategies, in particular, scheduling using SMPL systems. First of all, only a limited
number of DESs have been described using the SMPL framework. Therefore, modelling
the unique properties and characteristics of the IWT system will help with improving this
modelling process, which will be useful for modelling new systems in the future. Secondly,
the IWT system could be generalised to a production system in which products arrive from
opposite directions and compete for the same resource. This interaction will be described
for the first time in research to the best knowledge of the author. Next, currently available
Max-Plus research is mainly applied to systems with a maximum of three job families (i.e.
types of jobs). In this thesis, the vessels will be considered as jobs, and as all vessels have
their own characteristics (e.g. variable speed due to loading), there will be a large number
of possible jobs. At last, to the best knowledge of the author, until now, no research was
performed on Max-Plus systems where jobs are allowed to overtake each other, which will
be dealt with in this thesis and thus could be used in the modelling of future systems. In
summary, the novel IWT SMPL system will improve the field of scheduling using Max-plus
algebra, and therefore, this research is also relevant on a theoretical level.

After having introduced the relevance of the research, the next section will describe the
problem that is tackled in the thesis.

Mike Pesselse Master of Science Thesis
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1-3 Problem description

This section will outline the problem of the thesis by describing the research objective, research
scope, research questions and research approach.

1-3-1 Research objective and scope

As mentioned before, with this thesis, we want to contribute to solving the inefficiencies in
IWT systems by creating an effective vessel schedule. For a schedule to be effective, it is
crucial that the actors (i.e. vessels and locks) involved in the system cooperate and behave
according to the created schedule. This is not the case for the current IWT systems as these
consist of non-autonomous individual vessel skippers who all have their own interests and
are highly unlikely to cooperate without opposing. Therefore, the scope of this thesis will be
on a theoretical best-case scenario in which autonomous inland vessels operate as imposed.
Additionally, only vessel and lock interactions will be considered to keep the scope manage-
able, as these cause the most significant delays and uncertainties in the system. Although
essential, other infrastructure objects such as moveable bridges, ports and berths will not be
considered. At last, this research will not investigate the problem of intermodal logistics or
the allocation of required inland vessels to transport a certain amount of cargo.

Therefore, this research aims to design a scheduling strategy that enables multiple autonomous
inland waterway vessels to optimally sail through a waterway network with minimal delays
and show a proof of concept of this strategy. The proposed strategy will be validated in
computer simulations, not in actual experiments or real data. This research objective has
been formulated into the following main research question:

‘How to design and implement a Switching Max-Plus Linear scheduling strategy that allows
multiple autonomous inland waterway vessels to optimally sail through a waterway network?’

1-3-2 Research questions

In order to answer the main research question, sub research questions have been formulated.
In the remaining part of this thesis, the sub research questions will be answered by literature
studies and computer simulations. The sub research questions have been formed in such a
way that the main research question will be answered after all sub research questions have
been answered. The sub research questions will also give structure to the report, in each
chapter the sub research question that will be addressed is mentioned in the introduction.
The list of sub research questions is as follows:

1. What is the current state of research on IWT scheduling?

(a) Which actors play a role in IWT systems and how do they operate?
(b) What research has been done on IWT scheduling?
(¢) What area of IWT scheduling can be improved?

2. How do SMPL systems work and what is required for modelling and scheduling?
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3. How to model IWT systems as SMPL systems?

(a) Why are SMPL systems useful for modelling IWT systems?
(b) What assumptions have to be made to model IWT systems as SMPL systems?
(c) What would the SMPL IWT system for different IWT cases look like?

4. How to transform SMPL IWT systems to MILP models?

(a) How to realise the objective of the scheduler?

(b) What assumptions have to be made to transform SMPL IWT systems to MILP
problems?

(¢) What would the MILP IWT model for different IWT cases look like?
5. How can we verify the designed scheduling strategy for IWT systems?

(a) What does the overall scheduler optimisation architecture look like?

(i) What information is required by the scheduler?
(ii) What information is produced by the scheduler?

(b) What are the results of the scheduling strategy for different IWT cases?

For the research questions 3(c), 4(b) and 5(b), the different cases refer to the following four:

(i) Uni-Directional Fixed Routing case
(ii) Uni-Directional Variable Routing case
(iii) Bi-Directional Fixed Routing case

(iv) Bi-Directional Variable Routing case

These four cases are used to work towards a model, which can cover various IWT system
lay-outs. This approach will be further elaborated on in the next Section 1-3-3
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1-3 Problem description 7

1-3-3 Research approach

In order to address the research questions defined in Section 1-3-2 the following approach
will be used. First, it is essential to get an understanding of the system we are dealing with;
therefore, we will explore IWT systems and their important actors. Moreover, state-of-the-art
research and literature on IWT scheduling will be consulted to comprehend the current status
of IWT scheduling. Secondly, the theory on modelling of SMPL systems and scheduling with
SMPL systems has to be thoroughly studied such that it is exceptionally well understood to
the level which allows for modelling of novel systems.

After this theoretical foundation is laid, the modelling and scheduling of IWT systems can
start. Figure 1-2 shows how this modelling and scheduling part of the research is executed
for four different cases, increasing in complexity, and each in three steps. This is done in this
way to slowly build up the complexity of the models. The naming of the cases is explained in
Section 4-1-2. The approach is to first start with the easiest IWT system possible, which is
called the Uni-Directional Fixed Routing (UDFR). The UDFR case consists of two waterways
with a single lock in between, and vessels are only allowed to sail a single direction (i.e.
downstream). Secondly, when the results for the UDFR case are satisfactory, we will continue
with the slightly more complex Uni-Directional Variable Routing (UDVR) case. The UDVR
case consists of two parallel UDFR systems in which vessels can be scheduled on either route
but still sail only in a single direction. Again, if the results are satisfactory, the next Bi-
Directional Fixed Routing (BDFR) case will be modelled. The BDFR case resembles the
UDFR case; however, vessels are allowed to sail in both directions (i.e. downstream and
upstream). At last, naturally, the same goes for the Bi-Directional Variable Routing (BDVR)
case, which is the same as the UDVR case but with both sailing directions. The latter, is the
most generic case and should allow all other possible networks to be created as well. Note
that the dotted lines show the feedback loop in the modelling process; in case the schedule
results are not as expected, the SMPL models will be revised.

UDFR case UDVR case BDFR case BDVR case
Start
SMPL systems { SMPL UDFR SMPL UDVR SMPL BDFR SMPL BDVR
h . h Transformations
' Y ' Y ' Y
MILP models { ' MILP UDFR ' [ MILP UDVR ] ! MILP BDFR
t ' \ Optimisations
\ 4 \ \ 4 \ \ 4
Schedules *{Schedule UDFR " Schedule UDVR *{ Schedule BDFR *{Schedule BDVR

Figure 1-2: Schematic overview of the modelling and scheduling part of the research

Finally, after the developing the models and analysing the scheduling results, the research
questions will be answered and some concluding remarks will be given.
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8 Introduction

After having elaborated on the research approach the next Section 1-4 will present how this
research is documented in the remaining part of the thesis.

1-4 OQutline of the thesis

The next section presents the organisation and outline of the remaining part of this thesis.
A schematic overview of this is also shown in Figure 1-3. It is important to note that the
structure of the thesis does not chronologically follow the research approach presented Fig-
ure 1-2. Instead of describing each case from SMPL model to scheduling result, the thesis
will first discuss the modelling of the four SMPL systems for the four cases in Chapter 4,
next all four cases are transformed MILP models in Chapter 5, after which Chapter 6 will
present the scheduling results. This reporting structure was chosen because, this makes un-
derstanding the research more straightforward and intuitive. Furthermore, Chapter 2 will
introduce the IWT system and list state of the art research. Chapter 3 will describe all the
theoretical knowledge required for modelling IWT systems as SMPL systems and transform-
ing these to MILP models. At last, Chapter 7, will conclude the research and present some
recommendations.

Introduction

Motivation, relevance, and problem | = === === ===« Chapter !
Introduction
statement
System description and theory
Research Question 1 & 2 Chapter 2 Chapter 3
Current status of IWT and working | = * Current status of scheduling on Scheduling using
principles of SMPL systems? Inland Waterways SMPL systems
Modelling and scheduling of application
4 A
Research Question 3 & 4 Chapter 4 Chapter 5
How to model and transform SMPL | - - SMPL systems of MILP models of
IWT systems? the IWT systems the IWT systems
N J
-

Research Question 5
How can we verify the designed
MILP scheduling strategy?

Chapter 6
Optimal IWT Scheduling results

(N

Ve

J

Conclusion
Concluding remarks, contribution [ =« w a s v w v ua
and recommendation

Chapter 7
Concluding remarks

(N

Figure 1-3: Schematic overview of thesis outline
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Chapter 2

Current status of scheduling on Inland
Waterways

After having introduced the problem statement in Chapter 1, we will continue with laying
the foundation for modelling Inland Waterway Transport (IWT) systems. In order order to
model and optimally schedule IWT, we first need to have a better understanding of the cur-
rent status of IWT systems. Therefore, the goal of Chapter 2 is to give a general introduction
to IWT systems. To keep the scope manageable, this is mainly done for the Netherlands and
also includes a bit of Europe. This system description is done by giving background informa-
tion on the most important agents active in the IWT system by describing their properties
and characteristics. Moreover, the chapter gives a brief summary of state of the art research
on scheduling on Inland Waterways.

As introduced in Chapter 1, this chapter will answer research question:

What is the current state of research on IWT scheduling?

This Chapter is structured as follows: First, Section 2-1 will describe the important properties
of the IWT system. Next, Section 2-2 will give an overview on what research already has been
done on Switching Max-Plus Linear (SMPL) scheduling. At last, Section 2-3 will summarise
the findings and will state what area of IWT scheduling can be improved.

2-1 The Inland Waterway Transport system

This section will describe the different aspects and properties of the IWT system, which is
mainly based on [41] unless mentioned otherwise. First, the different types of waterways are
shown in Section 2-1-1. Section 2-1-2 presents the inland vessel fleet. Next, the operation and
important characteristics of locks are described in Section 2-1-3. As mentioned in Section 1-
3-1, this research will only focus on the interaction between locks and inland vessel. Although
important, other infrastructure objects such as moveable bridges, ports and berths will not
be modelled and therefore not discussed in this section.

Master of Science Thesis Mike Pesselse



10 Current status of scheduling on Inland Waterways

2-1-1 Waterways

Inland waterways form a natural network structure. The European waterway network com-
prises over 30.000 kilometres of navigable canals, rivers and lakes, of which approximately
10.000 kilometres is the core network located in the North-Western part of Europe (The
Netherlands, France, Germany, Belgium and Austria) [24]. This extensive waterway network
allows IWT to reach many destinations in Europe. The Dutch waterways are located at the
mouth of several European rivers (the Rhine, the Meuse and the Scheldt); because of this the
Dutch IWT system is considered to be the gateway to the European hinterland and provides
the Netherlands with an exceptional network for IWT.

To ensure the waterway is used efficiently (i.e. guarantee a certain vessel speed on a route),
a corridor and network approach must be taken, whereby waterway management authorities
look further than their own area. In this context, a corridor is defined as a cluster of water-
ways connecting two or multiple (economic) centres [41]. In order to ensure consistency in
this network, the European inland waterways are categorised into CEMT classes, which was
determined in 1992 by the Conférence Européenne des Ministres de Transport. These classes
streamline the waterways’ dimensions for the whole of the European network by listing the
maximum inland vessel size. This classification makes it immediately clear which waterways
are navigable or not navigable due to draft and manoeuvrability [41].

For the Dutch IWT system, the Dutch Ministry for Public Works and Water Management
(e.g. Rijkswaterstaat) distinguishes four types of waterway profiles [41], which are: trunk
routes, key-waterways, other main waterways and other waterways, which can be seen in
Figure 2-1. The trunk routes connect the vital transport hubs of Rotterdam and Amster-
dam with the international hinterland (e.g. Germany and Belgium), and the key waterways
connect economic areas in the Netherlands with the trunk routes. The waterway status de-
pends on the goods transported on that particular waterway; for instance, trunk routes and
key-waterways should transport over 5 million tonnes a year. At last, waterways can have
different waterway profiles, which determine the number of vessel lanes on a waterway and if
overtaking is allowed.
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Figure 2-1: Waterway types as defined by the Dutch Ministry Policy Strategy for Infrastructure
and Spatial Planning in 2012, according to [41]

2-1-2 Inland vessels

The European inland vessels can be divided into the CEMT-classes (runs from I to VIIa)
and RWS-Classes (runs from MO0 to M12) [41]. Generally, in the Netherlands, the RWS clas-
sification is used to represent the vessel types. The vessel type names are derived from the
largest vessel for which the dimensions of the waterway are suitable. These vessels are called
the reference vessels and are the largest vessels that can safely and smoothly navigate that
particular waterway. Properties of these vessels are summarised in Table 2-1. The cargo
type can be divided into motor cargo, pushed convoys, and coupled units. Individual vessel
velocity is highly dependent on the vessel type, the cargo loading and the water level.

Vessel navigation and communication has become much more convenient through systems as
GP, radar and digital maps. These systems are used to determine the location of a vessel
on a waterway which reduces collisions and provides for more safe navigation. More recent
advanced communication systems like the Automatic Identification System (AIS) not only al-
low vessels to communicate with one another but also with independent onshore organisations

Master of Science Thesis Mike Pesselse



12 Current status of scheduling on Inland Waterways

Table 2-1: European inland shipping fleet, based on [15, 41]

CEMT-Class RWS-Class Vessel type Length Witdh Draft Deadweight
(LOA) [m] [m]  [m] [tons]

- Mo Various smaller vessels <250

I M1 Spits (Peniche) 38.5 5.05 2.5 251-400

I M2 Campine vessel (Kempenaar) 50-55 6.6 2.6 401-650

IIT M3 Hagenaar 55-70 7.2 2.6 651-800

111 M4 Dortmund-Ems canal vessel 67-73 8.2 2.7 901-1050

11T M5 Elongated Dortmund-Ems canal vessel 80-85 8.2 2.7 1051-1250

v M6 Rhine-Herne canal vessel 80-105 9.5 2.9 1251-1750

I\% M7 Elongated Rhine-Herne canal vessel 105 9.5 3 1751-2050

Va M8 Large Rhine vessel 110 114 3.5 2051-3300

Vb M9 Elongated large Rhine vessel 135 114 4 3301-4000

Vb Push convoy with 1x2 longitudinal bins  170-190 11.4 3.5-4.0  3951-7050

Via M10 Two lighter pushing unit 110 13.5 4 4001-4300

Via M11 Gauge vessel 135 14.2 4 4301-5600

Via M12 Rhine max vessel 135 17 4 >5601

VIb Push convoy with 2x2 bins 185-195 22.8 3.5-4.0  6400-12000

Vic Push convoy with 3x2 bins 270 22.8 3.5-4.0  9600-18000

VIla Push convoy with 2x3 195 34.2 3.5-4.0  14500-27000

LOA: Length overall

like waterway management tools (e.g. phone applications, websites), lock management tools
and bridge management tools. The AIS includes information like; vessel identity, navigation
status, rate of turn, velocity, position, course, and draught [9].

2-1-3 Locks

Inland waterways feature many artificial infrastructure works such as locks, bridges, ports
and junctions. These various infrastructures limit the flow of IWT, affect the utilisation of
the waterway, and to a large extent, determine the maximum size of the vessels that can
navigate the waterway. Since, the scope of the thesis only includes the modelling of lock, only
the working principles and unique characteristics of the lock are described in this section.
The difference in water levels between waterways, rivers, canals and lakes shows the necessity
for locks. A lock is used for raising and lowering vessels between these different water levels.
Locks are the infrastructure types that receive the most attention as they are usually the main
bottlenecks in waterway networks [17]. For commercial inland vessels, the lockage sequence
is usually based on the First-Come First-Out principle, as lock operators normally only know
the vessel arrival times within a close distance to the lock. There is no set of general guide-
lines that describe all locks since the locks in the trunk routes and key-waterways are always
customised to their environmental surroundings. Due to this, many different types of locks
exist. This section will focus on a particular lock form called the chamber lock as these are
the most common lock forms in the Netherlands and operate on the busiest waterways.

A schematic overview of a lock complex is shown in Figure 2-3. The usable chamber length
and width mainly determine the lock dimensions (this being the distance between the stop-
lines Ly), the sill depth at the reference low water level (MLWS) and the headroom under the
lift gates and any bridges over the lock [41]. A chamber lock comprises a chamber with gates
at both ends, where the chamber is the space between the two lock gates. The busiest cham-
ber locks often have multiple chamber for vessels and sometimes also separate chambers for
recreational vessels. Some properties of these largest locks in the Netherlands are summarised
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2-1 The Inland Waterway Transport system 13

in Table 2-2 including, the corridor on which the lock is located, the vessel CEMT-class that
can pass through the lock, and the number of yearly passages.

After a lock operation has started, the chamber is unavailable for some time as it processes
the vessels. During this processing time, the gates are closed. First, the water is levelled with
the other side of the lock. Next, the gates open again, allowing the vessels to sail out of the
lock. In addition, some extra time is needed to moor the vessels to the lock quay. Vessels on
the other side of the lock might be waiting already for their turn to be processed. A chamber
can also process without any vessel inside to be ready for inland vessels on the other side.
Obviously, a lock can also wait and not process any vessel.

lock heads

E

‘\‘I H‘I T

waterway = - - - B z:z
—— C -

m m 1L

20m
run-out zone waiting area (optional) line-up area funnel o Hchamber Iengttl
Luit Lw Lo Ls Ly

=

holding basin

Figure 2-2: Schematic representation of a lock complex including the holding basin (i.e. waiting
area) [41]

Table 2-2: Locks in the Dutch IWT system with over 30.000 passages per year excluding recre-
ational vessels [15]

Lock Corridor CEMT Class Chamber Passages
Volkerak lock Scheldt—Rhine Canal VIb 3 + small lock 110331
Kreekrak lock Scheldt—Rhine Canal VIb 2 68234
Terneuzen lock Ghent—Terneuzen Canal VIb 3 55668
Prinses Beatrix lock Lek Canal Vb 3 48984
Hansweert lock Canal through Zuid-Beveland VIb 2 43559
Krammer lock Scheldt—Rhine Canal VIb 2 + 1 small lock 42211
Oranje lock the Binnen-1J Via 1 + 2 small locks 41318
Prinses Irene lock Amsterdam—Rhine Canal VIb 2 35131
Prins Bernhard lock Amsterdam—Rhine Canal VIb 2 32220
Houtrib lock IJsselmeer Va 2 31055
Weurt lock Maas—Waal Canal Vb 2 30320

In order to reduce the average passage time of vessels, the lock processing efficiency should
be increased. This can be improved in different ways such as; speeding up the water levelling,
larger chambers, more locks, or faster gate closing. Another method is optimising the order
of vessels passing; in other words, the vessel queue must be effectively ordered. In order
to do this, the following decisions must be determined; which vessel should be assigned to

Master of Science Thesis Mike Pesselse



14 Current status of scheduling on Inland Waterways

which lock chamber? What is the order of sailing into the locks? What times should the
lock levelling operation be initiated? These decisions depend on many other future arriving
vessels and, in addition, also on their decisions - this creates a rather complex problem.

At last, to show it is important to show that the number of delays at locks is indeed a concern.
The bottlenecks at a lock are often analysed using the I/C ratio, which represents the ratio
of actual vessel traffic volume I to theoretical lock vessel capacity C' expressed in millions
of tonnes of passing cargo capacity per year [41]. When the I/C ratio increases, so do the
delays. Rijkswaterstaat aims to limit the I/C ratio to 0.6 and will launch a future capacity
study for a lock at an I/C ratio of 0.5. The I/C ratio for different locks in the Netherlands
can be seen in Figure This shows that the number of delays at locks is already a problem and
will only increase [40].

maatgevende maand 2008 2020 2028 2040
Sluis I/C Factor --> SE GE SE GE SE GE
Corridor 2: Amsterdam - Rijn
Prinses Irene 0.40 0.35 045 0.35 0.45 0.35 0.50
Prins Bernhard 0.40 0.40 045 0.40 045 0.40 0.50
Amerongen 0.30 0.30 0.35 0.30 0.40 0.30 0.40
Corridor 3: Westerschelde - Rijn
Volkerak
Kreekrak
Krammer 0.50 0.45 0.55 0.45 0.45
Hansweert 0.40 0.40 0.40 0.40 0.45 0.40 0.55
Corridor 5: Amsterdam - Noord-Nederland
Oranje 0.40 0.40 045 0.40 0.45 0.40 0.50
Houtrib 0.35 0.30 0.35 0.30 0.40 0.30 0.40
Prinses Margriet (Lemmer) 0.55
Gaarkeuken 0.45
Qostersluis 0.50
Corridor 6: Rijn - Oost-Nederland
Delden 0.45
Corridor 7: Maasroute
Sluis Weurt 0.45
Sluis Panheel 0.30

Figure 2-3: The I/C ratio for locks in the Netherlands including the prediction for the future
[40]

2-2 Research on scheduling of Inland Waterway Transport systems

The goal of this section is to present a broad overview of literature on scheduling methods
for the IWT system. This is done by describing the current state of affairs and recognising
contemporary challenges. We denote the interaction of vessels with infrastructure as Vessel-
to-Infrastructure (V2I). Two earlier performed literature studies on inland vessels were found,
however, these do not focus on the V2I interaction [31, 11].

For most infrastructure pieces, the goal of the V2I scheduling is to minimise the time that
vessels need to pass through that particular infrastructure piece (e.g. lock, movable bridge,
terminal). Vessels passing through infrastructures occupy resources, in this case, both space
and time slots. Hence, the main challenge is the optimal allocation of these resources. The
scheduling of passing vessels through infrastructures can be formulated as different types of
scheduling problems (e.g. Machine Scheduling Problems, Vehicle Scheduling Problem). This
section will mainly discuss literature related to V2I scheduling for locks because, as mentioned
in Chapter 1, locks are usually the main bottlenecks in waterway networks. These are usually
addressed for specific geographical area’s (e.g. Mississippi Delta, Yangtze Delta, European
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2-2 Research on scheduling of Inland Waterway Transport systems 15

waterway network). This bottleneck problem is less of an issue for infrastructure types such
as movable bridges. Moreover, movable bridges can be considered as a simple version of a
lock.

A lock can consist of one or multiple chambers. These chambers each have a specific inland
vessel capacity and specific lock operation duration, which is both dependent on the water
levels and number and types of vessels present in the lock during a particular operation. The
scheduling problem that a lock deals with is determining the optimal order of inland vessels
passing through that particular lock while meeting these capacity and duration constraints,
such that vessel waiting times are minimal.

In [6, 7], the same authors present, respectively, a decision-making tool and a robust simula-
tion tool methods for dealing with congestion on the Upper Mississippi River.

A more generalised and exact method for lock scheduling is discussed in [57]. The complete
lock operation of a vessel requires two decision to be made by the lock. First, the lock must
determine the position for the vessel; this will be referred to as the Vessel Placement Problem
(VPP). Second, the lock must determine the starting time for the lock operation; this will be
referred to as the Lock Scheduling Problem (LSP).

Usually, the objective of the VPP is to minimise the number of lock operations needed to
place all vessels. This objective is achieved by first deciding the vessel sequence, which is
based on the vessel service policy. This policy could be, for instance, a first-come-first-serve
policy or a shortest-processing-time-first policy. The first-come-first-serve is what most locks
are currently using, in which the vessels are passing through the lock in their arrival order.
In [43, 44], it is concluded that the shortest-processing-time-first policy results in less overall
network delays than the first-come-first-serve policy.

After deciding the vessel sequence, the second step is determining how the vessels should
be arranged in the actual lock chambers while meeting the lock chamber specific capacity
constraints. In [54], this chamber arranging problem is recast to a two-dimensional bin pack-
aging problem, in which several rectangular objects (i.e. vessels) need to be placed inside a
few larger rectangular bins (i.e. lock chambers) while minimising the total operation time.
Additionally, in [55] the same author presents a model for the chamber arranging problem,
after which an exact decomposition method and a multi-order best fit heuristic method are
compared for finding the best solutions.

As mentioned, the LSP deals with the assigning of chambers and the ordering of a sequence.
In [54], these are modelled as a parallel machine scheduling problem where the chambers map
to the machines and the lock to the jobs. The authors of [36] introduce the Lock Master’s
problem. The problem consists of determining the optimal operation plan (i.e. the time when
a lock should move up and when it should move down) of a single lock, given a set of upstream
and downstream vessels, their arrival times and assuming a constant lock operating time. The
objective is to minimise the total sum of ship waiting times. The problem is defined by cre-
ating an analogy to the single batching machine scheduling problem. The author develops a
dynamic programming algorithm that can solve the problem in polynomial time while taking
into account, ship-dependent handling times, water usage, weights and capacities. In [56], a
so called late-acceptance algorithm for the lock scheduling problem is proposed that minimise
both the waiting time of all inland vessels including the water usage of the lock. Several
(meta)heuristics are compared for solving this problem. Research focusing on the vessel order
sequence, by making an analogy to the identical parallel machine scheduling problem with
sequence dependent setup times and release dates, has been done in [58]. Additional V2I
scheduling can be considered at terminals for which the main problems are berth allocation,
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16 Current status of scheduling on Inland Waterways

quay crane assignment and quay crane scheduling, this is thoroughly reviewed in [42]. Several
studies tackle the problem of scheduling inland vessels to berth locations in a port, but not of
inland vessels sailing through a waterway network [30]. For instance in [32], a Mixed Integer
Linear Programming (MILP) problem for planning rotations of inland Vessels in a large sea-
port is proposed. At last, when focusing on the whole IWT network, intermodal transport is
usually considered instead of more often than V2I interaction [29].

There is limited research on the interaction between infrastructures and inland vessels from
the literature. Moreover, communication between lock operators amongst each other and
with inland vessel operators is lacking. As a result, there is also minimal research operation
and optimisation of infrastructure object. The reviewed literature on V2I scheduling in IWT
systems is summarised and compared in Table 2-3.

Table 2-3: Reviewed literature on Vessel to Infrastructure scheduling in IWT systems

Study Application Objective Method

7] Mississippi River locks  Reduce congestion Decision making tool

6] Mississippi River locks  Reduce congestion Simulation tool

[57) General lock Ship placement, chamber assignment and lock operation scheduling ~MILP

[44] Single lock Determine processing policy SPF vs FCFS

[43] Multiple locks Determine processing policy SPF vs FCFS

[54] General lock Ship placement, chamber assignment and lock operation scheduling  Heuristics

[55] Single lock Ship placement Exact & heuristics

[36] Lock master’s problem  Minimise waiting time Dynamic programming

[56] Single lock Minimise waiting time late-acceptance algorithm

[58] Single lock Vessel order and sequencing (Meta)-heuristics

[42] Terminal Berth, Crane scheduling Literature study
2-3 Conclusion

In this Chapter 2, the general IWT system is described by identifying the properties and
characteristics of its agents. Moreover, state of the art research on IWT scheduling is dis-
cussed. This information will be used to model IWT systems as SMPL systems later in the
research. As stated in Chapter 1, this chapter addressed the research questions:

What is the current state of research on IWT scheduling?

The most important actors active in the IWT system, which will be modelled, are the water-
ways, vessels and locks. Currently available research on IWT scheduling is mainly focused on
one agents (e.g. a single lock) a global network optimisation tool with multiple lock in a row
or different routing is still missing. Moreover, most literature is focused on the perspective
of the vessel and not the infrastructure object. There is limited research on the interaction
between infrastructures and inland vessels. Moreover, communication between lock operators
amongst each other and with inland vessel operators is lacking. As a result, there is minimal
research on the operation and optimisation of infrastructure object. Therefore, there are still
gaps and potential possibilities for future research. A few most notable and relevant gaps and
possibilities are summarised:

e No scheduling at infrastructures
Efficient scheduling and coordination of IWT could solve this problem and might yield
a significant improvement in making IWT more attractive.
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2-3 Conclusion 17

e No global network optimisation
When a delay at a particular lock occurs, the inland vessel’s deadline or time window
at the next infrastructure could be missed. This deadline missing will in turn, result
in even more instabilities to the overall IWT system. Currently, lock operators are
not reporting these delays. Scheduling between infrastructures or a global network
optimisation could solve this.

As a result, more research regarding the IWT system is relevant. This research extends on
the future research possibilities described in [36], where it is stated that the following relevant
question would be to look at a problem with multiple locks in series and with vessels sailing
downstream and upstream. To deal with this problem, the next Chapter 3 will introduce a
promising Discrete Event System (DES) scheduling method based on Max-Plus algebra.
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Chapter 3

Scheduling using Switching Max-Plus
Linear systems

In order to model Inland Waterway Transport (IWT) systems as Switching Max-Plus Lin-
ear (SMPL) systems, we will thoroughly describe the theory on general Max-Plus algebra
and SMPL systems in this chapter. Moreover, the chapter provides an extensive introduction
to scheduling using these SMPL systems. The Max-Plus algebra’s fundamental concepts are
presented and it is explained how they can be used to model a specific class of cyclic discrete
event systems. Therefore, the goal of this chapter is to lay the foundation for describing the
IWT system as an SMPL system.

As introduced in Chapter 1, this chapter will answer the research question:

How do SMPL systems work and what is required for modelling?

This Chapter is structured as follows: First the motivation behind of Max-Plus algebra is
given in Section 3-1. Next, the algebra and its new definitions and operators are presented
in Section 3-2. Section 3-4 will elaborate on the relationship with graph theory. Before,
SMPL systems can be described first an understanding of Max-Plus Linear (MPL) systems
is required, which is done in Section 3-3. Next, we will thoroughly describe SMPL systems in
Section 3-5 including its most important properties such as routing, ordering and synchroni-
sation. Section 3-6 will show how Max-Plus binary control variables can be parameterised to
reduce problem complexity. Furthermore, Section 3-7 will state how SMPL systems can be
used for scheduling. To use them for scheduling it is required to transform the SMPL systems
to Mixed Integer Linear Programming (MILP) models, which is explained in Section 3-8. At
last, Section 3-9 will summarise the findings and answer the corresponding research question.
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20 Scheduling using Switching Max-Plus Linear systems

3-1 Introduction and motivation for scheduling using Max-Plus al-
gebra

As mentioned in the introduction in Section 1-1, for systems whose dynamics are governed
by the evolution of events and not time itself, it might be more convenient to describe them
as Discrete Event System (DES)s instead of as continuous-time systems; for instance, the
in Section 1-1 presented a baggage handling system example. The authors of [8] provide a
comprehensive introduction to the DES field, and define a DES as follows:

Definition 1 (Discrete Event System). "A Discrete-Event System is a discrete-state, event-
driven system, that is, its state evolution depends entirely on the occurrence of asynchronous
discrete events over time."

Scheduling, in context of this research, deals with the optimisation problem of allocating a
set of jobs over certain limited resources that execute these tasks:

Definition 2 (Scheduling). "Scheduling is the process of deciding how to allocate a set of jobs
to limited resources over time, in such a way that one or more objectives are optimised"

Combining these definitions, the scheduling of DESs, in this research, is the process of de-
ciding how to allocate a set of jobs to limited resources over the evolution of events in such
a way that one or more objectives are optimised. For instance, DES scheduling deals with
determining the route which jobs should take over a particular resource set or determining
the order of jobs on a resource (i.e. which job is allowed to use to resource first), while the
system evolves as a result of events that happen and not directly as a result of the progres-
sion of time. In light of the baggage handling system, the routing could determine which
conveyor belt a piece of luggage should take, and the ordering could determine in which order
the luggage pieces are deposited on the conveyor. Other questions for other systems are, for
instance, selecting which train should go first on a switch track [25], or determining whether
an urban train should wait for a passenger transfer [59] or deciding if a piece of paper should
be delayed before entering a printer system [1].

Some mathematical models that use conventional algebra to deal with these questions and
describe the behaviour of DESs will result in a nonlinear system description due to the Max-
operator often occurring in DESs where synchronisation plays a role [3]. Synchronisation in
DESs happens when a particular operation can only start when all preceding operations are
finished. Thus the starting time of the new operation is equivalent to the maximum time of
all individual preceding operations. In the context of the earlier in Section 1-1 mentioned
baggage handling system, a plane might only be able to leave when all luggage is loaded.
Thus the departure time is equal to the maximum of all the boarding times of all individual
luggage pieces. This Max-operator is inherently nonlinear in conventional algebra. A com-
prehensive example to show this concept of the appearance of the nonlinear Max-operator in
conventional algebra DESs with synchronisation is given in Appendix A-1.

There exists a subclass of DESs for which we can get a ’linear’ model by only using maximi-
sation and addition as its basic operations. The algebra that only consists of these operations
is called Max-Plus algebra [3]. These ’linear’ systems are called Max-Plus Linear (MPL)
systems. Modelling DESs using Max-Plus algebra has the advantage that the resulting MPL
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3-2 Definitions and operators in Max-Plus algebra 21

system can be analysed with some conventional linear system theory tools. Using MPL sys-
tems for modelling of DESs, we can analyse the behaviour of the system, which can be used to
obtain information about the event evolution. Additionally, there is a close relation between
MPL systems and Graph Theory. At last, there are system-theoretical analysis methods for
MPL systems in the literature [22], which can be used to find bottlenecks in DESs, for exam-
ple. In the next sections, we will introduce the basic concepts, definitions, and operators of
the Max-Plus algebra.

3-2 Definitions and operators in Max-Plus algebra

First, we will define the Max-Plus algebra. Max-Plus algebra consist of the set R U {e}
denoted by Ry.x in which R is the set of real numbers. Next, we introduce the two neutral
numbers of Max-Plus algebra, ¢ and e, which can be compared to the two neutral numbers in
conventional algebra, respectively the zero-element 0 and unit-element 1. These are defined

as follow:

e o and e o (3-1)

For a,b € Ry.x we define the so called ’oplus’ operator @ and ’otimes’ operator ®, also
referred to as tropical addition and tropical multiplication respectively in literature:

agb max(a,b) and a®b © b (3-2)

With these Max-Plus operators and Max-Plus neutral numbers we can show the resemblance
of the neutral numbers with conventional algebra by the following operations:

a®e=a, Va€Rpax and a®e=-¢, Va € Ryax (3-3)

And for the unit-element:

a®e=a, Va € Ryax (3-4)

The set R., the ’oplus’ @ and ’otimes’ ® operations, the zero-element € and the unit-element
e define the Max-Plus algebra:

Rmax - (Rmam 697 ®7 g, 6) (3'5)
Max-Plus algebra shares many similarities with conventional algebra. Just as in conventional

algebra the ’otimes’ ® operation happens before the ’oplus’ @ operation. Which is quite
intuitive as can be seen in the following example:

58204=5®(2®4) =6

max(5,2 +4) = max(4,6) =6 (3-6)

Appendix A-2 further elaborates on different properties of the Max-Plus algebra, which are
also summarised and compared to conventional algebra in Table 3-1.
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22 Scheduling using Switching Max-Plus Linear systems

Table 3-1: Properties and operators of Max-Plus algebra and its analogies to conventional
algebra, with V{z,y, 2} € Ryax. Table based on [22]

Property Max-Plus Algebra Conventional Algebra
Associativity @ (y®z)=(rdy) D=z r+y+z)=(@+y) +2
Associativity r®(y®c)=(a®y)dc rx(yxz)=(rxy) Xz
Commutativity z®y=y®a rt+ty=y+zx

Commutativity z®@y=y®x TXY=yX<zxT

Distributivity z®(y®c)=(zQy)® (z®c) xx(y+2)=(xxy)+ (yxz)
Zero element rhe=z z+0==2

Unit element r®e==zx rXxl==x

Absorption rTRe=c¢ zx0=0

Another analogy with conventional algebra is the method for calculating powers. Which is
defined as:
z®" d:efa:®x®...®x, Vo € Ryax, Vn €N\O0 (3-7)
n times

Where N is the set of natural numbers and z%° = e. At last, all the properties and operators
of Max-Plus algebra and its analogies to conventional algebra are summarised in Table 3-1.

Max-Plus algebra for matrices

Next, we will elaborate on how Max-Plus algebra is applied to matrices. In Max-Plus algebra,

the set of n x m matrices is defined by R*™ with n € N\ 0. The element in row ¢ and

column j is denoted by a;j, where i € n = {1,...,n} and j € m = {1,...,m}, such that

matrix A € RPX7" is defined as:
ail  a12 Q1m
a1 G2 a2m
A= ]
anl Ap2 - Gnm
The Max-Plus sum of the matrices A € RIX7" and B € R*"™" is defined as:
[A D B]ij = Qg5 D bij (3—8)
= Imax (aij, bz‘j)
The Max-Plus scalar multiplication for o € Ry, is defined as:
[a X A]ij =a® Aij (3'9)

The Max-Plus matrix multiplication requires the same structure as conventional linear alge-
bra. For the matrices A € RI'X$ and B € R3X" with i € n, k € m and s = {1,..., s}, thisis
defined as:

[A X B]ik = @ a5 &Q bjk
Jj=1 (3—10)

= g@gg{aij + bk}
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The zero-matrix in Max-Plus algebra is denoted as £(n, m), with all elements equal to e. The
identity matrix in Max-Plus algebra is denoted as E(n,m), with e along its main diagonal
and e elsewhere:

€
E e - € € € -+ €

R N - (3-11)
€ € e € € €

For A € RX7" these neutral matrices have the following properties:

Ad&n,m)=Enm,m A=A

A®E(m,m)=E(n,n)® A=A (3-12)
In addition for k > 1, we have:
S e a e 13
Max-Plus eigenvalues and eigenvectors are analogues to conventional linear algebra:
ARv=A®v (3-14)

Where A ® v thus means the element-wise addition of the entries of Max-Plus eigenvalue A to
the entries of the Max-Plus eigenvector v. Just as in conventional linear algebra, for A € R}
the eigenvector v has n non-¢ entries.

At last, we define Max-Plus binary variables which will be elaborated on later in this chapter.
Define u € B = {0, ¢} as a Max-Plus variable, and u € B, as the adjoint variable which is

defined as follows:
_ 0 ifu=e
“_{ e ifu=0 (3-15)

The Max-Plus algebra field is extensive, and this section has omitted some features and
areas for the sake of conciseness. However, this introduction is sufficient to understand the
Max-Plus algebra-based systems described later in this chapter.

3-3 Max-Plus linear systems

As shown in [14, 46], DESs can be described as MPL systems, if there only is synchronisation
but no concurrency takes place or choice is allowed. In other words, no operations should
be executed simultaneously or choices need to be made for determining operation order. A
benchmark example with a great fit is a production system in which the routing schedule is
fixed. These MPL systems are described explicitly as follows:

z(k)=A®z(k—1)® B®uk)
y(k) = C © (k) (3-16)

Where A(k) € REx?, B(k) € RpX™, and C(k) € RPX". Here we have n as the number of

max ’ max max*
states, m as the number of inputs, p as the number of outputs and event or product counter
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24 Scheduling using Switching Max-Plus Linear systems

k. The state vector (k) contains all the time instants at which events occur for the kth time
or kth product, the input vector u(k) contains all the time instants at which the input events
occur for the kth time or kth product and output vector y(k) contains all the time instants at
which the output events occur for the kth time or kth product. Defining the input vector u(k)
can be done in different ways, it can be predefined like the timetable of the railway system or
the departures of vessels or it can also be variable like for the arbitrary timing of materials
going into a production system. It could even be possible that there is no input vector u(k),
this happen when we are just trying to synchronise events for instance synchronising gait
patterns in legged locomotion [34]. Usually, the output y(k) is left out of the MPL system
description as the state-vector x(k) is generally the output for DESs, thusy(k) = z(k). As
mentioned, the MPL system in Eq (3-16) is in explicit form due to the dependency of (k)
on the previous cycle or product z(k — 1). However, we commonly end up with an implicit
model after modelling a DES [27]. These MPL systems are described implicitly as follows:

2(k) = Ao(k) @ z(k) @ A1 (k) @ z(k — 1) @ B(k) © u(k) (3-17)

At last, even more general, we can extend Eq (3-17) by not only having a dependency on
the previous cycle or product counter k — 1, but also on an event in cycle or product counter
k — p. For p € {fimin, - - - » hmax ; this yield the most general MPL system:

Hmax
(k) = ( D Auk) @ (k- u)) ® B(k) ® u(k) (3-18)

H=Hmin

In Appendix A-3 a by hand calculated worked out example of a MPL railway system [22] is
shown, to clarify the operation of MPL systems.

The main shortcoming of MPL systems is that the model structure is fixed, and changes in
the system cannot be modelled. In other words, this A(k) matrix cannot change for different
products k. This can be solved by allowing the system to switch between different modes; this
will be explained in Section 3-5. However, as we now have the definitions of MPL systems,
first, the relationship between Graph Theory and MPL systems will be described in the next
section.

3-4 Graph Theory

This section will give a general introduction to Graph Theory and its definitions, as it is used
for describing the IWT networks. Moreover, the relationship of Max-Plus algebra and MPL
systems with Graph Theory is shown as is described in [22] on which most of this section is
based.

A graph can be associated with any square n x n matrix 7. This matrix T is then called the
topology matriz, and the directed graph is denoted by G(T'), which is defined as:

Definition 3 (Directed Graph). "A directed graph or digraph is a pair G = (V, D) where V
is a finite set of nodes (i.e. vertices) and D CV x V is a set of possible arcs (i.e. directed
edges) (i,7) from node i to j. The nodes set is denoted by V(G) and the arc set by D(G)"

The arc (i, j) is called an incoming arc at j and an outgoing arc at ¢, which can be the same
node. Now suppose that (i,5) € D but (j,i) ¢ D. Then an arc from node ¢ to j exists but
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3-4 Graph Theory 25

an arc from j to ¢ does not exist. Moreover, if we can give the arcs a weight 7; ;, in that case
the graph G is called a weighted directed graph. However, as we will only be dealing with
weighted directed graphs these will be referred to as graph. Now consider a matrix 7" € RX7
and define the following:

i if (4,5) e N(T) x N(T
by = { it (7,) € N(T) X N(T) 519)
€, otherwise
For example, for the following topology matrix T" defined in Eq (3-23):
g T12 €
T=|T1 T2 T3 (3-20)
731 € 9
We get graph G(T') shown in Figure 3-1:
T2,2

Figure 3-1: Example graph G(T), with n (V(T)) =3 and n(D(T)) =5

We get the following set of Max-Plus equations:
z1(k) = (@ z1(k—1)) ® (12,1 ® w2(k — 1)) ® (131 @ w3(k — 1))
z2(k) =(nz2®@x1(k—1)) ® (R2®@x2(k—1)) ® (e @x3(k — 1)) (3-21)
z3(k) = (e @x1(k— 1)) ® (12,3 @ w2(k — 1)) ® (e ® a3(k — 1))

Which we can use get the following a MPL system of the form:

w(k) = A@x(k - 1) (3-22)
With:
z1(k) € To1 T31 z1(k —1)
zo(k)| = | T2 T22 € ® |x2(k—1) (3-23)
z3(k) € T3 € x3(k —1)

As can be seen TT = A, which shows the close relationship between Graphs and MPL systems.
At last, for any set node set (7,j) € G, a sequence of connected arcs (i.e. path) denoted by
p = (ig, jr) is called a path from i to j. By using the definition of a path, we can say there a
graph is strongly connected if there is a path from node ¢ to node j for Vi, j € D.
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26 Scheduling using Switching Max-Plus Linear systems

3-5 Switching Max-Plus Linear systems

As explained in Section 3-3, only a limited number of DESs can be described as a general
MPL system due to the fixed model structure. This fixed model structure means that the
system dynamics will always remain the same and cannot be influenced in any way. For
example, when event order changes or synchronisation links are broken, the MPL system
model is not reliable anymore. A way of dealing with this is to allow for switching between
different modes of operation; a MPL system that has this switching ability is called a SMPL
system. This is first introduced in [46], a modelling framework is developed in [50], and
thoroughly explained for scheduling in [51]. This section is mainly based on these studies
unless mentioned otherwise.
The IWT system is not fixed, and the system dynamics can change; for instance, a vessel
takes a different route through a waterway network, or the order of vessels on a waterway
is changed. Thus, when modelling the IWT system, this switching ability of SMPL systems
should be exploited. Therefore, it is highly relevant to thoroughly discuss the general approach
for modelling a SMPL system. This section will first present the SMPL model, after which the
three decisions which are crucial for scheduling SMPL systems, namely, routing, ordering, and
synchronisation, are discussed in the respective subsections. These are eventually combined
to describe the full SMPL model.
Thus as mentioned earlier, the SMPL system is a DES that can switch between modes of
operation. Let the operation modes be defined as ¢(k) € {1,--- ,ny,}, for discrete event k or
product counter k and n,, operation modes. Then the explicit SMPL system is of the form
as Eq. (3-24):

x(k)=All(k)) @ xz(k—1)® B(l(k)) ® u(k)

y(k) = C(U(k)) @ z(k)

Again, we commonly end up with an implicit models after modelling DESs [47]. The implicit
SMPL system is of the form as Eq. (3-25):

(3-24)

z(k) = Ao(l(k)) @ z(k) & A1(L(k)) @ z(k — 1) & B((k)) ® u(k) (3-25)

At last, even more general, we can extend Eq (3-25) by not only having a dependency on
the previous cycle or product counter £ — 1, but also on an event in cycle or product counter
k — p. For p € {ftmin, - - -, fmax } this yield the most general SMPL system:

o) = (@ At & ath- ) @ B0 © (3-20)

To clarify, this means that the dynamics of product & can be influenced by products k — fimin
up to product k — pmax-

3-5-1 Routing in SMPL systems

The first type of control decision is routing [51]. To summarise the goal of routing with respect
to the proposed framework, a job consists of several operations that have to be executed using
different resources. Deciding on how a job follows a sequence of resources is called routing.

Consider a system that has to operate M jobs. For each job a specific route through the
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system has to be scheduled and resources have to be ordered accordingly. We consider job
j € {1,---, M} which consists of p; operations on the sequence of resources denoted by

R; = (rj’l, e ,rj,p].), which is in processing order. Next we consider the corresponding

processing times in cycle k£ to be T;(k) = (Tj’l(k), . ,Tj’pj(k')> with 7;,(k) > 0 Vi,j. For
instance, the processing times could represent the duration of manufacturing of a product on
a machine, or the travel time from an event to the next event. We assume each operation
to be assigned to a unique machine and that it cannot be interrupted. At last, we define

T
the vector with all operation starting times of job j to be Z;(k) = [xjjl(k:) T, (kz)} . To
clarify, the elements (i.e. states) of this vector Z;(k) are time instants, thus z; (k) is the

starting time of event or operation 1 for job j. This will give the following inequalities for all
jobs j€{1,--- ,M}:

xjm(k) > xj (k) +75,(k), withm >1, m,le{l,...,p;} (3-27)

This inequality shows the following; operation m of job j can only start when operation [
of job j is finished. In other words, the starting time of operation [ includes the processing
time of operation [. This inequality holds for the whole vector which consists of the starting
times z;(k) and all its corresponding processing times. Using the Max-Plus matrix notation
described in Section 3-2, we get the following:

zj1(k) € € e € zj1(k)
%12‘(’“) . Tj,l‘(k) : e %}2‘(7?) (3-28)
Zj.p; (k) e Tipa(R) e j.p; (k)
Which can be written as shorter as:
#(k) > AR™ (k) @ (k) (3-29)
If we have all jobs j € {1,---, M}, we can collect all the starting time in one state vector
x(k) and the following equation is obtained:
i1(k) AP (1) G £ 21(k)
z(k) = @.(k) > 5 AT , 8 ® ‘%2.(]{) (3-30)
(k) . ANy | k)
Which can be written as shorter as:
z(k) > AP (k) @ z(k) (3-31)

The described method has two shortcomings, which will be described and addressed. The
first shortcoming is not being able to deal with cyclic jobs. In some applications, the jobs
are not fully processed or finished in one job cycle but need one or more job cycles to be
completed. For instance, this occurs in a railway network with a cyclic timetable, in which a
in cycle k — 1 departing train will arrive at the next station in cycle k. If this is the case, the
state equation is given by:

z(k) > AP (k) @ z(k) @ AP (k) @ z(k — 1) (3-32)
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The inequality sign is used in Eq. (3-32) because the departing times may also depend on the
later discussed ordering and synchronisation, which might delay starting times. Therefore it
is upper bounded. To remark, Eq (3-32) will not be used for modelling the IWT system as k
will be a product counter (i.e. vessel counter) and thus Eq (3-31) will be sufficient.

The second shortcoming is not allowing different job routes. However, often these alternative
routes are available. For instance, a production system that consist of machines which can
produce different products wants to switch to another product that requires a different ma-
chine order. In this case, an alternative route is used. If we consider to have L alternative
sets of routes for the system: then for each set of routes the following matrices can be defined
Aﬁ]z(k:) for u € {tmin, - -, max} and £ = 1,...,ny. Next, a set of Max-Plus binary routing
variables (s1(k),...,sn,(k)) is defined such that when for product k the ¢-th set of alternative
routes for the system is considered, s,,(k) = e and s¢(k) = &,V # m. Then systems’ job

matrices can be written for p € {fimin, - - -, fmax} as follows:
L
AlP(s(k)) = @D se @ Ay (k) (3-33)
(=1

These two addressed shortcomings apply to the IWT system. In the context of the IWT
system, routing can be used to describe the route the inland vessels take through the infras-
tructure network and the selection of chambers in an lock.

3-5-2  Ordering in SMPL systems

The second type of control decision that will be explained is ordering [51]. To summarise
the goal of ordering with respect to the proposed framework, after the job routes have been
determined, conflicts might arise when multiple jobs need to be operated at the same resource
at the same time. Then the next decision variable ordering comes into play. When conflicts
arise, the order of the concurring jobs at resources needs to be determined.

We consider a system with n operations, which are divided over N resources. Using the
method and results of the previous subsection, we have L sets of alternative routes, which are
a function of the earlier defined Max-Plus binary variables s(k). Next we define the matrix
Py e B, £ € {1, -+, L} with Max-Plus binary entries, where [FP]; ; = e if operation i and
operation j are executed on the same resource, and [PZ]Z', ;=€ if operation 7 and operation j
are executed on different resources:

2] e, if operation ¢ and operation j are executed on the same resource
bl e, if operation ¢ and operation j are executed on different resources

Then the resource allocation matrix P(w(k)) is defined as follows:
L
P(w(k)) = Puwik) ® P (3-34)
=1

Next, we consider separation time matrix H(k), where H; j(k) = h;;(k) is the separation time
between operations ¢ and j if they may be scheduled on the same resource with h;;(k) # e.
If they may not be scheduled on the same resource we have H; j(k) = ¢, thus:

hij(k), if operation ¢ and operation j may be scheduled on the same resource
g, if operation ¢ and operation j can never be scheduled on the same resource

[H (K)i; = {
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To clarify, h;j(k) is the separation time in cycle k between operations ¢ and j. Finally,

we consider Z,,(k), pt € {ftmin, - - -, bmax } t0 be order decision matrices with Max-Plus binary

entries. Here [Z,(k)] ;= €is the case when operation ¢ in cycle k is scheduled after operation

j in cycle k + pu. The case when operation i in cycle k is scheduled before operation j in cycle

k+pis [Z,(k)]; ; = e thus

2, (k)] - = { e, if operation ¢ in cycle k is scheduled after operation j in cycle k +
HAT g g, if operation 7 in cycle k is scheduled before operation j in cycle k +

If we define z,(k) as the stacked column vector of matrix Z,(k), in the following way Z, (k) =
Z (2u(k)). Then the following notation Z,,(k) = Z (2,(k)) can be used, and, at last, the
ordering matrices are defined as such:

AT (w(k), 2u(k)) = P(w(k)) © Z (2(k)) © H(k) (3-35)

Then the constraints for defining the operation order follow:

z(k) > AT (w(k), 20(k)) @ z(k) ® AT (w(k), 21 (k) @ 2(k — 1) (3-36)

To make some concluding remarks, it is important to point out that some values of z,(k)
could result in infeasible solutions (i.e. an infeasible schedule) due to cycles in the ordering.
For instance, this could occur when there are three operation starting times {1, z2, 3} and
the following ordering is made z1 > x2, x5 > x3, and x3 > .

Ordering in the context of the IWT system can be used to describe the order of the inland
vessels passing through the infrastructures.

3-5-3 Synchronisation in SMPL systems

The third SMPL decision variable is synchronisation [51]. When jobs are running on different
resources, they might need synchronisation. To summarise the goal of synchronisation with
respect to the proposed framework, synchronisation happens when an operation of a job can
only start when the operation of another job has finished. For instance, at a railway network,
the arrival of trains needs to be synchronised for when passengers need to change trains.
Another example is synchronisation in the legged locomotion, where it is used for creating
different gait patterns.

The number of synchronisation modes is defined by £ =1, ..., Ly, where for every synchro-
nisation mode a system matrix is obtained for p € {fimin, - - -, max} as follows:

0 if operation j in cycle k is to be scheduled behind
{Azy?(k)} =< operation 7 in cycle k — p. (3-37)
K ¢ elsewhere
Next, the Max-Plus binary variables for synchronisation scheduling are determined as c(k) €
IB%EL " By using this, the synchronisation constraints are given as follows:

Hmax
(k) > @D AP (c(k).K) @ 2k — p) (3-38)
H=Hmin
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where for p € {fmin, - - -, fmax 1

Lsyn

A (e (k) = @B (k) @ AT (k) (3-39)
=1

To clarify, [c,(k)], = 1 means that synchronisation / is made and [c,(k)], = 0 means that
synchronisation [ is cancelled.

Synchronisation in the context of the IWT system can be used to describe the synchronised
arrival of multiple vessels at a multi-chambered lock in order for the inland vessels to pass
simultaneously.

3-5-4 Complete SMPL system

Before the overall scheduling of the SMPL model is finalised, it is first explained how a
reference signal would fit into the problem. Some DESs have an available schedule that gives
a lower bound on the systems operations’ starting time. For example, a railway network with
an earlier defined timetable. If r;(k) is the starting time of operation i, according to the
earlier defined timetable, then the lower bound on the starting time (k) can be a constraint
as follows:

x(k) > r(k) (3-40)

Finally, the four conditions for the starting time x(k) for the SMPL model were derived in the
previous subsections. These are Eq. (3-32), Eq. (3-36), Eq. (3-38) and Eq. (3-40). In addition,
a set of SMPL scheduling decision variables is determined; for routing s;(k), £ € {1,...,ns}
, for ordering w,(k), 1t € {ftmin, - - -+ fmax }, for synchronisation ¢, (k),t € {fmin; - - -, lmax}-
Stacking these in a vector gives, as in [51]:

s1(k)

Sny ()
w.u'min (k)
v(k) = : € Bllrer) (3-41)
wﬂmax (k)
C/J'min (k>

L Cllmax (k) i

In which Ly is defined as the total number of scheduling variables. Accordingly, the SMPL
scheduling model can be written as follows:

x(k) > Ag(v(k)) @ x(k) @ A1(v(k)) @ x(k — 1) (3-42)
where for 1 € {fimin, - - -, fhmax 1

Au(v(k)) = AR (s¢(k)) © AZ (se(k), wp(k)) © A (cu(k))

Ltot ]
= P ve(k) @ Ay (k) (3-43)
/=1
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Now the system can switch between operation modes by defining v(k). Again, we can gen-
eralise Eq (3-42) by not only having a dependency on the previous cycle or product k — 1,
but also on an event in cycle or product k — . For g € {fimin, - - -, fmax } this yield the most
general SMPL system with the vector Max-Plus binary control vector v(k):

Mmax

w(k) = < D Auwk) ® (k- u)) @ B(v(k)) © u(k) (3-44)
i

=Mmin

To clarify, this means that the dynamics of product & can be influenced by products k — fimin
up to product k& — pimax. At last to remark, the SMPL system can get complex quite fast
if predefined system matrices for every mode are needed. This is doable for small systems;
however, for large complex systems (e.g. the complete Dutch IWT network), this would
result in a large number of possible modes. Due to its multiplicative nature, when scaling the
problem, cycle or product k increases rather quickly. For example, 4 routes, 5 orders, and only
2 synchronisations possibilities already results in 40 required predefined system matrices. In
order to deal with this the next section will describe parameterisation of the Max-Plus routing
binary control variables and the Max-Plus ordering binary control variables.

3-6 Parameterisation of Max-Plus binary control variables

In this section, we will discuss the reparametrisation of the Max-Plus binary control variables,
which is mainly based on the theory presented in [51]. The goal is to reduce the number of
Max-Plus binary variables such that the complexity of the MILP is reduced. This is done in
Section 3-6-1 for the Max-Plus routing binary control variables and in Section 3-6-2 for the
Max-Plus ordering binary control variables.

3-6-1 Routing binary control variables

Firstly, reparametrisation for the Max-Plus routing binary control variables. Recall Eq. (3-33)

with Max-Plus binary routing control variables (s1, so, ..., sy ) for a system with L alternative
routes:
L .
2(k) > P se @ Ay (k) (3-45)
=1

Or when the routing is dependent on foregoing jobs (i.e. vessels) we get:

L L
(k) > P se® Al (k) & P se® ALY (k) @ x(k — 1) (3-46)
=1 =1

We can bound the number of alternative routes L as follows:

o=l < <om (3-47)
Next, we define the parameterised Max-Plus binary routing control variables (11, ..., 7,) and
the adjoint parameterised Max-Plus binary routing control variables (71, ...,7,). Now, we

can use this to m to parameterise the original Max-Plus binary routing control variables.
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This will be demonstrated by two examples.

For example for L = 4, then [s1(k), ... s4(k)], is parameterised by [n1(k),n2(k)] as follows:

)
)
) (3-48)
)

Where the values of [n1(k), n2(k)] for each alternative route [(k) can be seen in Table 3-2:

Table 3-2: Parameterisation for L = 4
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,ms(k)] for each alternative route [(k) can be seen in Table 3-3:

Table 3-3: Parameterisation for L = 8
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The relationship between the number of routes L and the number of required parameterised
Max-Plus binary routing control variables can be seen in table Table 3-4.
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Table 3-4: The number of routes L, compared with the required number of Max-Plus routing
control variables s(k) and the reduced number of parameterised Max-Plus routing control variables

mjob
L si(k) m°P
2 2 1
3 3 2
5 5 3
10 10 4
15 15 4
30 30 5
60 60 6

Thus the number of Max-Plus binary control variables needed can be reduced by substituting
the function wi(k) = fi(n(k)) into Eq. (3-46), we get:

L
AP (n(k)) = €D fo® ALy (k) (3-50)
/=1

This way the MILP only has to find the optimal values of ;. Note, there will be to much
combinations of 7; and #; present when L is not an exact power of 2. In order to describe the
allowed set, an additional constraint has to be introduced. This constraint has the following
form:

gt < L—1 (3-51)
=1

Where the parameterised conventional control variable nf is related to the parameterised
Max-Plus Binary control variable 7;, as follows:

(3-52)

C_{O, form; =e
=

1, form=c¢

This relationship will be further elaborated on in section 3-8-1. For instance, lets say we have
20 different routes, thus L = 20. Then using the earlier mentioned bound 2"~ ! < L < 2™,
we get m = 5. As 20 is not an exact power of 2 and 2° = 32 we have to add the following
constraint:

1607 + 8n3 + 4n5 + 2ng + n5 < 19 (3-53)

This will make sure that just the allowed set is described. To conclude, reparametrisation of
the Max-Plus routing binary control variables will reduce the number of variables required
and thus reduce the complexity and computation time of the problem.

3-6-2 Ordering binary control variables
Secondly, we will do the reparametrisation for the Max-Plus ordering binary control variables.
For system with a large number of jobs (i.e. vessels) it is computationally demanding to

consider all possible ordering combinations and thus determine a large number of ordering
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control variables. Therefore, this section will describe how these Max-Plus ordering binary
control variables can be reparameterised [50, 51].
Recall Eq. (3-36) with Max-Plus binary ordering control variables (wp, ;.- Wy ):

HMmax

a(k) > @ AV (s(k),wu(k), k) @ x(k — p) (3-54)

H=Hmin

For scheduling n jobs (i.e. vessels) we require the following number of Max-Plus binary control
variables:

wy(k) =n(n—1)/2 (3-55)
Next, we define the parameterised Max-Plus binary ordering control variables (v,,1, ..., Yum)
and the adjoint parameterised Max-Plus binary ordering control variables (Y,1,-..,Yum)-

Now, we can use this to parameterise the original Max-Plus binary ordering control variables
as defined in [51]. For n jobs (i.e. vessels) we require m°™ number of parameterised Max-Plus
binary ordering control variables. With m°9 defined as:

ord

me = [logy n!] (3-56)

Lets consider an example with 3 vessels, thus n = 3. We have 3 original Max-Plus binary
ordering control variables:

wy(k)=n(n—-1)/2=33-1)/2=3 (3-57)
Moreover, we have the ordering matrix W:

e wua(k) wysz(k)

W(wu(k)) = | wur(k) & wpa(k) (3-58)
wu3(k) wua(k) e
Where we have n! = 6 possible combinations of w, 1(k), wy1(k), and w,1(k). By using

equation Eq 3-56, we can then parameterise the orgiginal Max-Plus binary control variables
by m°9d number of parameterised Max-Plus binary control variables, as follows:

m°4 = [logyn!] = 3 (3-59)

In Table 3-5, the ordering combinations for the 3 vessels is shown with the corresponding
values of w, (k) and ypmy (k). The last two dummy rows are unused combinations of Yy, (k).
From Table 3-5 we can derive the following equations to parameterise the Max-Plus ordering
binary control variables:

wo,1 = (Y01 ®@%0,2) @ (70,1 ®70,3) ® (V0,1 ®70,2)
wo,2 = 70,2 D (Yo,1 ®Y0,3) (3-60)
wo,3 = (0,1 ®7Y0,2) © (70,1 ®Y0,3) D (70,1 ® 70,2)
As can be seen, for just 3 jobs (i.e. vessels) it does not make a lot of sense to parameterise the
Max-Plus binary ordering control variables, as we for n = 3 the number of original Max-Plus

binary ordering control variables is the same as the number of parameterised Max-Plus binary
ordering control variables. We can see from Table 3-6, that for n > 4 the reduction starts to

Mike Pesselse Master of Science Thesis



3-7 Scheduling with SMPL systems 35

Y0,1 Y0,2 70,3 | Wo,1 Wo2 Wo3 Wo,1 Wo2 Wog3 | ordering
0 € € € € € € 0 0 0 1 2 3
1 € € 0 € € 0 0 0 € 1 3 2
2 € 0 € € 0 € 0 € 0 2 1 3
3 € 0 0 € 0 0 € € 0 2 3 1
4 0 € e 0 € € € 0 0 3 1 2
) 0 € 0 0 € 0 € 0 € 3 2 1
6| 0O 0 € 0 0 0 0 0 0 dummy
71 0 0 0 0 0 0 0 0 0 dummy

Table 3-5: Max-Plus truth table and corresponding permutation. (the index (k) for w(k) and
~(k) was dropped for for convenience and to improve readability)

have an effect.

To conclude, reparametrisation of the Max-Plus ordering binary control variables will reduce
the number of variables required and thus reduce the complexity and computation time of the
problem. Additionally, there are no infeasible choices for w,(k), which is especially helpful
to the final MILP optimisation problem.

Table 3-6: The number of operations (i.e. vessels or jobs) N, compared with the required nominal
number of Max-Plus ordering control variables w,, and the reduced number of paramterised Max-
Plus ordering control variables m°

N w,(k) mod
2 1 1
3 3 3
4 6 5
) 10 7
10 45 22
15 105 41

3-7 Scheduling with SMPL systems

The authors in [13, 51] show that SMPL systems can be used for optimal scheduling by
transforming them to MILP optimisation problems. Before we elaborate on MILP models,
the concept of general Linear Programming (LP) optimisation problems should first be clear.
LP is one of the most common optimisation problem formulations and was defined for the
first time in [12] as:

max CTiL'

zeR” (3—61)
subject to FEz <b

Where ¢ € R", b € R™ and F € R™*" are the model parameters. The entries going into x
are decision variables with € R™ . The to be optimised objective function is max,ern ¢!z,
and Ez < b are the inequality constraints that should be satisfied, only then a solution is
feasible. If these inequality constraints are not satisfied, a solution is infeasible. If there
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are limits or bounds on the inputs of the decision variable z, then these should be defined
in the constraints. The LP can be described as a minimisation problem by max {CT:L'} =

— min {—ch}, maximisation and minimisation is therefore considered as the same problem.

The LP can be solved using the simplex algorithm [12], which guarantees an optimal solution.
Common objective functions in scheduling problems are [10]:

o Make-span [Cpax]:
The goal is to complete all jobs as soon as possible. Define C; as the completion time
of job j, then the objective is minimising max;{C}}.

o Lateness [Lyax]:
The goal is to complete all jobs as close to their deadlines as possible. Define d; as
the deadline of job j and lateness as L; = C; — dj. Then the objective is minimising
man{Lj}.

o Throughput [Umax]:
The goal is to complete as much jobs on time, before their deadline d;. Define U; as the
profit for when jobs are completed on time, U; = 1 if C; < d; and U; = 0 otherwise.

o Tardiness [Tmax]:
The goal is to minimise the delay in executing of machine operations
T; = max {0,C; — d;} = max {0, L;}

o Earliness [Emax]:
The goal is to finish jobs before due time.
Ej = max {0, dj - C]} = max {0, —Lj}

o Convex function [f]:
The goal could be a combination of the earlier mentioned completion time, lateness,
tardiness, throughput and earliness. In that case, a convex function defined by these
parameters must be minimised.

One of the drawbacks of LP is that discrete decision variables cannot be modelled. When
the decision variables of the to be modelled problem do require or is restricted to integers
v € Z, such as for the earlier mentioned SMPL systems, then the optimisation problem should
be formulated as a Mixed Integer Linear Programming (MILP). The fundamental difference
between the two formulations is that the MILP model does allow variables to be integers. For
min cfx+ cfv
z€R" weZk (3-62)
subject to FE,x+ E,v <b

With ¢, € R*, ¢, € R, b € R™, E, € R™*" and E, € R™**. Where z and v correspond to
the variables of the system model in Eq 3-42. The MILP model can be written for implantation
as follows:

min [cf CT}
rER" vEZF

(3-63)
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The usual method for solving MILP problems is with the Branch-And-Bound algorithm, which
relies on solving the linear relaxation of the MILP problem. The linear relaxation of the MILP
is the LP defined by the same constraints of the MILP but where the v vector is allowed to be
non-integer. This is further described in [60]. At last, the SMPL system can also be used for
Model Predictive Control, which can also be recast into a MILPproblem; this is extensively
shown in [50, 51]. As mentioned in Section 3-2, the Max-Plus binary control variables of the
SMPL system are either 0 or . For the actual implementation, the infinity value € can not be
used. Therefore, we have to transform the Max-Plus binary control variables to conventional
binary control variables.

3-8 Transformation of SMPL system to MILP model

This section will describe how SMPL systems can be transformed to MILP models. First,
Section 3-8-1 will show how Max-Plus binary control variables are transformed to conven-
tional binary control variables. Next, Section 3-8-2, will elaborate on recasting the Max-Plus
equations to MILP constraints.

3-8-1 Transformation of Max-Plus variables to Conventional variables

The Max-Plus Binary control variables described throughout this chapter cannot be used for
the actual implementation of a scheduling algorithm due to the earlier mentioned definition
of the Max-Plus zero:

def
€E = —O&0

Thus a method to transform Max-Plus binary control variables into conventional binary
control variables will be described. First, we define an arbitrary Max-Plus binary control
variable (; and its adjoint (;. Then the conventional binary control variable ¢f will be defined

as follows:
0, for¢ =
s S (3-64)
1, for(=¢

Next, the adjoint ¢; can be approximated by:

GrB(L-C) (3-65)

Where § < 0 is a large negative number. As defined in as defined in [51], we should choose
—[3 at least larger than the value of the largest state x;(k — p). Let 2™* > max; ,, (x;(k — p))
then we should have § < —z™2% this will make sure the solution with the approximation and
original variables will yield the same solution. With these definitions we can now transform a
Max-Plus multiplication equation, Max-Plus addition equation and Max-Plus multiplication
and addition equation.

3-8-2 Transformation of Max-Plus equations to MILP constraints
The Max-Plus equation to MILP constraint transformation will be described for the 3 possi-
ble Max-Plus equation types, namely, Max-Plus multiplication equation, Max-Plus addition

equation and the Max-Plus multiplication and addition equation.
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Max-Plus multiplication equation
Firstly, we consider a Max-Plus multiplication equation consisting of arbitrary Max-Plus
binary variables of the form:

O=0®...0Cn (3-66)

We can make the following statement from Max-Plus multiplication equation, only if for all
Max-Plus binary control variables holds (; =e Vi € [l,...,m]| then (p =e. If {; #e Vi€

[1,...,m] then {y = . We can transform this Max-Plus multiplication equation to a set of
conventional constraints as follows:
¢ > ¢
¢ > G
: (3-67)
¢ = Cm

G+t +6n—6=0

Again, we can make the statement for the conventional constraints, (f =0 Vi € [1,...,m)]
then (§=0. If (f #0 Vie[l,...,m] then (§ = 1.

Max-Plus addition equation
Secondly, we consider a Max-Plus addition equation consisting of arbitrary Max-Plus binary
variables of the form:

O=C0D...®Cm (3-68)
We can make the following statement from Max-Plus addition equation, if for one or more
Max-Plus binary control variable holds {; = e for somei € [1,...,m] then (5 = e. If
Gi=¢ Viel[l,...,m] then (5 = e. We can transform this Max-Plus addition equation to a
set of conventional constraints as follows:
G=q
G <G
: (3-69)
G < Gm

G=G+G+.. ¢, —(m=—1)

Again, we can make the statement for the conventional constraints, if for one or more Max-
Plus binary control variable holds ¢; =1 for some i € [1,...,m]then (o =1. If ; =0 Vi€
[1,...,m] then (o = 0.

Max-Plus multiplication and addition equation
At last, we consider a Max-Plus multiplication and addition equation consisting of arbitrary
Max-Plus binary variables of the form:

Ww=(0(1,10..0m1)P...2((1n®...0 Cnn) (3-70)
G Cn
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Which can be transformed to conventional constraints as follows:

i >Cia
=G

Gn Z gl,n (3_71)

G Z Gan
ot +Gu—¢ =0

Gt o+ Gnn =G 20

The statements follow the same explanation as elaborated on in the Max-Plus multiplication
and Max-Plus addition paragraphs.

3-9 Conclusion

The goal of this Chapter 3 was to lay the foundation and explain the theory for modelling
the SMPL IWT systems, which could then be used later on in this research. As stated in
Chapter 1, this chapter addressed the research question:

How do SMPL systems work and what is required for modelling?

The motivation behind modelling Discrete Event Systems with Max-Plus algebra is the ad-
vantage of being able to consider the resulting system as Max-Plus Linear. These MPL
systems have a solid connection to conventional linear systems theory and can be analysed
with some of the same tools. Additionally, there is a close relation between MPL systems and
Graph Theory which allows for intuitive modelling. Moreover, there are system-theoretical
analysis methods for MPL systems that can be used to find bottlenecks in DESs, for exam-
ple. These MPL systems only consist of the oplus’ and ’otimes’ operators, which respectively
correspond to the max-operator en plus-operator in conventional algebra. The main disad-
vantage of MPL systems is that only a limited number of DESs can be described as a general
MPL system due to the fixed model structure. This fixed model structure means that the
system dynamics will always remain the same and cannot be influenced in any way. However,
the system dynamics can be changed by allowing a MPL system to switch between different
modes of operations. These systems are called Switching Max-Plus Linear (SMPL) systems.
In order to model these SMPL systems, we require Max-Plus Binary routing control variables
and Max-Plus Binary Ordering control variables which will define the mode of the system.
These SMPL systems can be used for scheduling by transforming them to Mixed Integer Lin-
ear Programming (MILP) problems. This transformation is done by first transforming the
Max-Plus binary variables to conventional binary variables using an approximation for the
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Max-Plus zero, after which the Max-Plus equations can be transformed to MILP constraints.
In the next Chapter 4 we will show the advantage of modelling IWT systems as SMPL sys-
tems, and this is done for four different IWTcases.
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Chapter 4

SMPL systems of Inland Waterway
Transport systems

After the theoretical foundation is laid in the previous chapter by thoroughly describing the
theory on Switching Max-Plus Linear (SMPL) systems, we will now model Inland Waterway
Transport (IWT) systems as SMPL systems for four different IWT cases. As introduced in
Chapter 1, this chapter will answer sub research question 3:

How to model IWT systems as SMPL systems?

Chapter 4 is structured as follows: Section 4-1 will give an introduction to the modelling
approach and method. In addition, the motivation for describing IWT systems as SMPL
systems will be described. Then we continue with the SMPL systems of the four IWT cases.
Firstly, Section 4-2 will describe the Uni-Directional Fixed Routing case. Secondly, Section 4-3
will state the Uni-Directional Variable Routing case. Thirdly, Section 4-4 will present the Bi-
Directional Fixed Routing case. Fourthly, Section 4-5 will describe the Bi-Directional Variable
Routing case. At last, Section 4-6 will summarise the findings and answer the corresponding
research question.

4-1 Introduction to modelling IWT systems as SMPL systems

This section will give a more detailed introduction to how and why we are going to model IWT
systems as SMPL systems. First, Section 4-1-1 will set the overall modelling approach and
present some definitions which will be used throughout the chapter. Next, in Section 4-1-2 the
constraints for Uni-Directional Fixed Routing (UDFR) case are derived in great detail, and
the method is thoroughly described. At last, Section 4-1-3 show the usefulness of modelling
the IWT system as an SMPL system.
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4-1-1 SMPL systems modelling approach and definitions

As mentioned in the Research Approach in Section 1-3-3 four different IWT cases where con-
sidered to build up the SMPL IWT system. This is done to slowly build up the completeness
of the model and add an additional complexity with every case. However, first, as an addition
to Section 3-5-1 and Section 3-5-2, we will clarify the definitions of routing and ordering in
the context of IWT systems:

e Routing describes the route a vessel takes through the waterway network. If there is
only one path from start to end, the routing is fixed. However, routing constraints are
still required to capture this single route’s dynamics. If there are multiple paths from
start to end, the routing is variable, and the scheduler determines the optimal path.
Naturally, routing constraints are required to capture the dynamics of all paths.

e Ordering describes the order in which vessels pass through a lock. When several vessels
arrive simultaneously at a lock, the scheduler will determine the order of the queue in
which vessels are allowed to enter the lock. This is what we call ordering.

Next, the SMPL modelling approach. We first start with the easiest IWT system possible,
which is called the UDFR case. The UDFR case consists of two waterways with a single lock
in between, and vessels are only allowed to sail a single direction (i.e. downstream). Secondly,
we will continue with the slightly more complex Uni-Directional Variable Routing (UDVR)
case. The UDVR case consists of two parallel UDFR systems in which vessels can be scheduled
on either route, but still sail only in a single direction (i.e. downstream). Thirdly, the Bi-
Directional Fixed Routing (BDFR) case will be expressed as a SMPL system. The BDFR
case closely resembles the UDFR case; however, vessels are allowed to sail in both directions
(i.e. downstream and upstream). At last, naturally, the same goes for the Bi-Directional
Variable Routing (BDVR) case, which is the same as the UDVR case but with both sailing
directions. There is a figure of the topology graph describing the waterway network for each
case, as presentend in Section 3-4.

To clarify, the directional component of the four cases can be understood as follows:

e For the Uni-Directional cases, vessels are only allowed to sail in a single direction
through the network (i.e. downstream), like a one-way street.

o For the Bi-Directional cases, vessels are allowed to sail in both directions through the
network (i.e. both downstream or upstream), like a two-way street.

For the Bi-Directional cases, the vessels will have a pre-specified starting location and thus
a pre-specified sailing direction. It does not make sense to let the scheduler determine the
starting location of a vessel, as in real-life scenarios, this cannot be controlled either. Obvi-
ously, we cannot control from which locations a vessel will depart.

Next, to clarify, the routing component of the four cases can be understood as follows:

e For the Fired Routing cases, the scheduler does not actively determine the route vessels
take as there is only one path to go from start to end.
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o For the Variable Routing cases, the scheduler does actively determine the route vessels
take as there are multiple paths to go from start to end.

To summarise, the four cases, the problems they deal with, and what they describe of the
IWT system:

e The UDFR case deals with determining the order in which vessels can enter a lock with
only vessels coming from a single direction. So a vessel arriving at a lock from the
downstream direction is only dependent on other vessels arriving from the downstream
direction. No vessels are sailing upstream. Therefore, this ordering dependency does
not need to be taken into account, creating a relatively simple case.

e The UDVR case deals with determining the order in which vessels can enter locks with
only vessels coming from a single direction, and with determining the route vessels
should take. This is an extension to the UDFR case scheduler by adding the Variable
Routing feature, which determines the best route a vessel can take based on what the
other vessels are doing, creating a more complex case than the UDFR.

e The BDFR case: Deals with determining the order in which vessels can enter a lock
with vessels coming from both sides. So a vessel arriving at a lock from the downstream
direction is not only dependent on other vessels arriving from the downstream direction,
but also dependent on vessel who are arriving at the other side of the lock that are
coming from the upstream direction.

e The BDVR case: deals with determining the order in which vessels can enter locks with
vessels coming from both sides, and with determining the route vessels should take. This
is an extension to the BDFR case scheduler by adding the Variable Routing feature,
which determines the best route a vessel can take based on what the other vessels are
doing, creating a more complex case than the BIFR. This is the most generic case and
should allow all other possible networks to be created as well.

For these four cases, we will first present the setup and assumptions of the case. Next, the
Max-Plus Routing and Ordering equations are derived, after which the SMPL systems are
completed. This chapter will refer to Max-Plus Routing equations and Max-Plus Ordering
equations, which should formally be Max-Plus Routing constraints and Max-Plus Ordering
constraints. However, as these Max-Plus Routing constraints and Max-Plus Ordering con-
straints are later combined in a system description to form an equation, they will be denoted
as Max-Plus Routing equations and Max-Plus Ordering equations. At last, after having in-
troduced the SMPL systems modelling approach, the next section will first elaborate on the
SMPL systems modelling method by deriving the constraints for the UDFR, case in great
detail.

4-1-2 SMPL systems modelling method
After having introduced important definitions and described the approach used for modelling
the SMPL systems, in the previous section, we will continue with showing the method for

modelling IWT systems as SMPL systems in this section. Just as in Section 3-5-1, this will

Master of Science Thesis Mike Pesselse



44 SMPL systems of Inland Waterway Transport systems

be done by deriving the constraints for the UDFR case in great detail. Figure 4-1 shows the
schematic top view of the IWT system of the UDFR case. As mentioned, the UDFR case
consists of two waterways with a single lock in between, and vessels are only allowed to sail
in a single direction.
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Figure 4-1: Schematic top view of the IWT system of the UDFR case

In Figure 4-1, we have defined z;(k) as the time instant at which event i happens for the k-th
vessel, then we define the following events and descriptions shown in Table 4-1.

Table 4-1: Definitions of state variables x;(k) of Figure 4-1

State event variable Description

x1 (k) Time instant when vessel k enters waterway 1

xa(k) Time instant when vessel k enters waiting area 1 and leaves waterway 1
x3(k) Time instant when vessel £ enters the lock and leaves waiting area 1
x4(k) Time instant when vessel k enters waiting area 2 and leaves the lock

x5 (k) Time instant when vessel £ enters waterway 2 and leaves waiting area 2
x6(k) Time instant when vessel k leaves waterway 2

In Figure 4-1, we have defined sailing times 7,; j)(k) and lock operation times 77; ;) as
described in in Table 4-2.

Table 4-2: Definitions of sailing times 7,,(; j)(k) and lock operation times 77; ;) of Figure 4-1

Timings  Description

Tw(w)(k) Sailing time of vessel k from the start of waterway 1 to the end of waterway 1
TL(2,3) Operation time from the start of waiting area 1 to the end of waiting area 1
TL(3,4) Lock operation (i.e. drainage) time to level the water to the other side of the lock
TL(4,5) Operation time from the start of waiting area 2 to the end of waiting area 2
Tw(s,6) (k) Sailing time of vessel k from the start of waterway 2 to the end of waterway 2

At last, uj(k) is the time when vessel k departs and enters waterway 1.

Since this is the first time that, to the best knowledge of the author, IWT systems are
described as SMPL systems, some simplifications have been made to keep the research man-
ageable and not directly overly complex. Therefore, we summarise the simplifications and
made assumptions:
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4-1 Introduction to modelling IWT systems as SMPL systems 45

e We assume the locks can only process one vessel at a time
e We assume the locks to start processing directly when a vessel enters the lock

o We assume the lock operation timings 7p,23) Tr3.4) Tr(4,5) to be independent of the
vessel and just lock specific (in reality, this is vessel dependent)

o We assume to vessel sailing speed to be constant on the waterways

o We assume that vessels cannot overtake inside locks. This is a logical consequence when
locks can only process one vessel at a time.

e We allow for vessel overtaking on all waterways and waiting areas

o We cannot determine the departure time of vessels u;(k), which are just arbitrary inputs

Next, Figure 4-2 shows six figures with the schematic side view of the IWT system of the
UDFR case, with vessel k sailing through the network. Each subfigure shows the next step
of vessel £ moving through the waterway network. Moreover, the subfigures also show the
Max-Plus inequality that describes the dynamics of the vessel movement.
Figure 4-2a, shows vessel k departing at time instant u; (k) and entering waterway 1 at time
instant x1(k). The departure time wu; (k) should always be greater or equal than the time of
entering waterway 1 x1(k). Thus:

z1(k) = u (k) (4-1)

Which is the same in Max-Plus algebra.

Next, Figure 4-2b, shows vessel k sailing from the start of waterway 1 to the end of waterway
1 and entering waiting area 1. The time of entering waiting area 1, x2(k), should always be
greater or equal than the time of entering waterway 1, z1(k), plus the sailing time from x; (k)
to wa(k), which is 7,1 2)(k). Thus:

za(k) = x1(k) + Tw(1,2) (k) (4-2)
Which is in Max-Plus algebra:
za(k) = z1(k) @ Typ(1,2)(F) (4-3)

Next, Figure 4-2c, shows vessel k sailing from the start of waiting area 1 to the end of waiting
area 1 and entering the lock. The time of entering the lock x3(k) should always be greater or
equal than the time of entering waiting area 1 xzo(k) plus the operation time from x2(k) to
x3(k), which is 77,5 3). Thus:

x3(k) = xa(k) + 7r(2,3) (4-4)

Which is in Max-Plus algebra:
z3(k) > z2(k) ® Tr(2,3) (4-5)

Next, Figure 4-2d, shows vessel k being moved by the lock from the low water level to the high
water level, and entering waiting area 2. The time of entering waiting area 2 x4(k) should
always be greater or equal than the time of entering the lock x3(k) plus the lock operation
time from x3(k) to w4(k), which is 77,3 4). Thus:

w4(k) > z3(k) + 7134 (4-6)
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46 SMPL systems of Inland Waterway Transport systems

Which is in Max-Plus algebra:
r4(k) > 23(k) @ T1,3,4) (4-7)

Next, Figure 4-2e, shows vessel k sailing from the start of waiting area 2 to the end of waiting
area 2 and entering waterway 2. The time of entering waterway 2 x5(k) should always be
greater or equal than the time of entering waiting area 2 x4(k) plus the sailing time from
x4(k) to x5(k), which is 77,4 5). Thus:

x5(k) = z4(k) + Tr4,5) (4-8)
Which is in Max-Plus algebra:
z5(k) > z4(k) @ Tp(4,5) (4-9)

At last, Figure 4-2f, shows vessel k sailing from the end of waiting area 2 and the start of
waterway 2 to the end of waterway 2. The time of leaving waterway 2 xg(k) should always be
greater or equal than the time of entering waterway 2 x5(k) plus the sailing time from z5(k)
to xg(k), which is 7,,5,6)(k). Thus:

z5(k) = x4(k) + Tw(s.6) (k) (4-10)
Which is in Max-Plus algebra:
w5(k) > 24(k) @ Ty(5,6) (k) (4-11)

Which completes describing the six subfigures of Figure 4-2. For Figure 4-2 to be completely
accurate, the vessel icons should have been drawn directly on the dotted and dashed lines.
However, as this would make the figure confusing and more difficult to read, it was decided
not to do this. This way, the information comes across better. The Max-Plus inequalities
mentioned do not yet clearly show the advantage of modelling the IWT system as a SMPL
system; this will be done in the next section.

4-1-3 Motivation for using SMPL systems to model IWT systems

The previous sections introduced important definitions, described the approach, and described
the method for modelling the SMPL systems. Next, we will continue with showing the actual
motivation behind modelling IWT systems as SMPL systems in this section. This order
was chosen rather than starting with the motivation, because the motivation will be better
understood with the definitions and method mentioned earlier. Just as in Section 3-1 and
the example in Appendix A-1, we will show the appearance of the in conventional algebra
nonlinear Max-operator when describing the IWT system as Discrete Event System (DES).
As shown in Section 4-1-2; the inequalities that describe the routing dynamics of the vessel
could just as easily be described in conventional algebra. They do not yet show the advantage
of modelling the IWT system as SMPL system.

However, let us look at a slightly different example. We consider the same UDFR case of
Figure 4-1 with two waterways with a single lock in between, and vessels are only allowed to
sail in a single direction. Next, we introduce an additional vessel £ — 1, which is sailing in
front of vessel k. This can be seen in Figure 4-3, the blue vessel is k — 1 and the red vessel is
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48 SMPL systems of Inland Waterway Transport systems

k. As vessel k — 1 sails in front of vessel k, we can see in the figure that it went through the
lock first.

Now we have the following situation; vessel k—1 is just exiting the lock (recall from Section 4-
1-2 that this is described by x4(k — 1)) and vessel k wants to enter the lock (recall from
Section 4-1-2 that this is described by z3(k)). However, the water level is still high due to
the processing of vessel k — 1, thus vessel k cannot enter yet and has to wait until the water
is drained down again. Thus, vessel k can only enter the lock when vessel £ — 1 has left the
lock plus the levelling of the lock to the lower water level. This can be described with the
following inequality:

x3(k) > za(k — 1) + T1(3.4) (4-12)

And in Max-Plus algebra:
z3(k) > xa(k — 1) @ T1(3,4) (4-13)

We could, of course, also have the situation that vessel k¥ — 1 arrived way earlier at the lock
and that the lock is already drained down again to the lower level, but vessel k£ has not arrived
at the lock yet. It that case, the moment when vessel k can enter the lock is described by the
earlier in Section 4-1-2 mentioned Eq (4-4) and Eq (4-5). To recap:

z3(k) > 22(k) + Tr(2,3) (4-14)
Which is in Max-Plus algebra:
r3(k) > wa(k) ® T1(2,3) (4-15)

Combining the conventional algebra inequalities for describing the dynamics of vessel k
Eq (4-12) and Eq (4-14), we get:

z3(k) = max (iﬁz(kf) + Tr2,3), Talk — 1) + TL(3,4)) (4-16)

In words, the time when vessel k£ can enter the lock is equal to the maximum of the arrival
time of vessel k at x3(k) or the exiting of vessel k — 1 at x4(k — 1) plus 77,34). This is
also described in the first equation in Figure 4-3. We can see that describing Eq (4-16) in
conventional algebra results in the nonlinear Max-operator, just as explained in Section 3-1
and the example presented in Appendix A-1. If we write Eq (4-16) using Max-Plus algebra,
we get:

r3(k) = 22(k) @ Ty(2,3) D Ta(k — 1) @ T1(3,4) (4-17)

This way we create a Max-Plus Linear (MPL) system, as described in Section 3-1 and Sec-
tion 3-3. This has the advantage that we can analyse the system by using conventional linear
system theory tools. Using MPL systems, we can understand the behaviour of the IWT
system, which can be used to obtain information about the event evolution. At last, there
are system-theoretical analysis methods for MPL systems [22], which can be used to find
bottlenecks in the IWT system, for example. Doing these analysis will not be the scope of
this research, but will be interesting for future research.
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Figure 4-3: Schematic side view of the IWT system for the UDFR case, with red vessel k& and
blue vessel k — 1 sailing through the network. Red vessel k has to wait for blue vessel k£ — 1 until
it can enter the lock; this interaction is denoted in conventional algebra in nonlinear Equation (1)
and denoted in Max-Plus algebra in Max-Plus Linear Equation (2).

To summarise, in Figure 4-3, the red part of the equation describes the routing dynamics of
vessel k and the blue part of the equation describes interaction and dependency of vessel k
on k — 1, which we will later on call ordering. The Max-operator appears when we combine
the routing and ordering dynamics of vessels.

After showing the motivation behind modelling IWT systems as SMPL systems, we continue
with the first case, the UDFR case. There will be some overlap with the constraints derived
in this section; however, they will be complete and not derived in such great detail. Moreover,
this will not be done for the other three cases either, making the thesis more concise.

4-2 Uni-Directional Fixed Routing case

Firstly, this section will present the SMPL system of the IWT system, which will make it
possible to order vessels at a single lock with vessels coming from a single direction. This
section will answer the research question:

How to model the Uni-Directional Fized Routing Inland Waterway Transport system as a
Switching Max-Plus Linear system?

Section 4-2 is structured as follows: First, the set up and assumptions for the Uni-Directional
Fixed Routing case are given in Section 4-2-1. Next, the Max-Plus routing and ordering
equations are given in Section 4-2-2 and Section 4-2-3, respectively. At last, the equations
are combined and the UDFR IWT SMPL system is completed in Section 4-2-4.
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50 SMPL systems of Inland Waterway Transport systems

4-2-1 UDFR Setup

For the UDFR case we define the variables shown in Table 4-3, which include most of the
variables as presented in Section 4-1 plus the arrival deadline ag(k).

Table 4-3: Variables for the UDFR case

Variables Description

x; (k) Represents the time instant at which event ¢ happens for the k-th vessel

Tw(i, )(k) Represents the constant sailing time of vessel k on the waterway from node ¢ to node j
TL(i,j) Represents the time of the lock operation from node ¢ to node j

uy (k) Represents the time instant at which the k-th vessel departs at x1(k)

ag (k) Represents the time instant at which the k-th vessels should arrive at zg(k)

For example, 7,,1,2)(k) is the sailing time of vessel k on waterway (1,2). Moreover, Tr(2,3) 18
the time for a vessel moving from the lock waiting area into the actual lock and 77,3 4) is the
lock drainage time. Note that we have assumed that the lock operation timings 77,; ;) are not
vessel dependent.

Next, we define the topology graph of the UDFR case waterway network in Figure 4-4,
consisting of two waterways and a lock. This topology graph is based on the schematic top
view of Figure 4-1 and the schematic side view of Figure 4-2. The schematic top view and
side view will not be shown for all cases as this would be unnecessarily extensive for some
cases. All vessels will start on the left at x1(k) and will travel over the first waterway through
the lock second waterway to zg(k).

W) —) ) )

Figure 4-4: Topology graph of the IWT system for the Uni-Directional Fixed Routing case

4-2-2 Routing equations
Following the method described in Section 3-5-1, we can derive the Max-Plus Routing equa-

tions. The Max-Plus Routing equations following from the topology graph in Figure 4-4 are
described in Eq.(4-18):

(4-18)

These can written in the general implicit MPL form of Eq. (3-17):
z(k) > A (k) @ x(k) @ B (k) © u(k) (4-19)
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with
w(k) > AF®(7i5(k)) @ 2(k) © B (k) @ u(k) (4-20)

Which gives:

z1(k)] € € € € € x1(k)] e
xa(k) Tw(1,2) (k) € € € € xa(k) €
x3(k € TL(2,3 € € € x3(k €
1‘4Ek‘; = € (5 ) TL(3,4) € € € © ugki ® € @ u(k)
x5(k) € € TL(4,5) € € x5 (k) €
|6 (k)] - € € 5 Tw(s,6) (k) €] | z6(k). €]
(4-21)

Important remark, only for this UDFR, case the matrix notation will be presented entirely
worked out. For larger systems, the matrix-notation becomes disorganised and not uninfor-
mative. However, the method remains the same.

4-2-3 Ordering equations

Following the method described in Section 3-5-2, we can derive the Max-Plus ordering equa-
tions. To define the Max-Plus ordering constraints, we first define the binary control variable
w; u(k — p) as follows:

e, if operation i for vessel k — u precedes

operation 4 for vessel k

w; k— = 4-22
al 2 e, if operation i for vessel k precedes ( )
operation ¢ for vessel k —
Then the adjoint variable w; ,(k — 1) is defined as:
) e ifwiu(k—p)=e
Dok = 1) = { e, iwiu(k—p) =c (+25)

For every node in the topology graph where the order of the vessels is fixed two ordering
constraints must be introduced. The constraints for node 7 or state x; are of the form shown
in Eq. (4-24) and Eq. (4-25):

wi(k) > ik — 1) © 735 (k — 1) © wiu(k — ) (4-24)

To clarify in words, Eq. (4-24) states the following:

"The time of event z; for vessel k is greater or equal to the time of event x; for vessel k —
plus some operation time 7; j(k— ) (e.g. lock water levelling) of the vessel k — pu. Thus event
x; happens first for vessel k — p and thus precedes vessel k’

zi(k — p) = xi(k) ® 7,5(k) @ wiu(k — p) (4-25)
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To clarify in words, Eq. (4-25) states the following:

"The time of event x; for vessel k — i is greater or equal to the time of event x; for vessel
k plus some operation time 7; j(k) (e.g. lock water levelling) of the vessel k. Thus event x;
happens first for vessel k and thus precedes vessel k — i’

The Max-Plus binary control variables w; ,(k — u) and w; ,(k — p) as defined in Eq. (4-22)
and Eq. (4-23) respectively, will ensure that either equation Eq. (4-24) is active or Eq. (4-25)
is active.

As introduced in Section 4-1, overtaking on the waterways is allowed and only one vessel can
enter a lock at a time. Therefore, we only have to determine the order of the vessels at x3(k)
thus at node 3. Therefore Eq. (4-22) and Eq. (4-23) will become:

z3(k) > za(k — p) ® T1(3.4) ® w3 u(k — ) (4-26a)
w3k — 1) > 24 (k) ® To(3.4) © W3k — p1) (4-26D)

for g € {pmin, - - -, tmax} and k € Z. To note, as mentioned in Section 3-6-2, the larger the
Imax, the more ordering combinations there are in the system. Thus, the scheduler must
determine a larger number of ordering control variables. It will be more computationally
demanding to consider all these possible, which will result in the slower finding of a solution
by the scheduler. At last, Eq 4-26a and Eq 4-26b can be written in the general SMPL form
of Eq. (4-27):

2(k) > AT (7358, ws (b — 1)) @ w(k — ) (4-27)
Which gives:
(21 (k)] [e ¢ ¢ € e €] Jxi(k—p)]
xa(k) € € € € € € xo(k — p)
z3(k) € € € Trs4) € € z3(k — p)
> ’ -
za(k)| T |le € ¢ 5 - xq(k — p) (4-28)
x5(k) e € ¢ € € xs5(k — p)
| z6(k) e € ¢ e e |xelk—p)l
Azrd

4-2-4 Complete SMPL UDFR system

To complete the model the only required additional equations is a constraint on the arrival
time. We define a;(k) as the arrival deadline for vessel k as node i. This constraint will be of
the following form:

— (k- ) > —ag(k) (4-29)

Now that conditions have been derived for z;(k) that belong to the different routing and
ordering control variables a complete set of scheduling decision variables can be made, as
follows:

o Ordering: wy(k — p), p € {ftmins - - - max }
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The decision variables can be stacked into one vector:

Weimin (k - M)
v(k) = : e (B, )L (4-30)

wﬂmax (k - lu’)

with Lo the total number of scheduling variables. Now the scheduling model can be written
as:

fimax
o)) = B Aol ) © ok~ p) (4:31)
where:

) Hmax
z(k) = A (7 (k), k) @ z(k) & P AT wu(k), k) @ x(k — p)| © B(k) @ u(k) (4-32)

H=Hmin

with 7;; = {7w(i ;) (k), Tr(i,;) }- By choosing a specific control vector v(k) the system switches
between different modes of operation, it is thereby a SMPL system.

The model can be completed by grouping the Max-Plus

w(k) = APP(k)@ (k)@ Ay, (k) @2k — fimin) @ - & Ay () © 2 (k — fimax) & B(k) @ u(k)
(4-33)

4-3 Uni-Directional Variable Routing case

Secondly, this section will present the SMPL system of the IWT system, which will make it
possible to allocate vessels to a route. This section will answer the research question:

How to model the Uni-Directional Variable Routing Inland Waterway Transport system as
a Switching Mazx-Plus Linear system?

As mentioned in Section 4-1, the UDVR case deals with determining the order in which
vessels can enter locks with only vessels coming from a single direction and with determining
the route vessels should take. Thus the additional problem the UDVR case solves, in compar-
ison with the UDFR case, is allocating the vessels to a route such that the cumulative overall
vessel arrival times are minimised.

Section 4-3 is structured as follows: First, the set up and assumptions for the Uni-Directional
Variable Routing case are given in Section 4-3-1. Next, the Max-Plus routing and ordering
equations are given in Section 4-3-2 and Section 4-3-3, respectively. At last, the equations
are combined and the UDVR IWT SMPL system is completed in Section 4-3-4.

4-3-1 UDVR Setup
We define the same variables and assumptions as described in Section 4-2-1. Next we define
the waterway network shown in Figure 4-5, which consists basically of two parallel systems

as the waterway network described in Section 4-2-1 in Figure 4-4. Thus, the network consists
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54 SMPL systems of Inland Waterway Transport systems

of two routes each consisting of three waterways and a lock. All vessels will start at the top
at z1(k) and will travel over the left route 1 or right route 2 over the first waterway through
the lock then over the second and third waterway to x12(k).
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Figure 4-5: Topology graph of the IWT system for the Uni-Directional Variable Routing case

4-3-2 Routing equations

Following the method described in Section 3-5-1, we can derive the Max-Plus Routing equa-
tions. We follow the exact same procedure as was done in Section 4-2-2. However, to describe
the variable routing of the waterway network presented in Figure 4-5, we will need to intro-
duce an additional variable that will activate either route 1 or route 2 for a particular vessel
k. As vessel can obviously only take one route at a time. Therefore we will introduce the
Max-Plus binary control variable s;;(k), which has the following definition:

sij(k) = {e’

g, if arc (7,7) is not used by vessel k

if arc (i,7) is used by vessel k (4-34)

Mike Pesselse Master of Science Thesis



4-3 Uni-Directional Variable Routing case 55

Then to model the routing of Figure 4-5, we require 13 Max-Plus inequality constraints shown
in Eq. (4-35):

z1(k) > ui(k) @ Suz( )

z2(k) > z1(k) ® Ty(1,2)(k) @ s1,2(k)
z3(k) = x2(k) ® Tr(2.3) ® s2,3(k)

z4(k) > 23(k) ® Tp,(3,4) ® $3,4(K)

z5(k) > za(k) ® Tr(45) ® s45(k)

z6(k) = x5(k) ® Ty(5,6) (k) ® s5,6(k)
z7(k) = z1(k) @ Ty(1,7) (k) ® 51,7(k) (4-35)
zg(k) > 27(k) ® T(78) @ s7,8(k)

z9(k) = z3(k) ® Tr(3.9) ® s39(k)

z10(k) = 29(k) ® T,(9,10) ® $9,10(k)
z11(k) > 210(k) ® Ty(10,11) (k) @ 510,11 (k)
z12(k) > w6(k) @ Ty(s,12) (k) © s6,12(k)
r12(k) > 211(k) ® Tyw1,12) (k) @ s11,12(k)

As there are only two possible routes in the waterway network, we can reduce the number
of required Max-Plus binary control variables to two. Then, for the left route we have,
s12(k) = s23(k) = s34(k) = sa5(k) = s5,6(k) = s612(k) = s1(k), and for the right route 2 we
have, 8177(]?) = 87’8(/{7) = 8&9(]?) = 89’10(]{) = 810711<k) = 811712“{7) = Sg(k'). This Simpliﬁcation
is shown in Eq (4-36) for route I1:

x1(k) > u(k)
w2(k) > 21(k) ® Ty1,2) (k) @ 51(k)
z3(k) 2 z2(k) ® Tp,(2,3) ® s1(k)
z4(k) = x3(k) @ 7p,(3,0) ® 51(k) (4-36)
x5(k) > z4(k) @ 745 @ s1(k)
z6(k) = z5(k) ® Ty(56) (k) ® s1(k)
z12(k) > 26(k) @ Ty(6,12) (k) ® s1(k)
And this simplification is shown in Eq (4-37) for route 2:
z1(k) = u(k)
z7(k) 2 21(k) ® 11,7 (k) ® s2(k)
zs(k) = 27(k) ® Tr(7.8) ® s2(k)
zg(k) = xs(k) @ 71,(5,9) ® s2(k) (4-37)
z10(k) = 29(k) @ T1(9,10) @ s2(k)
z11(k) = z10(k) ® Ty(10,11) (k) @ s2(k)
z12(k) > 211(k) ® Tyw(11,12) (k) @ s2(k)

Note that for this case we could say that so(k) should be the adjoint of s;(k), as we only have
two routes and a vessel should choose either one. However, this will no longer be the case if

Master of Science Thesis Mike Pesselse



56 SMPL systems of Inland Waterway Transport systems

there are more than two routes, which is why it was decided not to model it this way. Not
doing this ensures that the the model can be extended more easily to > 2 routes.

At last, the equations of Eq. (4-36) and Eq. (4-37) can written in the general implicit SMPL
form of Eq. (3-24):

(k) > AP (sij(k), 71,5 (k) @ z(k) ® B(k) @ u(k) (4-38)
With _
AP (si (), 73 (k) = Si (k) © Ti j (k) (4-39)

4-3-3 Ordering equations

Following the method described in Section 3-5-2; we can derive the Max-Plus ordering equa-
tions. Defining the Max-Plus ordering equations proceeds in the same way as was done in
Section 4-2-3 for the uni-directional fixed routing case, however, with two additional points
of interest:

¢ We have ordering in an additional node, not just node 3 but also in node 8, because we
have two locks.

e We only have ordering when between vessels when vessels are using the same route,
therefore we should use the earlier defined Max-Plus binary routing variable s; j(k) to
ensure that the ordering constraints are only active when this is the case.

Again, first, we define the binary control variable w; ,(k — p) as follows:

e, if operation ¢ for vessel k — p precedes

operation ¢ for vessel k

w; ,(k—p) = 4-40
al 2 e, if operation i for vessel k precedes ( )
operation i for vessel k —
Then the adjoint variable w; ,(k — 1) is defined as:
e ifwiu(k—p)=e
ik = 1) = { e ifwiu(k—p) =c (A

For every node in the topology graph where the order of the vessels is fixed two ordering
constraints must be introduced. The constraints for node i or state x; are of the form shown
in equations Eq. 4-42 and Eq. 4-43. Note the added Max-Plus binary routing control variables
[sij(k —p) ® s;, (k)] which make sure the constraints are only active when both vessel k and
k — i take the same route.

zi(k) > xi(k — p) @ 7 5(k — p) @ wi (b —p) @ s;5(k — p) @ s4.5(k) (4-42)

To clarify in words, Eq. (4-42) states the following:

"The time of event x; for vessel k is greater or equal to the time of event x; for vessel k —
plus some operation time 7; j(k — p) of the vessel k — p, only when s; j(k — p) and s; ;(k) are
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4-3 Uni-Directional Variable Routing case 57

both e. Thus, when the vessels are sailing the same route event x; happens first for vessel
k — i and thus precedes vessel k’

zi(k —p) > xi(k) @ 75(k) @ w; y(k — p) ® s45(k — p) @ s5.5(k) (4-43)
To clarify in words, Eq. (4-43) states the following:

"The time of event x; for vessel k — 1 is greater or equal to the time of event x; for vessel k
plus some operation time 7; j(k) of the vessel k, only when s; j(k — p) and s; j(k) are both e.
Thus, when the vessels are sailing the same route event x; happens first for vessel k and thus
precedes vessel k — p’

The Max-Plus binary ordering control variables w; ,(k — p) and w; ,(k — p) as defined in
Eq. (4-40) and Eq. (4-41) respectively, will ensure that either equation Eq. (4-42) is active or
Eq. (4-43) is active. The Max-Plus binary routing control variables s; ;(k) and s; ;(k — i) as
defined in Eq.(4-34), will ensure that the ordering constraint is only active when vessel k£ and
k — i take the same route.

As introduced in Section 4-3-1 and shown in Figure 4-5, overtaking on the waterways is
allowed, only one vessel can enter a lock at a time and we have two locks. Thus, we have
to determine the order of the vessels at x3(k) thus at node 3 and at xzg(k) thus at node 8.
Therefore for every vessel pair we will get for Eq. (4-42) and Eq. (4-43) the following four
constraints as defined in Eq. (4-44) and Eq. (4-45):

w3(k) > 24(k — p) @ T34) @ w3 u(k — p) @ s34(k — p) ® s34(k)

w3(k —p) > 24(k) @ Tr(3,4) @ W3 (k — 1) ® s34(k — p) @ s34(k) .
and:
wg(k) 2 xg(k — 1) ® T1(8.9) ® ws,u(k — p) @ s8,9(k — p) @ ss,9(k) (4-45)
ws(k — p1) > wo(k) @ T1(8.9) © We p(k — p1) @ sg.9(k — 1) © sgo(k)
Further simplification yields:
w3(k) 2 a(k — 1) @ Tp(3.0) @ wu(k — p) @ s1(k — p) @ s1(k) (4-46)
x3(k — ) 2 z4(k) @ Tr3.0) @ Wk — p) @ s1(k — p) ® s1(k)
and:
wa(k) = wolk = 1) @ Tig) Ok~ ) @ ok —p) O salk)

zs(k — p) > w9(k) ® T(8,9) @ Ws u(k — ) @ s2(k — p1) @ sa2(k)

4-3-4 Complete SMPL UDVR system

To complete the model the only required additional equations is a constraint on the arrival
time. This will be of the following form:

—z12(k — p) = —a12(k) (4-48)
Now that conditions have been derived for x;(k) that belong to the different routing and
ordering control variables a complete set of scheduling decision variables can be made, as

follows:
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58 SMPL systems of Inland Waterway Transport systems

o Routing: s;(k), I € {1,2}
o Ordering: wu(k — 1), pt € {ftmins - - - fmax }

The decision variables can be stacked into one vector:
s1(k)
Sg(k)
v(k) = | Wamn(k— 1) | € (B.)Fer (4-49)

w#max (k - /"L)

with Lot the total number of scheduling variables. Now the scheduling model can be written
as:

(k) = ( D Au(w(k). k) @ x(k — u)) ® B(o(k)) © u(k) (4-50)

M=Hmin
where:
. Hmax
(k) = AR (75 (k), si(k)@a(k)® | B AT wulk — 1), 7r6,5)) © 2k — p) | ©B(v(k))@u(k)
H=Hmin

(4-51)
with 75 = {7w(i5) (k) Tr@,j) }- By choosing a specific control vector v(k) the system switches
between different modes of operation, it is thereby an SMPL system.

4-4 Bi-Directional Fixed Routing case

Thirdly, this section will present the SMPL system of the IWT system, which will make it
possible for vessels to sail both downstream and upstream. This section will answer the re-
search question:

How to model the Bi-Directional Fized Routing Inland Waterway Transport system as a
Switching Mazx-Plus Linear system?

Section 4-4 is structured as follows: First, the set up and assumptions for the Bi-Directional
Fixed Routing case are given in Section 4-4-1. Next, the Max-Plus routing and ordering
equations are given in Section 4-4-2 and Section 4-4-3, respectively. At last, the equations
are combined and the Bi-Directional Fixed Routing IWT SMPL model is completed in Sec-
tion 4-4-4.

4-4-1 BDFR Setup

We define the same variables and assumptions as described in Section 4-1. Next we define
the following waterway network consisting of two waterways and a lock in Figure 4-1. All
vessels will start either at the left at x;(k) or on the right at z¢(k) and will travel over the
first waterway through the lock over the second waterway to z¢(k) or z1(k), respectively. The
schematic overview of Figure 4-1 with vessels coming from both directions can be transformed
in the topology graph of Figure 4-6.
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2.3) TL(3.4) TL(4,5) Tu(s.6) (k) ug (k)

Tw(1,2) 2

Figure 4-6: Topology graph of the IWT system for the Bi-Directional Variable Routing case

4-4-2 Routing equations

Following the method described in Section 3-5-1, we can derive the Max-Plus routing equa-
tions. First, for the downstream case, going from state x1(k) to state zg(k), we have the
Max-Plus routing constraints as defined in Eq. (4-52):

z1(k) = ui (k)

z2(k) = 21(k) ® Ty(1,2) (k) ® s1,2(k)

z3(k) > z2(k) ® Tr(2,3) @ 52,3(k)

za(k) > x3(k) ® TL(3,4) ® 3 (k) (4-52)
x5(k) > 24(k) ® Tr(a5) @ s4,5(k)

z6(k) = @5(k) ® Tu(s,6) (k) © $5,6(k)

As the routing of an inland vessel going downstream is fixed we have that all routing Max-
Plus binary control variables are equal, s12(k) = s2,3(k) = s34(k) = sa5(k) = s56(k). Thus
Eq. (4-52) can be simplified:

z1(k) = ui(k)

r2(k) > 21(k) ® Ty(1,2) (k) ® sp(k)

.%3(]{,‘) Z ZCQ(k‘) ®TL(23 & SD(]{)

2a(k) > a3(k) © o0 © sp (k) (4-53)
x5(k) > z4(k) ® Tr(4.5 @ sp(k)

z6(k) > 25(k) @ Ty(5,6) (k) @ sp(k)

Second, for the upstream case, going from state xg(k) to state x1(k), we have the routing
constraints as defined in Equation (4-54):

z1(k) > m2(k) ® Tw(1,2) (k) ® s21(k)

zo(k) > x3(k) @ Tr(2,3) ® s3,2(K)

z3(k) > za(k) ® Tr(34) ® sa4,3(k) (4.54)
z4(k) > 25(k) ® Tp,(45) ® 85,4(k)

z5(k) > w6(k) ® Ty(s6) (k) ® s6,5(k)

z6(k) = ue(k)

As the routing of an inland vessel going upstream is fixed we have that all routing Max-Plus
binary control variables are equal, s21(k) = s32(k) = s43(k) = s54(k) = se5(k). Thus
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Equation (4-54) can be simplified:

z1(k) > 22(k) ® Ty(1,2)(k) ® su (k)

z2(k) > x3(k) ® T1(2,3) ® su(k)

z3(k) > 24(k) ® T,(3.4) @ sU(K) (4.55)
z4(k) > 25(k) ® Tr(45) ® su (k)

z5(k) > w6(k) ® Ty(s5,6) (k) ® su(k)

z6(k) = ue (k)

When combining Eq.4-53 and Eq.5-54, we get:

z1(k) = ui(k) @ sp(k) @$2(k) ® Tw(2,1)(k) @ su (k)

w2(k) > 21(k) @ Typ(1,2)(k) @ sp(k) D x3(k) ® T 32) @ su(k)

z3(k) > 22(k) ® T (2,3) ® sp(k) ® z4(k) @ Tp(4,3) @ su (k) (4.56)
z4(k) > z3(k) ® T1(3,4) @ sp(k) ®© w5(k) ®TL(54 ® sy (k)

v5(k) > 24(k) @ 745 @ sp(k) ® 26(k) @ Tue,5) (k) @ su(k)

w6(k) > 25(k) @ Ty(s,6) (k) @ sp(k) @ ue(k) ® SU( )

Note that the downstream Max-Plus binary control variable s4s(k) and upstream Max-Plus
binary control variable s, (k) are each others adjoint, thus the following relationship as defined
in Eq. (4-57) applies:

_Je, forsp(k)=e
su(k) = {e, for sp(k) =¢ (4-57)

In other words, only one of the two sets of constraints can be active.

4-4-3 Ordering equations

Following the method described in Section 3-5-2; we can derive the Max-Plus ordering equa-
tions, which results in 4 pairs of 2 equations. First we will extend the Mintroduce the following
additiona

Table 4-4: Definitions of state variables z;(k) of Figure 4-1

variable Description of Max-Plus Binary ordering control variables

wpp,u(k — )  When both vessels are sailing downstream

wyy,u(k — ) When both vessels are sailing upstream

wpy,u(k —p)  When vessel k is sailing downstream and vessel k — p is sailing upstream
wyp,u(k —p)  When vessel k — p is sailing downstream and vessel & is sailing upstream

Moreover, we introduce a safety timing 7, fesy, Which is Safety factor time for when a vessel
is coming out of the lock and vessel k£ wants to enter directly. Then for the Max-Plus ordering
equations we get:
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Vessel k and k — p downstream with k£ — p in front:
x3(k) > x4(k — p) @ wpp u(k — 1) @ Tr34) @ s3,4(k — 1) ® 53.4(k) (4-58)
Vessel k£ and k& — u downstream with k in front:

z3(k — p) = za(k) ® wpp,u(k — 1) @ T(3.4) ® s34(k — 1) @ s3.4(k) (4-59)

Vessel k and k — p upstream with & — p in front:
z4(k) > 23(k — p) @ wyu,u(k — p) @ Tr3,4) © s43(k — p) ® s43(k) (4-60)
Vessel k and k — p upstream with & in front:

z4(k — p) = 23(k) @ wyvu(k — p) @ TL3.4) @ sa,3(k — 1) @ s4,3(k) (4-61)

Vessel k downstream going into the lock and k& — p upstream coming out of the lock:
r3(k) > z3(k — p) ® wUD,u(k — ) ® Tsafety & sa,3(k — p) @ s43(k) (4-62)
Vessel k downstream coming out of the lock and k — p upstream going into the lock:

x4(k — /L) > $4(k) ® U_JUD,H(k — ,u) ® Tsafety @ 8473(k' — M) X 8473(]6) (4—63)

Vessel k upstream going into the lock and k& — p downstream coming out of the lock:
1’4(k) > $4(k - ﬂ) & wDU,u(k - :U’) @ Tsafety @ 8473(]{7 - M) ® 8473(k) (4_64)
Vessel k upstream coming out of the lock and k& — p downstream going into the lock:

x3(k —p) > x3(k) @ Wpuu(k — 1) @ Tsafety @ sa,3(k — 1) ® s43(k) (4-65)

4-4-4 Complete SMPL BDFR system

To complete the model the only required additional constraints are for the arrival time. This
will be of the following form:

—z¢(k — pu) > —ag @ sp(k)

—z1(k —p) > —a1 ® sy (k) (4-66)

Now that conditions have been derived for x;(k) that belong to the different routing and
ordering control variables a complete set of scheduling decision variables can be made, as
follows:

o Routing: si(k), ! € {sp,sv}
o Ordering: wy(k — ), t € {ftmin, - - -, max }
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The decision variables can be stacked into one vector:

sp(k)
SU(k‘)
v(k) = | Dk — 1) | € (B.)Fer (4-67)

wﬂmax (k - lu)

With

T
wllmin (k - /‘I’) = [wDDyﬂmirl(k - :LL) wUU”Ufmin(k: - :LL) wDU»,“min (k - Iu’) wUDmein(k - :LL):|
(4-68)
And

wMIrlax(k - lu’) = |:wDD7Nmax(k - N) wUUJJ/max(k - lu’) wDUmeax (k - ILL) wUDmeax(k - N):|
(4-69)

And with Ly the total number of scheduling variables. Now the scheduling model can be
written as:

Mmax

k)= @D Auw(k),k) © (k- p) (4-70)

H=Hmin
where:

. Mmax
w(k) = A" (ryj (k), su(k) @ w(k) & | @@ Ar(bu(k — ), k) @ w(k — p) | @ B(o(k)) @ u(k)
M= min
(4-71)
By choosing a specific control vector v(k) the system switches between different modes of
operation, it is thereby a SMPL system.

4-5 Bi-Directional Variable Routing case

At last, this section will present the SMPL system of the most generic IWT system, which
will make it possible for vessels to sail both downstream and upstream and allocate them to
a route. This section will answer the research question:

How to model the Bi-Directional Variable Routing Inland Waterway Transport system as a
Switching Maz-Plus Linear system?

Section 4-5 is structured as follows: First, the set up and assumptions for the Bi-Directional
Fixed Routing case are given in Section 4-5-1. Next, the Max-Plus routing and ordering
equations are given in Section 4-5-2 and Section 4-5-3, respectively. At last, the equations
are combined and the Bi-Directional Fixed Routing IWT SMPL model is completed in Sec-
tion 4-5-4.
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4-5-1 BDVR Setup

We define the same variables and assumptions as described in Section 4-3-1. Next, we define
the waterway network shown in Figure 4-7, which consists basically of two parallel systems
as the waterway network described in Section 4-4 in Figure 4-6. Thus, the network consists
of two corridors each consisting of three waterways and a lock. All vessels will start either at
the top at z1(k) or at the bottom at x12(k) and will travel over the left route or right route

to x12(k) or x1(k), respectively.
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Figure 4-7: Topology graph of the IWT system for the Bi-Directional Variable Routing case
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4-5-2 Routing equations

Following the method described in Section 3-5-1, we can derive the Max-Plus routing equa-
tions. We immediately apply the simplification as described in Section 4-3-2.

Firstly, for going downstream via left route 1 from state z1(k) to state x12(k), we have the
Max-Plus routing equations as defined in Eq. (4-72):

z1(k) = u(k)

w2(k) > 21(k) @ Ty1,2) (k) @ s1(k)

x3(k) > x2(k) @ Tp2,3) ® s1(k)

z4(k) > z3(k) @ Tp(3,0) ® 51(k) (4-72)
z5(k) > 4(k) ® Tp(4,5) ® s1(k)

z6(k) > 25(k) @ Ty (5,6) (k) @ s1(k)

z12(k) = 26(k) @ Ty (6,12) (k) ® s1(k)

Secondly, for going downstream via right route 2 from state x1(k) to state x12(k), we have
the Max-Plus routing equations as defined in Eq. (4-73):

z1(k) > u(k)

z7(k) = 21(k) @ T(1,7)(k) @ s2(k)

zg(k) = z7(k) ® T(78) ® s2(k)

zg(k) = w8(k) @ Tp,(8,9) © 52(k) (4-73)
z10(k) > 29(k) @ T1(9,10) @ 52(k)
z11(k) > z10(k) ® Ty(10,11) (k) @ 52(k)
z12(k) > z11(k) ® Ty(11,12) (k) @ s2(k)

Thirdly, for going upstream via left route 3 from state z12(k) to state xz1(k), we have the
Max-Plus routing equations as defined in Eq. (4-74):

z1(k) = z2(k) ® Ty(1,2)(k) ® s3(k)

z2(k) > x3(k) ® Tp(03) ® s3(k)

w3(k) > w4(k) ® 71,3.4) @ s3(k)

z4(k) > x5(k) @ Tr(45) @ s3(k) (4-74)
w5(k) > w6(k) @ Ty(s5,6) (k) @ s3(k)

z6(k) = z12(k) @ Ty (6,12) (k) ® s3(k)

r12(k) > u12(k)

Fourthly, for going upstream via right route 4 from state x12(k) to state x;(k), we have the
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Max-Plus routing equations as defined in Eq. (4-75):

r1(k) > 27(k) @ 71,7 (k) @ s4(k)

z7(k) > z3(k) ® Tr(7,8) ® sa(k)

zg(k) > wo(k) ® Tp,(8.9) ® sa(k)

z9(k) = w10(k) ® T1(9,10) ® 54(K) (4-75)
z10(k) = 11(k) ® Tow(10,11) (k) @ s4(k)

z11(k) = 12(k) ® Ty(11,12) (k) @ s4(k)

z12(k) > uia(k)

At last, for the routing we have to make sure that only one route is selected. We can do this
as follows:

s1(k) @ s2(k) @ s3(k) @ sa(k)® <1 (4-76)
—s1(k) ® —sa2(k) ® —s3(k) @ —sa(k)® < —1 (4-77)
4-5-3 Ordering equations

Following the method described in Section 3-5-2, we can derive the Max-Plus ordering equa-
tions, which results in 4 pairs of 2 equations. This is worked out below for lock 1 (between
node 3 and 4), but should also be done for lock 2 (between node 8 and 9)

Vessel k and k — 1 downstream with k£ — p in front:
x3(k) > x4k — 1) @ wpp,p(k — 1) @ 73,4y @ 534(k — 1) ® 53,4() (4-78)
Vessel k and k — 1 downstream with £ in front:

x3(k —p) > 24(k) @ wpp,u(k —p) ® TL(3,4) @ s34(k — p) ® s3.4(k) (4-79)

Vessel k and k — p upstream with & — p in front:

z4(k) > z3(k — p) @ wyuu(k — p) ® Tr3.4) ® sa3(k — 1) @ s4,3(k) (4-80)

Vessel k£ and k — p upstream with k in front:

za(k — p) > w3(k) @ wyy,u(k — p) @ T34y @ sa3(k — p) @ sa3(k) (4-81)

Vessel k downstream going into the lock and k& — p upstream coming out of the lock:
x3(k) > x3(k — 1) @ wyp,u(k — 1) @ Teafety @ sa,3(k — p1) ® s43(k) (4-82)
Vessel k downstream coming out of the lock and k& — u upstream going into the lock:

z4(k —p) > 24(k) @ Wyp pu(k — 1) ® Teafety @ sa3(k — 1) @ sa3(k) (4-83)

Master of Science Thesis Mike Pesselse



66 SMPL systems of Inland Waterway Transport systems

Vessel k upstream going into the lock and k& — p downstream coming out of the lock:

z4(k) = za(k — p) @ wpuu(k — 1) @ Tsafety ® sa,3(k — 1) ® s4,3(k) (4-84)

Vessel k upstream coming out of the lock and k& — p downstream going into the lock:

xg(k' — u) > 273(]{) ® U_JDU,,u(k — N) ® Tsafety @ 8473(k‘ — M) X 3473(k) (4—85)

4-5-4 Complete SMPL BDVR model

To complete the model the only additional constraint required is for the arrival time. This
will be of the following form:

—x12(k — p) > —a12 ® s1(k)

—z12(k — p) > —a12 @ s3(k)
—x1(k — p) > —ay ® so(k) (4-86)
—z1(k — 1) > —a1 ® s4(k)

Now that conditions have been derived for x;(k) that belong to the different routing and
ordering control variables a complete set of Max-Plus binary control variables can be made,
as follows:

o Routing: s;(k), 1 € {1,2,3,4}
e Ordering: wu(k - M)a e {:U’minu <o 7Nmax}

The Max-Plus binary control can be stacked into one vector:

€ (B.)"r (4-87)

with Lot the total number of scheduling variables. Now the scheduling model can be written
as:

Hmax

k)= P Auv(k),k) ®x(k —p) ® B(k) @ u(k) (4-88)
H=Hmin
where:
w(k) = AP (15 (k), s1(k), k) © x(k) & é} A (w, (k) k) @ 2(k — p) | @ Bu(k)) @ u(k)
M=Hmin

(4-89)
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4-5 Bi-Directional Variable Routing case 67

By choosing a specific control vector v(k) the system switches between different modes of
operation, it is thereby a SMPL system.

Note, that since we now have > 2 routes it makes sense to parameterise the Max-Plus routing
binary control variables as described in Section 3-6-1, and can be seen in Table 3-4. We can
reduce the 4 nominal Max-Plus routing binary control variables to 2 parameterised Max-Plus
routing binary control variables, as follows:

s1(k) = m(k) @ n2(k)
s2(k) = m(k) @ n2(k)
s3(k) = m(k) @ 2(k) (4-90)
s4(k) = m (k) @ na(k)

Where the values of [n1(k),n2(k)] for each alternative route [(k) can be seen in Table 4-5:

Table 4-5: Parameterisation for L = 4

k) m(k) ma(k)

- w N -

Now the complete set of scheduling decision variables can be made, as follows:
e Routing: n(k), 1 € {1,2}
o Ordering: wy(k — ), it € {ftmin, - - -, fmax }

The decision variables can be stacked into one vector:

m
2
v(k) = | Wuni(F) | € (B,)Ler (4-91)

wﬂmax (k)

with Lo the total number of scheduling variables. Now the scheduling model can be written
as:

Mmax
z(k) = @ Auv(k), k) @z(k—p) & Bo(k)) @ u(k) (4-92)
H=Hmin
When expanded:
2(k) = AR (g (o), mk), ) @ 2() & | €D AT u(w,(k), k) @ w(k — )| @ B(o(k) @ u(k)
M=Hmin

(4-93)
Due to the reduced number of Max-Plus binary routing control variables Eq (4-93) should be
computationally less demanding than Eq (5-3).
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68 SMPL systems of Inland Waterway Transport systems

4-6 Conclusion

The goal of this Chapter 4 was to model the four IWT cases as SMPL systems such that
these could, later on, be used for scheduling. As stated in Chapter 1, this chapter addressed
the research question:

How to model IWT systems as SMPL systems?

First of all, it has been shown that a simple IWT system (i.e. the UDFR case), consist-
ing of two waterways with a lock in the middle, can be modelled as a DES consisting of six
states. Moreover, it was shown that when describing two vessels sailing this simple IWT DES
the in conventional algebra nonlinear maximum operator is required for defining the ordering
relationship of these two vessels in the IWT system. As mentioned earlier, DESs with this
maximum operator can be written in a ’linear’ fashion, in other words, Max-Plus-Linear. This
way, the benefit and advantage of modelling IWT systems as SMPL systems were shown.
Next, it was thoroughly described for four IWT cases that we can model them as SMPL
systems by describing their routing and ordering dynamics. This is done by defining the
Max-Plus routing binary control variables and the Max-Plus ordering binary control vari-
ables used within the routing and order equations. Moreover, for the most generic IWT
case, the BDVR case, the Max-Plus routing binary control variables were parameterised as
described in Section 3-6, to reduce the complexity of the model.

As shown in Section 3-7, the SMPL systems have to be transformed Mixed Integer Linear
Programming (MILP) models to use them for scheduling. This will be shown in the next
Chapter 5, including the complete MILP IWT model formulation
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Chapter 5

MILP models of Inland Waterway
Transport systems

After having described how a Switching Max-Plus Linear (SMPL) system can be transformed
to a Mixed Integer Linear Programming (MILP) problem, we will do this for the derived
SMPL systems in Chapter 4. Therefore, as introduced in Chapter 1, this chapter will answer
the research question:

How to transform SMPL IWT systems to MILP models?

Chapter 5 is structured as follows: Section 5-1 will give an introduction to the MILP Inland
Waterway Transport (IWT) model formulation. In addition, the objective function which
defines the optimisation goals is stated Then we continue with the MILP models of the four
IWT cases. Firstly, Section 5-2 will describe the Uni-Directional Fixed Routing case. Sec-
ondly, Section 5-3 will state the Uni-Directional Variable Routing case. Thirdly, Section 5-4
will present the Bi-Directional Fixed Routing case. At last, Section 5-5 will describe the
Bi-Directional Variable Routing case. At last, Section 5-6 will summarise the findings and
answer the corresponding research question.

5-1 Introduction to the MILP IWT model formulation

In the previous chapters, we often discussed ’optimal’ scheduling. This section will introduce
what this optimal scheduling entails. Moreover, we will show how we will achieve this through
MILP for the four SMPL IWT systems, as presented in Chapter 4.

In the context of current challenges in the IWT system as described in Chapter 2, such as long
waiting times and suboptimal routing, we want to create a schedule that ensures vessels reach
their destinations quickly without delays. This will be done by scheduling them on the most
optimal route and scheduling them in the most optimal order through locks. Therefore, the
purpose of the scheduler is to generate a schedule that will make sure a set of vessels can go as
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70 MILP models of Inland Waterway Transport systems

fast as possible from their departure locations to their arrival locations while all are meeting
their arrival deadlines. In other words, the scheduler will answer the questions; what is the
fastest way for a set of vessels to sail from their departure locations to their arrival locations?
Note, we allow vessels to arrive before their arrival deadlines and, as will be shown later,
this will not be punished either. Of course, it is not always convenient for vessels to arrive
earlier than their scheduled arrival deadlines (e.g. availability of berth locations). However,
to keep the research manageable, and this being the first time IWT systems are described
using SMPL systems, this objective will be the only scope. Further recommendations for
objective functions will be given in the final chapter.

The designed scheduler in this research will have an objective function that resembles the
mentioned Make-span Ci.x, as discussed in Section 3-7 the most, however, with a small
extension. In order to be entirely similar to the Make-span would mean, we want to have all
vessels arrive at their deadline locations as soon as possible by minimising the arrival time of
the vessel that takes the longest to arrive. In our case, we will extend this to the minimisation
of the sum of the arrival times of all vessels. This will guarantee that the scheduler generates
a solution that ensures that all vessels in the network reach their arrival destination as soon
as possible while meeting the constraints of the IWT system.

We assume that all required information by the scheduler is known on beforehand and does
not change. That is why we state that the scheduler operates in an offline open-loop way. We
define the optimal scheduling problem as follows:

i J(k 5-1

vty T (5D
Mmax

subject to  x(k) > @ Au(v(k), k) @x(k —p) ® B(k) ®@u(k) (5-2)
M=Hmin

Where Eq (5-1) is the objective function and Eq (5-2) are the SMPL system constraints (i.e.
system dynamics), which follow from Eq (4-92) in Section 4-5-4. To clarify, Eq (5-2) is a
shorter notation with all Max-Plus binary control variables grouped together in v(k) for:

Hmax
w(k) = Ao(rij (k). si(k) k) @ z(k) & | D Au(wu(k), k) @ a(k — p)| & B(k) @ u(k) (5-3)

H=Hmin

To recap, thus for Eq (5-2) we have:

si(k) (Viot) X 1
k)= € BVt 5-4
U( ) Whimin (k - N) c ( )

L w,umax (k - /"L) m

Next we will define these objective function in Eq (5-1) and SMPL system constraints in
Eq (5-2). First, we have the objective function J(k), which consists of an objective function
for the output Jout(k) and an objective function for the input Ji,(k), as follows:

J(k) = Jout(k) + Jln(k) (5_5)
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5-1 Introduction to the MILP IWT model formulation 71

The output objective function Jout (k) weighs the optimisation of the states x(k), as follows:

n

Jout(k) = oi(k)w;(k) (5-6)
i=1
For a system with n states such that ¢ € [1,...,n]. For the output weight function o we

define the following variables:

o 04(k): Output weight for arrival location for vessel k

o 04(k): Output weight for departure and intermediate locations for vessel k

For the Uni-Directional cases we have:

oun (k) = [ oalk) ... calk) ... oa(k) ] ,oup(k) € RI*" (5-7)
For the Bi-Directional cases we have:

osp(k) = | oalk) ... oa(k) ... ou(k) | oBp(k) €R*" (5-8)

Then we get the following output weight functions o for the four different cases with o, =1
and o4 = 1074

ouprr(k) = | 1074 1074 ... 1074 1 },UUDFR(k) e R1*6 (5-9)
oupvr(k) = [ 1074 107 ... 1074 1 },UUDVR(k)ERlxm (5-10)
opprr(k)=[ 1 107 ... 1074 1},UBDFR(I<:)€]R1X6 (5-11)
oppvr(k) = [ 1 107 ... 107% 1|, oppyn(k) € R (5-12)

In order to be completely accurate, we would actually have to define the output weight
functions for Bi-Directional cases as follows:

opprr(k) = | 00 (k) 1071 .. 107 oy, (k) |, onpEr(k) € RY*C (5-13)
UBDVR(k) = { Oay (k) 10_4 tee 10_4 Oayo (k) } aUBDVR(k) S RIXIQ (5_14)
With:
1074, f k) =
0a, (k) = 07 forspk) =e (5-15)
1, for sy(k) =«
and
1, for sp(k) =e 1, for sp(k) =e
Oag (k) = 4 v Oap (k) = 4 B (5-16)
107, for sy(k) =¢ 1074, for sy(k) =¢

This ensures that only the arrival location is heavily punished and not the input location.
However, as the first states are defined as x1 (k) > wui(k) or x12(k) > wui2(k), and not influenced
by anything else, which leads to x1(k) = ui(k) and x12(k) = u12(k) the first state will always
be equal to the input and the scheduler therefore cannot optimise the values. Thus, in practice
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72 MILP models of Inland Waterway Transport systems

Eq 5-11 and Eq 5-12 will work fine as output weight functions for the objective function.

Moreover, in Eq 5-9 to Eq 5-12 we can see that we have a larger output weight associated
with the states which correspond to an arrival destination location. For the Uni-Directional
cases this is always only the last event state z¢(k) for Fixed Routing and x12(k) for Variable
Routing. For the Bi-Directional cases this is both for the first event state x1(k) or the last
event states, again, xg(k) for Fixed Routing and x12(k) for Variable Routing. Moreover,
although the objective is to just minimise the arrival time of the vessels, the other event
states in between must also be multiplied by a small constant o4 > 0. This is to ensure the
vessels achieve the proposed sailing timings on the respective waterways. The input objective
function Jin (k) weighs the optimisation of the Max-Plus binary control vector v(k), as follows:

Vtot

Jin(k) = ZAi(k)Ui(k) (5-17)

Where the input weight function A is defined for all cases as:
AE) = [0 ... 0], A(k) € RVVer (5-18)

The weights in the input weight function A can all be chosen equal to zero, because in the IWT
systems there is no punishment on applying a certain control action (i.e. taking a particular
route or swapping to a specific order). However, these could be used later if for example certain
routes are undesired for environmental reasons. Then completing the objective function we
get:

J(k) = Jout(k) + Jin(k) (5'19)
Viot

=S oi(B)aik) + 3 Avi(k) (5-20)
=1 =1

If we rewrite this to MILP formulation as presented in Section 3-7, we get:
J(k) = cLa(k) + clo(k) (5-21)

With ¢l = o(k) and ¢l = \(k), such that again the following MILP problem is obtained:

min {cx c
rER™ vEZK

(5-22)
subject to {Ex EU} [x(k:)] < [b}

v(k)

With ¢, € R™*1 ¢, € BYotx1 p € R™, E, € R™*" and E, € R™*Vet The remaining part of
this chapter will show how we convert the SMPL systems, used for the inequality constraints
in the MILP model in Eq (5-2), to suit the MILP formulation of Eq (5-22) such that they
can used for optimisation. Therefore, the next sections will present the transformation of the
SMPL systems to MILP models; first for the Uni-Directional Fixed Routing (UDFR) case
in Section 5-2, next for the Uni-Directional Variable Routing (UDVR) case in Section 5-3,
after which Section 5-4 presents the Bi-Directional Fixed Routing (BDFR) case, and at last
Section 5-5 shows the transformation for the Bi-Directional Variable Routing (BDVR) case.
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5-2 Uni-Directional Fixed Routing case 73

5-2 Uni-Directional Fixed Routing case

This section will define the MILP constraints for the uni-directional fixed routing case. This
is first done in Section 5-2-1 for the routing constraints, after which the ordering constraints
are derived in Section 5-2-2.

5-2-1 Routing constraints

The Max-Plus routing equations defined in Section 4-2-2 will be transformed to the MILP
constraints required for the optimisation, using the method presented in Section 3-8. As we
have no Max-Plus binary control variables this is rather straightforward and goes as follows
for the second constraint for xs(k):

k) + Tw(,2) (k) (5-23)

The same method is used to transform the other five constraints. This leads to the following
set of constraints for vessel k:

—z1(k) < —u(k)
—z2(k) + 21(k) < —Ty(1,2)(K)
—z3(k) + 22(k) < —TL(2,3)
—x4(k) + 23(k) < —Tr(3,4) 20
—x5(k) + z4(k) < —Trs)
—x6(k) + 25(k) < —Ty(5.6) (k)

5-2-2 Ordering constraints

The Max-Plus ordering equations defined in Section 4-2-3 will be transformed to the MILP
constraints required for the optimisation, using the method presented in Section 3-8.

The Max-Plus ordering equations consist of the scheduling parameters (i.e. Max-Plus binary
control variables) that are either zero e (i.e. Max-Plus one) or infinity ¢ (i.e. Max-Plus zero).
For the actual numerical implementation and simulation the infinity value € cannot be used.
Therefore, the Max-Plus binary control variables have to be replaced by conventional binary
control variables. To do so, the following approximation is used, where

Wi & Py, (5-25)

where the index (k — p) is left out of the control variables for convenience. Moreover, § < 0
is a large negative number and wy , is the conventional ordering control variable at event i
between vessel k and vessel k — p, which is defined as:

_ {0, for w; , = e (5-26)

w,
i _
1, forw;,=c¢
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74 MILP models of Inland Waterway Transport systems

Thus wf ) = = 0 will activate (i.e. select) an ordering constraint and w¢ ) = = 1 will deactivate
(i.e. not select) an ordering constraint. Furthermore, the adjoint of w; , which is w; , can be
approximated by:

ﬂauxﬁ(l—uﬁJ (5-27)
With the definition of the control variable conversion, we can now transform the Max-Plus
ordering equations defined in Section 4-2-3, using Eq. (5-74) and Eq. (5-76). We will com-
pletely workout a Max-Plus to MILP transformation for the ordering between vessel k& and
k —1 in Eq. (5-28) and Eq. (5-29), and then list all conventional orderings constraints for 4
vessels in Eq. (5-30) to Eq. (5-34).First for Eq. (4-26a) with p =1, we get:

z3(k) > za(k — p) ® Tp34) @ w34
z3(k) > z4(k — 1) ® T3,4) ® w31

(5-28)
z3(k) > xa(k — 1) + Tr3,4) + Bw5
—x3(k) + xa(k — 1) + w5y < —Tr(34)
Secondly for Eq. (4-26b) with u = 1, we get:
r3(k —p) > wa(k — p) @ Tr34) © W3y
z3(k —1) > 4(k) @ T34) ® W31
w3(k —1) > z4(k) + 7,3.4) + B(1 — w5 ) (5.29)
z3(k — 1) > wa(k) + Tp34) + B — Bws 4
zg(k —1) — x24(k) + Bw 51 > B+ 7L
—x3(k — 1) + 24(k) — Bws ) < =B — Tr(34)

Next, using the conventional binary control variables defined in Table 5-1 we can define the
MILP ordering constraints for all vessel ordering combinations for 4 vessels. Which are 6
pairs of the 2 inequality constraints, as follows:

The MILP constraint for order between vessel 1 (k) and vessel 2 (k — 1), using conventional
control variable wg ;:
—x3(k) + za(k — 1) + pws < —Tr34)

’ (5-30)
—x3(k — 1) + 24(k) — Bwsy < =B — Tr(34)

The MILP constraint for ordering between vessel 1 (k) and vessel 3 (k—2), using conventional
control variable wg 5 :

—a3(k) + za(k — 2) + Puws,
—a3(k — 2) + 24(k) — Puws,

—TL(3,4)

<
g (5-31)

—B - TL(3,4)

The MILP constraint for ordering between vessel 1 (k) and vessel 4 (k—3), using conventional
control variable wg 5 :

—x3(k) + z4(k — 3) + fws 3
—x3(k — 3) + x4(k) — Bws 3

= TTLea) (5-32)
<

—p - TL(3,4)
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The MILP constraint for ordering between vessel 2 (k — 1) and vessel 3 (k — 2), using con-
ventional control variable wg , :

—512‘3(]6 — 1) + $4(k - 2) + ,3’[1)32 < —TL(3,4)

’ (5-33)
—x3(k —2) + x4(k — 1) = Bwsy < =B — Tr(34

The MILP constraint for ordering between vessel 2 (k — 1) and vessel 4 (k — 3), using con-
ventional control variable wg s :

—x3(k — 1)+ x4(k —3) + ﬁngg
—z3(k —3) +z4(k — 1) — Bws

—TL(3,4)

<
B (5-34)

—p - TL(3,4)

The MILP constraint for ordering between vessel 3 (k — 2) and vessel 4 (k — 3), using con-
ventional control variable wg s :

_xg(k - 2) + .734(]€ - 3) + ,ng’;g < _TL(3,4) (5 35)
—x3(k —3) +x4(k —2) — ﬁw§73 <—-3- TL(3,4)
Table 5-1: Definitions of the 6 conventional control variables
Ordering between vessels Event index Conventional control variable
1 and 2 (k) and (k—1) w§ |
1 and 3 (k) and (k —2) w§
1 and 4 (k) and (k —3) w§ 5
2 and 3 (k—1)and (k—2) w§,
2 and 4 (k—1)and (k—3) w§y
3 and 4 (k—2)and (k—3) w§s

As can be seen, from Table 5-1, to model 4 vessels we require 6 control variables. As explained
in Section 3-6-2, the number of control variables required only depends on the number of
vessels and is given by the following equation:

—1
number of required control variables = n(n2) (5-36)

With n number of vessels.

5-3 Uni-Directional Variable Routing case

This section will define the MILP constraints for the Uni-Directional Fixed Routing case. This
is first done in Section 5-3-1 for the routing constraints, after which the ordering constraints
are derived in Section 5-3-2.
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5-3-1 Routing constraints

The Max-Plus routing equations defined in Section 4-3-2 will be transformed to the MILP
constraints required for the optimisation, using the method presented in Section 3-8. This
will be done in the same way as is done in Section 5-2-1, however, this time we do have the
Max-Plus binary control variable s; ;(k) that has to be transformed, as follows:

S@j(l{}) [ ,Bsfd(k') (5—37)
Where 5 < 0 is a very large negative number and sfj(k:) is the conventional routing control
variable on the arc from node i to node j, which is defined as:
0, fors; (k)=
(k) = il — e (5-38)
1, fors;j(k)=¢
Thus s{ ;(k) will activate (i.e. select) a routing constraint and s{;(k) = 1 will deactivate
(i.e. not select) an a routing constraint. As explained in Section 3-5-1, the Max-Plus binary
control variable s;;(k) does not have an adjoint. Therefore the conventional binary control
variable sf (k) does not have one either.
Using the relationships defined in Eq. 5-37 and Eq. 5-38, we can transform the Max-Plus
routing equations defined in Section 4-3-2 to MILP constraints. We then get the following

set:
—1(k) < —u(k)

—x5(k) + z4(k) + Bs1(k) < —Trus)
—x6(k) + z5(k) + Bs1(k) < —Ty(5,6)(k)
1) + 21(K) + Bs5 ) < (8 (39
—xg(k) +z7(k) + Bs3(k) < —Tr(78)
—xg(k) + xs(k) + Bs5(k) < —Tr(8,9)
—x10(k) + z9(k) + Bs5(k) < —Tr10,11)
—211(k) + 210(k) + B55(k) < —Ty2,13) (k)

—z12(k) + w6 (k) + BsT(k) < —Tw(6,12) (k)
—z12(k) + 211(k) + Bs5(k) < —Ty11,12)(K)

At last, to make the variable routing complete we have to add 2 more constraints to make
sure the MILP only selects one route. Obviously, a vessel cannot sail both routes at the same
time. This will be done as in Eq 5-40, which will make sure that either s{(k) is 0 or 1 and
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s$(k) the other way around. This can be extended to multiple routes to make sure only 1
s¢(k) is selected.

]

(5-40)

5-3-2 Ordering constraints

The Max-Plus ordering equations defined in Section 4-3-3 will be transformed to the MILP
constraints required for the optimisation, using the method presented in Section 3-8.

The Max-Plus routing control variables s;;(k) are transformed as earlier described in Eq. (5-37)
and Eq. (5-38). The Max-Plus binary ordering control variables are transformed in the same
way as is done Section 5-2-2:

wiy ~ B, (5-41)
Where:
we = 0, forw;,=¢e (5-42)
o 1, forw;,=c¢

And, the adjoint can be approximated by:
Wi~ B (1—wf,) (5-43)

Each inequality constraint now consists of 3 decision variables. Doing this for 3 vessels we
get the following inequality constraints.

MILP ordering constraint in node 3 for vessel 1 and 2:

—l'g(k) + $4(l§ — 1) + Bw§’(172) + 581,1(]?) + 582@(% -1)< —TL(3,4)

¢ (5-44)
—x3(k — 1) + zy4(k) — ﬁw37(172) + 58171(k) + ﬁ8271(/€ -1)<—-p- TL(3,4)
MILP ordering constraint in node 8 for vessel 1 and 2:
—ag(k) + wo(k — 1) 4+ Bug (1 o) + Bs1,2(k) + Bs22(k — 1) < —71(59) (5.45)
—xg(k — 1) + xg(k) — ng,(lﬁ) + 58172(](3) + 55272(16 - 1) < —ﬁ — TL(S,Q)
MILP ordering constraint in node 3 for vessel 1 and 3:
—w3(k) + za(k — 2) + Bws 1 3 + Bs1,1(k) + Bsza(k —2) < 7o (5-46)
—w3(k — 2) + z4(k) — Bws (1 3) + Bs1,1(k) + Bsza(k —2) < =B — T2
MILP ordering constraint in node 8 for vessel 1 and 3:
—zg(k) +x9(k —2) + Bwé(l’g) + ﬁSLQ(k) + ﬁ5372(k7 -2)< —TL(8,9) (5.47)
—ag(k — 2) + z9(k) — Buwg (1 3) + Bs1,2(k) + Bssz2(k — 2) < —B — T1(89)
MILP ordering constraint in node 3 for vessel 2 and 3:
—x3(k — 1)+ x4(k —2) + ng,(273) + 582,1(141‘) + 583’1(16‘ -2)< —TL(3,4) (5.48)

—.%'3<k — 2) + $4(k — 1) — Bw§7(273) + 53271(k') + 683,1(1’6 —-2)<—p— TL(3,4)
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MILP ordering constraint in node 8 for vessel 2 and 3:

*‘Tg(k‘ — 1) + xg(k — 2) + ng’(zjg) + 58272(145) + BS:),,Q(]C - 2) < *TL(S,Q)

" (5-49)
—zg(k —2)+x9(k—1) — Bw87(273) + 55272(141‘) + BS&Q(I{ -2)<—p— TL(8,9)

Table 5-2: Definitions of the 6 conventional routing control variables for the example case

Vessel number  Route  Conventional routing control variable

Vessel 1 (k) route 1 s§ (k)
Vessel 1 (k) route 2 s§ 5(k)
Vessel 2 (k—1) route 1 s§,(k—1)
Vessel 2 (k—1) route 2 s§,(k—1)
Vessel 3 (k—2) route 1 s§,(k—2)
Vessel 3 (k—2) route 2 s§,(k —2)

Table 5-3: Definitions of the 6 conventional ordering control variables for the example case

Ordering between vessels Ordering at node Conventional ordering control variable
Vessel 1 (k) and 2 (k — 1) 3 wg,(L?)
Vessel 1 (k) and 2 (k — 1) 8 wg,(lﬂ)
Vessel 1 (k) and 3 (k — 2) 3 W3 (1,3)
Vessel 1 (k) and 3 (k — 2) 8 wg (13
Vessel 2 (k—1) and 3 (k—2) 3 Wy (2,3)
Vessel 2 (k—1) and 3 (k—2) 8 Wg (2.3)

As can be seen, from Table 5-3, to model 3 vessels we require 6 control variables, 3 for each
ordering location. As explained in Section 3-6-2, the number of control variables not only
depends on the number of vessels but also on the number of locks. Thus we get: We require :
n(n —1)

L
2

(5-50)

With n number of vessels and L number of locks

5-4 Bi-Directional Fixed Routing case

This section will define the MILP constraints for the Bi-Directional Fixed Routing case. This
is first done in Section 5-4-1 for the routing constraints, after which the ordering constraints
are derived in Section 5-4-2.

5-4-1 Routing constraints

The Max-Plus routing equations defined in Section 4-4-2 will be transformed to the MILP
constraints required for the optimisation, using the method presented in Section 3-8. This
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will be done in the same way as is done in Section 5-3-1, because this time we do have the
Max-Plus binary control variable s; j(k) in the routing equations again for the upstream and
downstream case. Thus we use the following transformation, with § < 0:

o 0, forspy=ce and 50 — 0, forspy=ce (5-51)
by 1, forspy=c¢ by 1, forspy=c¢

sp ~ sy and sy~ Bsg (5-52)

Firstly, for going downstream from state x1(k) to state zg(k), we have the MILP routing
inequality constraints for vessel k as defined in Eq. (5-53):

—z1(k) + sp(k)B < —ui (k)
—x2(k) + z1(k) + sp(k)B < —Typ(1,2) (k)
—x3(k) + z2(k) + sp(k)B < —7L23)
—z4(k) + 23(k) + sp(k)B < —TL3,4) (5-53)
—x5(k) + za(k) + sp(k)B < —Trs)
—x6(k) + 5(k) + spH(k)B < —Tu(s,6) (k)

Secondly, for going upstream from state zg(k) to state z1(k), we have the MILP routing
inequality constraints for vessel k as defined in Eq. (5-54):

zo(k) — x1(k) + si (k) B < —Tw(o,1) (k)
w3(k) — z2(k) + s((k)B < =732
z4(k) — z3(k) + sp (k)8 < —Tr3) (5-54)
x5 (k) — 24(k) + sp(k)B < —Tp (5.4
z6(k) — w5(k) + sip(k)B < —Tw(e5) (k)
—w6(k) + su(k)p < —ue(k)

At last, to make the routing complete we have to add 2 more constraints to make sure
the MILP only selects one direction. Obviously, a vessel cannot sail both upstream and
downstream at the same time. This will be done as in Eq 5-55, which will make sure that
either sf;(k) is 0 or 1 and s%(k) the other way around. This can be extended to multiple
routes to make sure only 1 s§(k) is selected.

<
; (5-55)

sir(k) + s
—s§

D
(k) — sp(k)
5-4-2 Ordering constraints

The Max-Plus ordering equations defined in Section 4-4-3 will be transformed to the MILP
constraints required for the optimisation, using the method presented in Section 3-8. Again,
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the Max-Plus routing control variables sp (k) are transformed as follows:

o 0, forspy=e and 0 — 0, forspy=ce (5-56)
DU 17 for SpuU =E¢ by 1, for SpU =€

sp ~ (s}, and sy = (s} 5-57
D U

And, the Max-Plus binary ordering control variables, for w; pp ., wivv,, wipuu, and
w;, U p,u, are transformed as follows:

w; = Py, (5-58)
Where:
we = 0, forw;,=¢e (5-59)
H 1, forw;,=c¢

And, the adjoint can be approximated by:

Wiy =B (1—wf,) (5-60)

with 8 <« 0. Then transforming the Max-Plus ordering equations defined in Section 4-4-3
will result in 4 pairs of 2 constraints for each vessel combination, a pair for both vessels going
downstream, a pair for both vessels going upstream, a pair for vessel k going downstream
and k — 1 going upstream, and lastly, a pair for vessel k going upstream and k — 1 going
downstream. These 8 constraints will be presented for vessel 1 and 2 in node 3.

For both vessels downstream:

—x3(k) + z4(k — 1) + Bws pp1 + Bsp(k) + Bsp(k — 1) < —Tp3.4

(5-61)

—z3(k — 1) + 24(k) — Bws pp1 + Bsp(k) + Bsp(k —1) < =B — T34

For both vessels upstream:
—z4(k) + x3(k — 1) + pws yya + Bsu (k) + Bsu(k —1) < —7p3.4 (5-62)
—za(k — 1) + z3(k) — Bws gy + Bsu(k) + Bsu(k —1) < =B — 13,4

For vessel k£ downstream and vessel £ — 1 upstream:
_‘T3(k) + 553(]{: - 1) + ng,DU,l + ﬂsD(k) + BSU(k - 1) < —Tsafety (5 63)
_$4(k - 1) + $4(k) - ng,DU,l + BSD('IC) + 5SU('I€ - 1) <-B- Tsafety

For vessel k upstream and vessel k — 1 downstream:
—x4(k) + za(k — 1) + ﬁwg,UD,l + Bsu (k) + Bsp(k —1) < —Tsafety (5-64)

—z3(k — 1) + 23(k) — Bws yp 1 + Bsu(k) + Bsp(k —1) < =B — Teafety

5-5 Bi-Directional Variable Routing case

This section will define the MILP constraints for the Bi-Directional Fixed Routing case. This
is first done in Section 5-5-1 for the routing constraints, after which the ordering constraints
are derived in Section 5-5-2.
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5-5-1 Routing constraints

The Max-Plus routing equations defined in Section 4-5-2 will be transformed to the MILP
constraints required for the optimisation, using the method presented in Section 3-8. This
will be done in the same way as is done in Section 5-3-1, because this time we do have the
Max-Plus binary control variable s; j(k) in the routing equations again for the upstream and
downstream case and also for selecting the route. We use the following transformation:

0, fors;=c¢e
s§ = (5-65)
1, fors;=¢
s; = s (5-66)
With 8 < 0 and i € [1,2,3, 4]

Firstly, for going downstream via left route 1 from state z1(k) to state x12(k), we have the
MILP routing inequality constraints for vessel k as defined in Eq. (5-67):

—z1(k) + Bs] < —uy(k)

—x2(k) + x1(k) + Bs(k) < —Ty1,2)(F)
—x3(k) + z2(k) + Bs1(k) < —Tr(2,3)
—x4(k) + z3(k) + Bs1(k) < —Tr(3.) (5-67)
—x5(k) + z4(k) + Bs1(k) < —Trs)
—w6(k) + x5(k) + Bsi(k) < =7y (5.6) (k)
—z12(k) + w6 (k) + Bs1(k) < —Ty(s,12) (k)

Secondly, for going downstream via right route 2 from state x1(k) to state x12(k), we have
the MILP routing inequality constraints for vessel k as defined in Eq. (5-68):

—z1(k) + BsS < —uy (k)

—w7(k) + @1 (k) + Bsy(k) < —Tw(1 7)(k)
—g(k) + x7(k) + Bsy(k) < —7r(78)
—z9(k) + x8(k) + Bs5(k) < —7Tr(s,9) (5-68)
—x10(k) + 29 (k) + Bs5(k) < —Tr10,11)
—z11(k) + 210(k) + Bs5(k) < —Tw(lz 13) (k)
—x12(k) + z11(k) + Bs5(k) < —Tw(11,12)(F)

Thirdly, for going upstream via left route 3 from state z12(k) to state z1(k), we have the
MILP routing inequality constraints for vessel k as defined in Eq. (5-69):

5(k)
(k)
(k)
(k)B < —Tr(5,4) (5-69)
(k)
(k)
(k)
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Fourthly, for going upstream via right route 4 from state x12(k) to state x(k), we have the
MILP routing inequality constraints for vessel k as defined in Eq. (5-70):

x7(k) — z1(k) + Bs5(k) < —Tu(r,1) (k)
zs(k) — z7(k) + Bsi(k) < —Tri7)
z9(k) — ws(k) + Bsi(k) < —Tr(98)
z10(k) — z9(k) + Bsi(k) < —Tr(10,9) (5-70)
r11(k) — z10(k) + Bs4(k) < —Ty(11,10)(K)
z12(k) — 211 (k) + Bsi(k) < —Ty2,11)(k)
—z12(k) + s4(k)B < —u12(k)

At last, to make the routing complete we have to add 2 more constraints to make sure
the MILP only selects one direction. Obviously, a vessel cannot sail both upstream and
downstream at the same time. This will be done as in Eq. 5-71, which will make sure that
either s§(k) is 0 or 1 and s$(k) the other way around. This can be extended to multiple routes
to make sure only 1 s{(k) is selected.

si(k) + s5(k) + s (5.71)
1

—si(k) — s5(k) — s
5-5-2  Ordering constraints
The Max-Plus ordering equations defined in Section 4-5-3 will be transformed to the MILP

constraints required for the optimisation, using the method presented in Section 3-8. Again,
the Max-Plus routing control variables s;;(k) are transformed as follows:

for s; =
o= 0, fors;=c¢e (5-72)
1, fors;=¢
S, =~ BSZC (5_73)

With f <« 0 and ¢ € [1,2,3,4] And, the Max-Plus binary ordering control variables, for
Wi, DD,y Wi,UUu» Wi, DU, and w; yp, u, are transformed as follows:

Where:
Wt = 0, forw;,=e (5-75)
H 1, forw;,=c¢

And, the adjoint can be approximated by:

wip =6 (1-uf,) (5-76)

with 8 <« 0. Then transforming the Max-Plus ordering equations defined in Section 4-5-3
will result in 4 pairs of 2 constraints for each vessel combination and every ordering location.
We get a pair for both vessels going downstream, a pair for both vessels going upstream, a
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pair for vessel k going downstream and k£ — 1 going upstream, and lastly, a pair for vessel k
going upstream and k — 1 going downstream. These 8 constraints will be presented for vessel

1 and 2 in node 3.
For both vessels downstream:

—x3(k) + z4(k — 1) + Bws pp1 + Bs3a(k) + Bsga(k — 1) < —Tp34

—x3(k — 1) + 24(k) — fw3 pp 1 + Bsza(k) + Bszalk —1) < =B — 7134
For both vessels upstream:

—w4(k) +23(k — 1) + Bws ypy + Bsa3(k) + Bsasz(k —1) < —7r(3.4

—z4(k — 1) + 23(k) — Bws py1 + Bsas(k) + Bsasz(k —1) < =B — Tr34
For vessel k£ downstream and vessel £k — 1 upstream:

—x3(k) + z3(k — 1) + Bws py1 + Bszalk) + Bsaz(k —1)
—x4(k — 1) + z4(k) — Bw§ py1 + Bssa(k) + Bsas(k — 1)

< —Tsafety
< *ﬁ — Tsafety

For vessel k upstream and vessel £ — 1 downstream:

—.’E4(k) + £U4(k — 1) + ng,UD,l + 65473(143) + ,88374(]{3 — 1) S _Tsafety
—x3(k — 1) + 23(k) — Bws yp 1 + Bsaz(k) + Bsza(k —1) < = — Teafety

Next, these 8 constraints will be presented for vessel 1 and 2 in node 8.
For both vessels downstream:

—xs(k) + z9(k — 1) + Bwg pp1 + Bsso(k) + Bsso(k — 1) < =759
—z8(k — 1) + x9(k) — Bwg pp1 + Bsso(k) + Bsgo(k — 1) < =B — T1(8,9)

For both vessels upstream:

—x9(k) + xs(k — 1) + Bwg yy 1 + Bs9s(k) + Bsos(k — 1) < —Tr(5)9)
—xg(k — 1) + zs(k) — Bwg yy1 + Bsgs(k) + Bsgs(k —1) < =B — 7189

For vessel k downstream and vessel k — 1 upstream:

—zg(k) + 28(k — 1) + Bwg py1 + Bsso(k) + Bsos(k — 1) < —Tsafety
—z9(k — 1) + z9(k) — Bwg py1 + Bsso(k) + Bsgs(k —1) < =B — Tsafety

For vessel k upstream and vessel £ — 1 downstream:

—x9(k) +w9(k — 1) + pwg yp 1 + Bsos(k) + Bsgo(k — 1) < —Tsafety
—xg(k — 1) 4+ x8(k) — Bw§ yp 1 + Bsos(k) + Bsso(k — 1) < = — Teafety
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5-6 Conclusion

The goal of this Chapter 5 was to transform the SMPL systems of the four IWT cases to
MILP models such that, when these MILP models are solved, an optimal schedule is gener-
ated. As stated in Chapter 1, this chapter addressed the research question:

How to transform SMPL IWT systems to MILP models?

First of all, this chapter has shown what optimal scheduling entails in the context of this
research, minimising the cumulative arrival time of all vessels. Moreover, the objective func-
tion which ensures this has been defined. Next, it was thoroughly described for the four SMPL
IWT cases that we can transform them to MILP models by transforming the Max-Plus rout-
ing equations and Max-Plus ordering equations to, respectively, MILP routing inequality
constraints and MILP ordering inequality constraints. This is done by transforming the Max-
Plus routing binary control variables and the Max-Plus ordering binary control variables to
their conventional control variable counterparts by using an approximation. This results in a
large set of linear inequality constraints that can be solved with fast solvers.

Before the MILP models can be used for scheduling, certain vessel information is required.
The overall scheduler optimisation architecture, which includes inputs and outputs, is de-
scribed in the next Chapter 6. The chapter will then also continue with the results of the
four IWT cases plus some additional scenarios.
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Chapter 6

Optimal Inland Waterway Transport
Scheduling results

This chapter will continue with the Mixed Integer Linear Programming (MILP) Inland Wa-
terway Transport (IWT) models derived in the previous chapter, and present the schedules
they generate. This is done such that we can answer the research question, as introduced in
Chapter 1:

How can we verify the designed scheduling strategy for IWT systems?

Chapter 6 is structured as follows: Firstly, Section 6-1 will introduce the architecture of
the scheduler. Next, Section 6-2 will describe the scheduling results for the Uni-Directional
Fixed Routing (UDFR) case. Thirdly, the scheduling results for the Uni-Directional Variable
Routing (UDVR) case will be shown in Section 6-3. Furthermore, Section 6-4 will continue
with the scheduling results for the Bi-Directional Fixed Routing (BDFR) case. To finalise the
four cases Section 6-5 will present the results for the Bi-Directional Variable Routing (BDVR)
case. At last, Section 6-6 will describe the results for the BDVR case, which is extended with
locks in series to show that other waterway networks can be generated from these primary
cases as well. Moreover, Section 6-7 will show some additional scenarios for this last case to
show the versatility of the scheduler. Finally, the results will be summarised and concluded
in Section 6-8.

6-1 Introduction to scheduler architecture and results

This section will introduce the architecture of the scheduler, which describes the implemen-
tation of the MILP optimisation model. This architecture is used to generate all the results
and schedules, which are presented in the remaining sections of this chapter. The overall
architecture of the MILP optimisation model can be seen in Figure 6-1, which consist of three
parts the input, the scheduler and the output. These three will be elaborated on in Sec-
tion 6-1-1, Section 6-1-2 and Section 6-1-3, respectively. Moreover, this section will present
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the method used for sharing the results and schedules. An important remark to make is that
all data used in this chapter is arbitrary and chosen, such that interesting cases to verify
the scheduling strategy can be generated. The data does not resemble an actual waterway
network or actual vessel sailing times. This will not be a problem, as the scheduling strategy
will not be validated on real-world data. These arbitrarily chosen values are sufficient to show
the working principles of the scheduling strategy. However, logical values were chosen; for
instance, the sailing time of a vessel on a waterway will always be larger than the sailing time
of a vessel within a waiting area if the vessel does not have to wait in the waiting area. At
last, as the values in this chapter are not based upon real-world data, there are also no time
units defined for all the timings. Therefore, this chapter will refer to 'time units’ as the time
unit. This unit of time could be replaced with minutes or hours; however, it was chosen not
to do this since it could be illogical and cause confusion when compared to real-world data.
Note regarding the result sharing method; each new result case will start on a new page, so
that the waterway graph and input data table are on a single page, and the schedule figure
and output data table are on a single page as well. This will improve readability.

Input Scheduler Output
Jo Jo Jo
r ) r ) s )
[ Scenario ] [ Build MILP model ] [ Optimisation ] [ Optimal schedule results ]

Vessel

properties

network data routing constraints

Lock

Modify MILP (6) solve MILP (@) Post
for feasibility problem processing properties

Generate

Vessel data : )
ordering constraints

[G) Waterway @ Generate

Network
properties

Figure 6-1: Schematic overview of the scheduler optimisation architecture

6-1-1 Scheduler input

In Table 6-1 is shown what is required to be fed into the scheduler to generate results and
optimal schedules. This input can be through a general MATLAB function, .mat file or excel
file. The scheduler input can be split into waterway network data and vessel data; both types
will be explained in further detail.

Table 6-1: Scheduler input

1) Waterway network data 2) Vessel data

1) Topology matrix T 1) Number of vessels sailing the network kmax

2) Object locations in network 2) Vessel sailing times on all waterways 7,,(; ;) (k)
3) Object processing times 7p; ;) 3) Departure location d(k)

4) Possible departure locations 4) Departure time wu;(k)

5) Possible arrival locations 5) Arrival deadlines a;(k)

6) Vessel priority o(k)
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1) Waterway network data

Before generating vessel scheduling plans, we must first define where we are scheduling the
vessels on. Therefore, we must create the waterway network the vessels are sailing. To
generate the waterway network on which the vessel will sail, we need to establish the network
graph. This can be done by defining the topology matrix T of the graph as was presented
in Section 3-4. Next, we need to define the object locations in the waterway network by
defining which arcs and nodes belong to locks and waterways. As was shown in Section 4-1,
every waterway consist of two nodes connected by one arc and every lock consists of four
nodes with three arcs connecting them in series. After having defined the object locations,
we have to specify the object processing times 77; ;. The chosen values will be presented
in the results through a table as shown in Table 6-25, where the cells marked with an ’x’
can be any arbitrary timing in ’time units’. At last, we should define the set of nodes in
the waterway network from which vessels can depart and where the vessels can arrive. The
examples presented in the remaining part of this chapter will include just a single departure
location and a single arrival location.

Table 6-2: Example table of waterway network data required by the scheduler

Operations | Vessel 1 ... Vessel kp.x

TL(Z',j) X . X

2) Vessel data

Subsequently, we will elaborate on the vessel input data. We first have to define the number
of vessels sailing the waterway network and the individual vessel sailing times 7,,(; j)(k) on
all waterways. These vessel sailing times are the times that it takes the vessel to sail those
particular waterways which they will provide the scheduler at the start of the optimisation.
As mentioned in Section 4-1, we assume these vessel sailing times to be known and constant.
Thirdly, we must define the departure location d(k). By specifying the departure location,
the arrival location (the other side of the network as we do not have multiple arrivals and
departure locations) will also be fixed. Moreover, by specifying the departure location, we
will also immediately determine the direction in which a vessel will sail, either upstream or
downstream. Next, to the departure location, the departure time w;(k), must be defined. As
mentioned earlier in Section 4-1, we cannot control the departure time of the vessel, which
is something that is often possible in Switching Max-Plus Linear (SMPL) systems. Fifthly,
we have to specify the arrival deadlines of all the vessels, which will be a hard constraint for
the scheduler. The chosen values will be presented in the results through a table as shown
in Table 6-3, where the cells marked with an 'x’ can be any arbitrary timing in ’time units’.
Again, as mentioned in the introduction of this section, the values used later on in this chapter
are chosen arbitrarily and do not resemble actual sailing times. At last, the vessel priority
can be specified by defining the output weight function o(k) for the objective function. For
instance, consider a Uni-Directional case, where we have vessel 2 which has a special type of
cargo (e.g. fresh products). This cargo makes it for vessel 2 more critical to arrive at the
arrival location faster than vessel 1. In that case, we can define o(k) as follows:

oup(1) = | 1071 ... 1071 . 107" oy(1) |, oup(k) € R (6-1)
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and
oun(2) =107 ... 107 .. 107" 0,(2) |, oun(k) € RT*" (6-2)

With 0,(2) > 04(1).

Table 6-3: Example table of vessel data required by the scheduler

Operations | Vessel 1 ... Vessel kpax
Tw(z‘7j)(l€> X .. X
d(k) X X
u,(k) X
ulﬁ(k) X X
a;(k) X b'e
alﬁ(k) X X

In the remaining part of this chapter where the results and schedules are shown, the waterway
network data table and vessel data table will be combined to a single input table and will be
presented for every case.

6-1-2 MILP model generation

This section will describe what is being computed by the scheduler in order to generate
the result and optimal schedules. Since this is actually described throughout the whole
Chapter 5, this section will be relatively short. Firstly, the routing constraints are computed
as is explained in Section 3-8 and are presented in the routing sections of Chapter 5. These
are generated based on just the topology matrix T  for all possible routes in the network
and for all vessels. Secondly, the ordering constraints are also computed as is explained in
Section 3-8 and are presented in the ordering sections of Chapter 5. These are generated for
all ordering combinations of all possible vessel pairs at every ordering location (i.e. at every
lock in the waterway network). We get for the Uni-Directional cases 2 constraints per vessel
permutation for every ordering location, and for the Bi-Directional case 8 constraints per
vessel permutation for every location. Thirdly, the MILP model is modified for feasibility and
additional constraints are added, such as; parameterisation of the routing control variables as
described in Section 3-6-1, ensuring only one route is chosen per vessel, as shown in Eq (5-71)
and ensuring vessels can only go either upstream or downstream. Moreover, a constraint that
allows for picking the starting location of individual vessels is added. At last, the MILP model
is solved, and outputs are computed. For all cases discussed in this chapter, the commercial
solver GUROBI [21] with an academic license was used. GUROBI primarily uses a Branch-
And-Bound and Cutting-Planes algorithm to find a feasible solution. However, to solve such
significant size problems within a reasonable computation time, the solver also uses a few
additional heuristic techniques as well.
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6-1-3 Scheduler output

In Table 6-4 is shown what the scheduler produces after the MILP model is solved. The
scheduler output can be split into; the vessel schedule and properties, the object schedule and
properties, and the global network properties. All three will be explained in further detail.
However, first it is good to mention that the scheduler will only return a schedule if the MILP
model is feasible for the given input data. Naturally, if an arrival deadline a;(k) is chosen to
strict, and vessel k cannot make it regardless of what other vessel are doing, it will result in
a infeasible schedule.

As can be seen in Section 5-1, in Eq (5-22) the MILP model will return a single vector

{x(k:) v(kz)}T with all the optimised states x(k) and binary control variables vector v(k).
As this is a single vector, some post-processing is required. First, all the states and binary
control variables are collected from the vector. Next, the vessel state evolutions and lock
state evolutions are created. By using the binary control variables, the route for each vessel
can be determined, and the overall vessel ordering can be derived. At last, the vessel delays
are calculated with respect to a baseline scenario, in which the optimal schedule is created
for the case the vessels would be sailing the network alone, and therefore there are no delays
caused by other vessels.

Table 6-4: Scheduler output

8) Vessel schedule and properties 9) Object schedule and properties 10) Global network properties
1) Optimal routes 1) Optimal operation times for lock ¢ 1) Cumulative arrival time Apet
2) Destination arrival time z4(k) 2) Number of lock levellings £; 2) Cumulative delays Dyet

3) Intermediate node arrival times z;(k) 3) Number of empty lock levellings L.;* 3) Make-span Ciax
4) Delays at lock i for vessel k is Ajoeri(k) 4) Occupancy at time unit Ooex,i(£)* 5) Bottleneck Byet

5) Intermediate node departure times* 5) Queue order at time unit Qjock;(t)*

* Inferred information from model output

Note some outputs follow directly from the scheduler, and other information can be inferred
from the scheduler output. This inferred information is denoted with an asterisk.

8) Vessel schedule and properties

The main outputs from the scheduler for the vessels are the; destination arrival time, inter-
mediate node arrival times and the optimal route in the case of the Variable Routing cases.
These are presented in a table of the form of Table 6-5 and visualised in a figure of the form
Figure 6-2. Moreover, we compare the generated optimal vessel schedule (with the influence
of other vessels) with the schedule for when a vessel would be sailing the waterway network
alone (without the influence of other vessels) to determine the delays Ajoeki(k), which are
presented in a table of the form of Table 6-6. At last, when delays occur, we can also infer
the intermediate node departure times from Figure 6-2. For example, we can see in the figure
that the arrival time at node 3 is 23(1) = 30, the delay at lock 1 is Ajoek,1(1) = 9 (as the vessel
is not moving and waiting in the waiting area), then the departure time at node 3 follows
IL’3(1) = 39.
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Table 6-5: Example table of vessel schedule produced by the scheduler, in case vessel k is sailing
downstream and vessel k. is sailing upstream

States | Vessel 1 ... Vessel kpax
Route Xroute e Xroute

74 first (K) z;(k) e Za(kmax)

wi,last(k‘) xa(k) s -Ti(kmax)

Table 6-6: Example table of vessel delays produced by the scheduler

Objects | Vessel 1 ... Vessel kpyax
Lock 1 Alock,l(l) R Alock,l(k;rnax)

Example - State evolution
T

%

vessel 1
— o— - deadline vessel 1

0 10 20 30 40 50 60 70 80 90
Time [time units]

Figure 6-2: Example visualisation of vessel schedule produced by the scheduler

9) Object schedule and properties

The main outputs from the scheduler for the objects are; the optimal operation times and
the number of lock levellings £;. These are presented in a table of the form of Table 6-7
and visualised in a figure of the form Figure 6-3. This table and figure show in time units
when the lock should move upstream and when the lock should move downstream. For this
example the number of lock levelling is £1 = 11. This lock schedule, as visualised in Figure 6-
3 is also shown in Figure 6-2. Since in this research, the focus is on the IWT infrastructure
perspective, it is convenient to show the lock schedule solely as well. This could, for example,
be shared with a lock operator, so he\she knows the schedule for a certain length of time.
Moreover, from Figure 6-2 we can infer the number of empty lock levellings L. 1, which is
defined as the number of lock operations when no vessel occupies the lock. Thus, the case
when the lock has to go to the other water level to pick up the vessel on the other side, while
no vessel is in the lock. Although, not very informative, as we only show the schedule of
a single vessel, but for Figure 6-2, we would get L.1 = 1. Additionally, we can infer the
occupancy for lock i at time unit ¢t with Ojoexi(t). For instance, Ojoek,1(35) = vessel 1. At
last, we can see the queue order and queue length for lock ¢ at time unit ¢ with Qo i(t). For
example, Qjock,1(40) = vessel 1. Actually, we could also determine the throughput time for
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each lock, but as we have assumed in this research that the lock operation times are all the
same, this is not an interesting insight and the throughput of all locks would be the same.

Table 6-7: Example table of lock schedule produced by the scheduler

Objects | Direction Timings
Upstream 39
Downstream | 44

Lock 1

Lock state evolution
T T

States

I I I I I
0 20 40 60 80 100 120
Time [time units]

Figure 6-3: Example visualisation of vessel schedule produced by the scheduler

10) Global network properties

At last, we can derive several global waterway network properties from the scheduler, which
are summarised below. With these, we can analyse the network for efficiency and possibly
compare different scenarios in future research.

The cumulative arrival times A,et, is defined as the sum of all individual vessel destination
arrival times z,(k):

kmax

Anet = Z ma(k) (6'3)

k=1
The cumulative vessel delays Dyet, is defined as the sum of all individual vessel delays at locks
A(k):

kmax

Duet = »_ A(K) (6-4)
k=1

The make-span Ciax uses the definition as described in Section 3-7 and as is often used in
other scheduling literature. The maximum of all vessel arrival times:

Conax = max ({za (k) , - . ., Za(kmax) }) (6-5)

The bottleneck B¢t is defined as the lock where most vessel delays occur. This is defined as
the maximum of the sum of all vessel delays for each lock:

kmax k/'max

Bnet = max Z Alock,i(k)7 ceey Z Alock,imax(k) (6_6)
k=1 k=1
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6-2 Uni-Directional Fixed Routing case

This section will present the scheduler results for the UDFR case. The scheduler consist of the
MILP model formulation as presented in 5-1, the SMPL equations as described in Section 4-2,
which are transformed to MILP model constraints, as described in Section 5-2. This section
will present the results when six vessels are sailing through the network.

As described in Section 6-1, first the inputs; the waterway network data and the vessel data,
have to be defined. The waterway network graph results from the following topology matrix:

Tuprr =

oo oo oo
(R I e Me M)
o R OO OO

oo oo o
(el eloall =
[ eNel =]

This produces the waterway network of Figure 6-4, where the blue arcs represent the water-
ways and the red arcs represent the lock area, with the solid line illustrating the waiting areas
and the dotted line illustrating the lock itself. The arc weights (i.e. sailing timings 7,,(; ;) (k)
and operation timings 77,; ;)) and the nodes (i.e. states z;(k)) are also shown in the figure.
The practical definitions of the states follow the description presented in Section 4-1. To re-
cap, the definitions of all states are given in Table 6-8 and of all timings in Table 6-9. Note, to
keep the size of the thesis manageable these definitions tables will not be shown for the cases
in the remainder of this chapter. It can be seen that the waterway network consists of one
lock between node 3 and 4 (also denoted with the squared markers). To repeat, overtaking
within the locks is not possible. All vessels will start at z;(k) and will travel through the
network to either z¢(k). As we have vessels sailing only downstream and no routing decision
has to be made by the scheduler, we have the UDFR case. Next, we define the vessel specific
waterway sailing timings 7,,(; ;)(k) and the lock specific levelling timings 77,; j), which are
shown in Table 6-10. Moreover, the vessel specific departure location d(k), the departure
time u;(k) and arrival deadline a;(k) are given as well.

It can be seen in Table 6-10 that we simulate a scenario in which vessels 2, 4, and 6 are faster
than vessels 1, 3 and 5, because the sailing times 7,,(; j)(k) of vessel 2, 4 and 5 are less. The
vessel priorities (k) are equal for all six vessel as well. At last, the vessels depart one time
unit after the preceding vessel, with vessel 1 departing at time unit 1.

Table 6-8: Definitions of state variables z;(k) of Figure 6-4

State event variable Description

x1(k) Time instant when vessel k enters waterway 1

xa(k) Time instant when vessel k enters waiting area 1 and leaves waterway 1
x3(k) Time instant when vessel k enters the lock and leaves waiting area 1
x4(k) Time instant when vessel k enters waiting area 2 and leaves the lock

x5 (k) Time instant when vessel k enters waterway 2 and leaves waiting area 2
x¢(k) Time instant when vessel k leaves waterway 2
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Table 6-9: Definitions of sailing times 7,,(; j)(k) and lock operation times 7, ;) of Figure 4-1

Timings Description

Sailing time of vessel k from the start of waterway 1 to the end of waterway 1

Tw(1,2) (k)

TLEQ‘Q; Operation time from the start of waiting area 1 to the end of waiting area 1
TL(3,4) Lock operation (i.e. drainage) time to level the water to the other side of the lock
TL(4,5) Operation time from the start of waiting area 2 to the end of waiting area 2
Tw(s,6)(k) Sailing time of vessel k from the start of waterway 2 to the end of waterway 2

Table 6-10: The vessel data and object data for the UDFR case with locks in series in time
units, which includes; sailing times 7,,(; j)(k), lock operation times 7; ;), departure location
d(k), departure time u;(k) and arrival deadlines a;(k) for 6 vessels sailing the waterway network

Variables

Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6

Tw(1,2) (k)
TL(2,3)
TL(3,4)
TL(4,5)

Tw(5,6) (k)

d(k)
ul(k)
ag (k)

25 15 25 15 25
2 2 2 2 2
5 ) 5 ) 5
2 2 2 2 2
25 15 25 15 25
1 1 1 1 1
1 3 5
65 75 85 95 105

15
2
5
2

15

UDFR Waterway Network Layout

%09
T-u:(l,Q)(k)

1%tk

TL(2.3)

X500

TL(3.4)

X

TL(4.5)

] 5(/‘)
Ta1:(5.6)(k)

.6(/\’)

Figure 6-4: The waterway network layout for the UDFR case; with the blue arcs representing the
waterways and the red arcs representing the lock area, where the solid line illustrates the waiting
areas and the dotted line illustrates the lock itself
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After having defined the waterway network input data and the vessel input data, the scheduler
for the UDFR case was executed, and a feasible solution was found. We continue this section
with the scheduler output. As described in Section 6-1-3, the scheduler output can be split
into; the vessel schedule and properties, the object schedule and properties, and the global
network properties. All three will be presented in the remainder of this section.

Firstly, this section will present the vessel schedule and vessel properties. The optimal sched-
ule and subsequent state evolution of the six vessels can be seen in Table 6-11 and is visualised
in Figure 6-5. Moreover, the destination and intermediate node arrival times are given. As
can be seen the order of lock passing is for the lock (node 3 and 4):

Vessel 2 — Vessel 1 — Vessel 4 — Vessel 3 — Vessel 6 — Vessel 5

We would expect the faster vessels 2, 4, and 6 to overtake the other vessels, be processed by
the lock earlier and arrive at their destination the earliest. However, we can see from the
ordering that this is not the case. We can see that the lock does not operate purple vessel
4 and cyan vessel 6 even though they arrive before blue vessel 1. This ordering is because,
otherwise, blue vessel 1 will not make its arrival deadline. Therefore, the scheduler decides
to keep purple vessel 4 and cyan vessel 6 in the waiting area. Then when blue vessel 1 has
passed, the lock returns to z3 to pick up the purple vessel 4. By then, all vessels have arrived
at the lock and are waiting. Again, when the lock returns to zg from dropping off purple
vessel 4, it is expected to take cyan vessel 6 next as it is waiting for the longest. However, the
scheduler decides that yellow vessel 3 should go first; otherwise, it will not make its arrival
deadline. Thus, cyan vessel 6 has to wait again. We can see from the results that this new
scheduling strategy will make sure the vessels reach their arrival deadline. If the scheduling
strategy was based on the First-come, First-serve principle, blue vessel 1 and yellow vessel 3
would have missed their arrival deadlines. Thus we can verify from the simulations that the
scheduling strategy works.
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Table 6-11: The optimal IWT schedule for the UDFR case in time units, which includes; the
intermediate event timings z;(k) and the arrival time at zg(k) for 6 vessels sailing the waterway

network
States | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
x1(k) 1 2 3 4 5 6
xo(k) 26 17 28 19 30 21
x3(k) 29 19 49 39 69 59
x4(k) 34 24 54 44 74 64
x5(k) 36 26 56 46 76 66
x6(k) 61 41 81 61 101 81

$

vessel 1

— ©— - deadline vessel 1

Lock

— ©o— - deadline vessel 2
vessel 3
deadline vessel 3

vessel 4

— o— - deadline vessel 4 ||

vessel 5

— ©— - deadline vessel 5
vessel 6
deadline vessel 6

........ Lock

States

60 100 120
Time [time units]

Figure 6-5: Visualisation of the optimal IWT schedule for the UDFR case shown in Table 6-11,
with the grey shaded area representing the locks
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Moreover, the optimal schedule results in delays for some vessels compared to when the vessel
would be sailing the waterway network alone (without the influence of other vessels). The
delays in time units for each vessel per lock can be seen in Table 6-12. These vessel delays
are visualised in Appendix B-1 in Figure B-1.

Table 6-12: The individual vessel delays per lock for the UDFR case in time units

Objects | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Lock 1 1 0 19 18 37 36

Secondly, this section will continue with presenting the object schedule and object properties.
The optimal schedule and subsequent state evolution of the lock can be seen in Table 6-13
and is visualised in Figure 6-6. We can see the number of lock levellings for the lock, with;
L1 = 11. Moreover, we can infer the number of empty lock levellings from Figure 6-5, with;
Le1 =5, which makes sense as vessels are all coming from the same direction, thus the lock
has to go back empty each time. At last, we can see the occupancy for lock i at time unit ¢.
For instance, Ojock,1(40) = vessel 4. The queue order and queue length for lock i at time unit
t can also be derived, for example, Qjock,1(40) = 3™ vessel 5 — 29 vessel 6 — 15t vessel 3.

Table 6-13: The optimal lock schedule for the UDFR case in time units, which includes for the
lock the time when it should move upstream and when it should move downstream

Objects | Direction Timings
Lock 1 Upstream 19 29 39 49 59 69
Downstream | 24 34 44 54 64 74
Lock state evolution
3
0 20 40 60 80 100 120

Time [time units]

Figure 6-6: Visualisation of the optimal lock schedule for the UDFR case shown in Table 6-13
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Thirdly, to conclude the results for the UDFR case, Table 6-14 shows the global network
properties in time units as defined in Section 6-1. We have one route with one lock, therefore
the bottleneck is rather obvious.

Table 6-14: The global network properties in time units for the UDFR case

Variable Value [time units]

Anet 426
Dhret 111
Chet 101
Bhet Lock 1
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6-3 Uni-Directional Variable Routing case

This section will present the scheduler results for the UDVR case. The scheduler consist of the
MILP model formulation as presented in 5-1, the SMPL equations as described in Section 4-3,
which are transformed to MILP model constraints, as described in Section 5-3. This section
will present the results when six vessels are sailing through the network.

As described in Section 6-1, first the inputs; the waterway network data and the vessel data,
have to be defined. The waterway network graph results from the following topology matrix:

0 1000010000 0
001000000000
000100000000
000010000000
000001000000
0000000DO0OO0OO01
ToovR =100 000001000 0 (6-8)
0000000O0T100 0
0000000O0O0OT1O00
0000000O0O0OT1O0
0000000DO0OOO01
0 00000O0O0O0OO0 0

This produces the waterway network of Figure 6-7, where the blue arcs represent the wa-
terways and the red arcs represent the lock area, with the solid line illustrating the waiting
areas and the dotted line illustrating the lock itself. The arc weights (i.e. sailing timings
Tw(i,j) (k) and operation timings 77; j)) and the nodes (i.e. states z;(k)) are also shown in the
figure. The practical definitions of the states follow the description presented in Section 4-1.
To be complete, the definitions of all states are also given in Appendix B-2. It can be seen
that the waterway network consists of two locks; lock 1 between node 3 and 4 and lock 2
between node 8 and 9 (also denoted with the squared markers). To repeat, overtaking within
the locks is not possible. All vessels will start at z1(k) and will travel through the network
to x12(k). As the scheduler decides if a vessel should take the left or the right route, and we
have vessels only sailing downstream, we have the UDVR case. Next, we define the vessel
specific waterway sailing timings 7,,(; j)(k) and the lock specific levelling timings 77,; j), which
are shown in Table 6-15. Moreover, the vessel specific departure location d(k), the departure
time u;(k) and arrival deadline a;(k) are given as well.

It can be seen in Table 6-15 that we simulate a scenario in which the lock operation times
Tr(i,5) are equal for both locks. Moreover, the vessel sailing timings Tw(iyj)(k?) and the vessel
priorities o (k) are equal for all six vessel as well. At last, the vessels depart 5 time unit after
the preceding vessel, with vessel 1 departing at time unit 0.
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Table 6-15: The vessel data and object data for the UDVR case in time units, which includes;
sailing times 7,,(; jy(k), lock operation times 77,(; jy, departure location d(k), departure time u;(k)
and arrival deadlines a;(k) for 6 vessels sailing the waterway network

Operations | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Tw(m)(k) 25 25 25 25 25 25
TL(?,S) 2 2 2 2 2 2
o A
TL(4,5)
7'1‘,(576)(16) 25 25 25 25 25 25
7'7‘)(6712>(k) 25 25 25 25 25 25
Tw(177)(k) 25 25 25 25 25 25
TL(7.8) 2 2 2 2 2 2
TL(8,9) 5 5 5 5 5 5
TL(9, 2 2 2 2 2 2
Twﬁolj)l)(k:) 25 25 25 25 25 25
Tw(ll,lQ)(k) 25 25 25 25 25 25
d(k) 1 1 1 1 1 1
uy (k) 0 5 10 15 20 25
aiz(k) 90 100 110 120 130 140
UDVR Waterway Network Layout
>
To2) (k) 1y — Tu(,) (k)
g 1%t
TrL(2,3) THs)
" A
TL(3.4)
TL(8,9)
fm P
TL(4,5)
TL(9,10)
Xt oty
5,6) (K
Tuts) (k) Tw(10.11) (k)
.)(6(/9 .)(77(/\')
Tuv(G.l?)(k) Tuv(llJ?)(k)
Nalky

Figure 6-7: The waterway network layout for the UDVR case; with the blue arcs representing the
waterways and the red arcs representing the lock area, where the solid line illustrates the waiting
areas and the dotted line illustrates the lock itself

Master of Science Thesis Mike Pesselse
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After having defined the waterway network input data and the vessel input data, the scheduler
for the UDVR case was executed, and a feasible solution was found. We continue this section
with the scheduler output. As described in Section 6-1-3, the scheduler output can be split
into; the vessel schedule and properties, the object schedule and properties, and the global
network properties. All three will be presented in the remainder of this section.

Firstly, this section will present the vessel schedule and vessel properties. The optimal sched-
ule and subsequent state evolution of the six vessels can be seen in Table 6-16 and is visualised
in Figure 6-8. Moreover, the destination and intermediate node arrival times are given. As
can be seen the order of lock passing is for the first lock (node 3 and 4):

Vessel 1 — Vessel 3 — Vessel 5
For the second lock (node 8 and 9):
Vessel 2 — Vessel 4 — Vessel 6

As all vessels have equal sailing times 7, ;)(k), lock operation times 7(; ;y and no vessel
has a priority over other vessels, we can expect the vessels to arrive in their departure order.
Moreover, this is an interesting case because all vessels depart 5 time units after the preceding
vessel. As the operating time of the locks is also exactly 5 see, 77,3 4) = 5 and 7,3 9) = 5, the
vessels should be able to sail the network without any delays when they would be scheduled
alternately on left route 1 and right route 2. This is confirmed by the simulation. As shown,
the odd-numbered vessels are scheduled on left route 1 and the even-numbered vessels are all
scheduled on right route 2.
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Table 6-16: The optimal IWT schedule for the UDVR case in time units, which includes; the
route the vessels are scheduled on, the intermediate event timings x;(k) and the arrival time at

x12(k) for 6 vessels sailing the waterway network

States | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6

Route Left
z1(k)
w2 (k)
x3(k)
z4(k)
w5(k)
z6(k)
z7(k)
rg(k)
x9(k)
x10(k)
xll(k)
xlz(k})

0
25
27
32
34
59

Right Left
5 10
- 35
- 37
- 42
- 44
- 69

30 -
32 -
37 -
39 -
64 -
89 94

Right
15

Left
20
45
47
52
54
79

Right
25

50
52
o7
99
84
109

vessel 1
— O~ - deadline vessel 1
vessel 2
— ©— - deadline vessel 2
vessel 3
deadline vessel 3 [
vessel 4
— O0— - deadline vessel 4
vessel 5
— ©— - deadline vessel 5
vessel 6
deadline vessel 6

20

40 60

80

Time [time units]

140

Figure 6-8: Visualisation of the optimal IWT schedule for the UDVR case shown in Table 6-16,
with the grey shaded area representing the locks (note, the numbering on the state axis)
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As mentioned, due to the late departures and the optimal alternation of vessels on left route
1 and right route 2, there are no delays in the schedule. However, for completeness, the delay
table is shown in Table 6-22.

Table 6-17: The individual vessel delays per lock for the UDVR case in time units

Objects | Direction Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Lock 1 Downstream | 0 - 0 - 0 -
Lock 2 Downstream | - 0 - 0 - 0

Secondly, this section will continue with presenting the object schedule and properties. The
optimal schedule and subsequent state evolution of the lock can be seen in Table 6-18 and
is visualised in Figure 6-9. We can see the number of lock levellings for the two locks, with;
L1 =5and L9 = 5. Moreover, we can infer the number of empty lock levellings from Figure 6-
14, with; L1 = 2 and Le = 2. At last, we can see the occupancy for lock ¢ at time unit ¢.
For instance, Ojoek,1(40) = vessel 3. As there are no delays in the schedule there are also no
queues to determine, for example, Qjock 1(35) = none.

Table 6-18: The optimal lock schedule for the UDFR case in time units, which includes for each
lock the time when it should move upstream and when it should move downstream

Objects | Direction Timings
Upstream 27 37 47
Lock 1 Downstream | 32 42 52
Upstream 32 42 52
Lock 2 Downstream | 37 47 57
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Lock 1 state evolution
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Figure 6-9: Visualisation of the optimal lock schedule for the UDVR case shown in Table 6-18

Thirdly, to conclude the results for the UDVR case, Table 6-19 shows the global network
properties in time units as defined in Section 6-1. We have two routes with no bottlenecks,

because no delays occur in the schedule.

Table 6-19: The global network properties in time units for the UDVR case

Master of Science Thesis

Variable

Value [time units]

Anet
Dnet
Cnet
Bnet

470
0
109
none
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6-4 Bi-Directional Fixed Routing case

This section will present the scheduler results for the BDFR case. The scheduler consist of the
MILP model formulation as presented in 5-1, the SMPL equations as described in Section 4-4,
which are transformed to MILP model constraints, as described in Section 5-4. This section
will present the results when six vessels are sailing through the network.

As described in Section 6-1, first the inputs; the waterway network data and the vessel data,
have to be defined. The waterway network graph results from the following topology matrix:

TBpFR = (6-9)

OO = O = O
_ o = O O O
o= O O O O

OO O O+~ O
SO O = O =
SO O = OO

This produces the waterway network of Figure 6-10, where the blue arcs represent the water-
ways and the red arcs represent the lock area, with the solid line illustrating the waiting areas
and the dotted line illustrating the lock itself. The arc weights (i.e. sailing timings 7,,(; j)(k)
and operation timings 77,; ;)) and the nodes (i.e. states z;(k)) are also shown in the figure.
The practical definitions of the states follow the description presented in Section 4-1. To be
complete, the definitions of all states are also given in Appendix B-3. It can be seen that the
waterway network consists of one lock between node 3 and 4 (also denoted with the squared
markers). To repeat, overtaking within the locks is not possible. All vessels will start either
at x1(k) or at zg(k) and will travel through the network to either zg(k) or z1(k), respectively.
As we have vessels sailing upstream and downstream and no routing decision has to be made
by the scheduler, we have the BDFR case. Next, we define the vessel specific waterway sailing
timings 7,,(; ;)(k) and the lock specific levelling timings 77,(; j), which are shown in Table 6-20.
Moreover, the vessel specific departure location d(k), the departure time wu;(k) and arrival
deadline a;(k) are given as well.

It can be seen in Table 6-20 that we simulate a scenario in which vessels 1, 3, and 5 sail
downstream, and vessels 2, 4 and 6 sail upstream. Moreover, we can see that vessels 3 and 4
are faster than vessels 1, 2, 5 and 6, because the sailing times 7,,(; j)(k) of vessel 3 and 4 are
less. The vessel priorities o(k) are equal for all six vessel as well. At last, the vessels depart
one time unit after the preceding vessel, with vessel 1 departing at time unit 1.
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Table 6-20: The vessel data and object data for the BDFR case in time units, which includes;
sailing times 7,,(; jy(k), lock operation times 77,(; jy, departure location d(k), departure time u;(k)

and arrival deadlines a;(k) for 6 vessels sailing the waterway network

Operations | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6

25 25 15
2 2 2
5 ) )
2 2 2
25 25 15
1 6 1
1 - 3
- 2

- 75 -
65 - 85

15
2
)
2

15

25
2
)
2

25

25
2
5
2

25

BDFR Waterway Network Layout
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Figure 6-10: The waterway network layout for the BDFR case; with the blue arcs representing
the waterways and the red arcs representing the lock area, where the solid line illustrates the

waiting areas and the dotted line illustrates the lock itself
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After having defined the waterway network input data and the vessel input data, the scheduler
for the BDFR case was executed, and a feasible solution was found. We continue this section
with the scheduler output. As described in Section 6-1-3, the scheduler output can be split
into; the vessel schedule and properties, the object schedule and properties, and the global
network properties. All three will be presented in the remainder of this section.

Firstly, this section will present the vessel schedule and vessel properties. The optimal sched-
ule and subsequent state evolution of the six vessels can be seen in Table 6-21 and is visualised
in Figure 6-11. Moreover, the destination and intermediate node arrival times are given. As
can be seen the order of lock passing is for the lock (node 3 and 4):

Vessel 3 — Vessel 4 — Vessel 1 — Vessel 2 — Vessel 5 — Vessel 6

We would expect the faster vessels 3 and 4 to overtake the other vessels, be processed by
the lock earlier and arrive at their destination the earliest. Moreover, as vessels 1, 2, 5, and
6 have equal sailing times Tw(iyj)(k), lock operation times 77; jy and no vessel has a priority
over other vessels, we can expect them to arrive in their departure order. Both statements
are confirmed by the results.
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Table 6-21: The optimal IWT schedule for the BDFR case in time units, which includes; the
intermediate event timings x;(k) and the arrival time at x1(k) or x¢(k) for 6 vessels sailing the
waterway network

States | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
x1(k) 1 70 3 48 5 82
xo(k) 26 45 18 33 30 57
x3(k) 32 43 20 31 44 55
x4(k) 37 38 25 26 49 50
x5(k) 39 27 27 19 51 31
x6(k) 64 2 42 4 76 6

BDFR - State evolution
¥

vessel 1

— ©— - deadline vessel 1

vessel 2

— ©o— - deadline vessel 2

vessel 3

deadline vessel 3

vessel 4

— o— - deadline vessel 4 ||

vessel 5

— ©— - deadline vessel 5
vessel 6
deadline vessel 6

........ Lock

States

80 100 120

Time [time units]

Figure 6-11: Visualisation of the optimal IWT schedule for the BDFR case shown in Table 6-21,
with the grey shaded area representing the locks
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Moreover, the optimal schedule results in delays for some vessels compared to when the vessel
would be sailing the waterway network alone (without the influence of other vessels). The
delays in time units for each vessel per lock can be seen in Table 6-22. These vessel delays
are visualised in Appendix B-3 in Figure B-2.

Table 6-22: The individual vessel delays at the lock for the BDFR case in time units

Objects | Direction Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6

Downstream | 4

Lock 1 Upstream -

- 0
9 -

- 12 -
5 - 17

Secondly, this section will continue with presenting the object schedule and object properties.
The optimal schedule and subsequent state evolution of the lock can be seen in Table 6-23
and is visualised in Figure 6-12. We can see the number of lock levellings for the lock, with;
L1 = 6. Moreover, we can infer the number of empty lock levellings from Figure 6-11, with;
Le1 = 0, which makes sense as vessels can immediately be picked up from the other direction.
At last, we can see the occupancy for lock ¢ at time unit ¢. For instance, Ojock,1(40) = vessel 2.
The queue order and queue length for lock ¢ at time unit ¢ can also be derived, for example,
Qlock,1(40) = 274 vessel 6 — 15 vessel 5.

Table 6-23: The optimal lock schedule for the BDFR case in time units, which includes for the
lock the time when it should move upstream and when it should move downstream

Objects | Direction Timings
Upstream 20 32 44
Lock 1
¢ Downstream | 26 38 50
Lock state evolution
8
Al \ 1 1 1 ]
0 20 40 60 80 100 120

Time [time units]

Figure 6-12: Visualisation of the optimal lock schedule for the BDFR case shown in Table 6-23

Mike Pesselse

Master of Science Thesis



6-4 Bi-Directional Fixed Routing case 109

Thirdly, to conclude the results for the BDFR case, Table 6-24 shows the global network
properties in time units as defined in Section 6-1. We have one route with one lock, therefore
the bottleneck is rather obvious.

Table 6-24: The global network properties in time units for the BDFR case

Variable Value [time units]

Apet 382
Dhet 47
Cnet 82

Bhet Lock 1

Master of Science Thesis Mike Pesselse



110 Optimal Inland Waterway Transport Scheduling results

6-5 Bi-Directional Variable Routing case

This section will present the scheduler results for the BDVR case. The scheduler consist of the
MILP model formulation as presented in 5-1, the SMPL equations as described in Section 4-5,
which are transformed to MILP model constraints, as described in Section 5-5. This section
will present the results when six vessels are sailing through the network.

As described in Section 6-1, first the inputs; the waterway network data and the vessel data,
have to be defined. The waterway network graph results from the following topology matrix:

010000100000
101000000000
010100000000
001010000000
000101000000
000010000O0GO0TO 01

TevR =110 0000010000 (6-10)
0000O0O0DT1O0T1000
0000O0O0O0T1O0T1O00
000000D0O0T1O0T10
00000O00O0GO0T1TO01
000001000010

This produces the waterway network of Figure 6-13, where the blue arcs represent the water-
ways and the red arcs represent the lock area, with the solid line illustrating the waiting areas
and the dotted line illustrating the lock itself. The arc weights (i.e. sailing timings 7,,(; j)(k)
and operation timings 7;; ;)) and the nodes (i.e. states z;(k)) are also shown in the figure.
The practical definitions of the states follow the description presented in Section 4-1. To be
complete, the definitions of all states are also given in Appendix B-4. It can be seen that
the waterway network consists of two locks; lock 1 between node 3 and 4 and lock 2 between
node 8 and 9 (also denoted with the squared markers). To repeat, overtaking within the locks
is not possible. All vessels will start either at x;(k) or at x12(k) and will travel through the
network to either x12(k) or z1(k), respectively. As the scheduler decides if a vessel has to take
the left or the right route, and we have vessels sailing upstream and downstream, we have
the BDVR case. Next, we define the vessel specific waterway sailing timings Tw(m-)(k) and
the lock specific levelling timings 77,(; jy, which are shown in Table 6-25. Moreover, the vessel
specific departure location d(k), the departure time u;(k) and arrival deadline a;(k) are given
as well.

It can be seen in Table 6-25 that we simulate a scenario in which vessels 1, 3, and 5 sail
downstream, and vessels 2, 4 and 6 sail upstream. The lock operation times 7r,; ;) are equal
for both locks. The vessel sailing timings 7,,(; j)(k) and the vessel priorities o (k) are equal for
all six vessel as well. At last, the vessels depart one time unit after the preceding vessel, with
vessel 1 departing at time unit 1.
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Table 6-25: The vessel data and object data for the BDVR case in time units, which includes;
sailing times 7,,(; jy(k), lock operation times 77,(; jy, departure location d(k), departure time u;(k)
and arrival deadlines a;(k) for 6 vessels sailing the waterway network

Operations | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Tu(1,2) (k) 25 25 25 25 25 25
TL(2,3) 2 2 2 2 2 2
TL(3,4) 5 5 5 5 5 5
TL(4,5) 2 2 2 2 2 2
Tu(5,6) (k) 25 25 25 25 25 25
Tu(6,12) (k) 25 25 25 25 25 25
Tu(1,7) (k) 25 25 25 25 25 25
TL(7,8) 2 2 2 2 2 2
TL(8,9) 5 5 5 5 5 5
TL(9,10) 2 2 2 2 2 2
Tw(l(),ll)(k) 25 25 25 25 25 25
Tw(ll,lZ) (k) 25 25 25 25 25 25
d(k) 1 12 1 12 1 12
ul(k) 1 - 3 - 5 -
u12(k) - 2 - 4 - 6
ay (k) - 100 - 120 - 140
a1z(k) 90 - 110 - 130 -

BDVR Waterway Network Layout

Tu2)(k) 1ty — Tu(1,7y (k)
%ty 1%t
TL(23) TL(738)
.)(a(/f) .)(8("')
TL(3,4) T
L(8,9)
.)(4(’9 -)(9(/")
TL(4,5) TL(9,10)
IR3C) [ oty
w(5,6 k
Tu(s.6) (k) Tu(10,11) (k)
5ty oty
Tm(ﬁ,l?)(k) < - > Tw(lLlZ)(k")
12(k)

Figure 6-13: The waterway network layout for the BDVR case; with the blue arcs representing
the waterways and the red arcs representing the lock area, where the solid line illustrates the
waiting areas and the dotted line illustrates the lock itself
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After having defined the waterway network input data and the vessel input data, the scheduler
for the BDVR case was executed, and a feasible solution was found. We continue this section
with the scheduler output. As described in Section 6-1-3, the scheduler output can be split
into; the vessel schedule and properties, the object schedule and properties, and the global
network properties. All three will be presented in the remainder of this section.

Firstly, this section will present the vessel schedule and vessel properties. The optimal sched-
ule and subsequent state evolution of the six vessels can be seen in Table 6-26 and is visualised
in Figure 6-14. Moreover, the destination and intermediate node arrival times are given. As
can be seen the order of lock passing is for the first lock (node 3 and 4):

Vessel 1 — Vessel 5 — Vessel 4
For the second lock (node 8 and 9):

Vessel 3 — Vessel 2 — Vessel 6
As all vessels have equal sailing times 7,,(; ;) (k), lock operation times 77 ;) and no vessel has
a priority over other vessels, we can expect vessels which are scheduled on the same route

and sail the same direction (i.e. upstream or downstream) to arrive in their departure order.
This is confirmed by the results.
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Table 6-26: The optimal IWT schedule for the BDVR case in time units, which includes; the
route the vessels are scheduled on, the intermediate event timings x;(k) and the arrival time at
x1(k) or x12(k) for 6 vessels sailing the waterway network

States | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Route Left Right Right Left Left Right
1 (k) 1 86 3 88 5 96
2o (k) 26 . ; 63 30 _
z3(k) 28 - - 61 38 -
z4(k) 33 : - 56 43 ;
z5(k) 35 - : 54 45 .
z6(k) 60 - - 29 70 -
zr(k) - 61 28 - - 71
zs(k) - 59 30 - - 69
zo(k) - 54 35 - - 64
210(k) _ 52 37 - - 56
I11 (/{) - 27 62 - - 31
z12(k) 85 2 87 4 95 6
« BDVR - State evolution
12 T T f
\ ‘ ‘ —0o—- éz:?iilnje vessel 1
X ‘ ‘ vessel 2 W
} \ — ©— - deadline vessel 2
0] ‘ ‘ ;:Zilni vessel 3 [T
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Xg L Jissassssssssssssssss 1 I vessel 5 -
! ‘ — ©— - deadline vessel 5
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Xg ‘ ‘ ........ ?eidline vessel 6 |
| T
7 \ \ \ n
| | |
‘, | o
g i i i
5 i o |
’ | L
| | |
o | o .
| | |
o | L .
| | |
X4 ‘ ‘ ‘
| | |
X3 ! ! !
| | |
o | A ]
2 | | |
) | o
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Figure 6-14: Visualisation of the optimal IWT schedule for the BDVR case shown in Table 6-26,
with the grey shaded area representing the locks (note, the numbering on the state axis)
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Moreover, the optimal schedule results in delays for some vessels compared to when the vessel
would be sailing the waterway network alone (without the influence of other vessels). The
delays in time units for each vessel per lock can be seen in Table 6-27. These vessel delays
are visualised in Appendix B-4 in Figure B-3.

Table 6-27: The individual vessel delays per lock for the BDVR case in time units

Objects | Direction Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6

Lock 1 Downstream | 0 - - 0 6 -
Upstream - - - - - -
Downstream | - 0 0 - - -

Lock 2 Upstream - - - - - 6

Secondly, this section will continue with presenting the object schedule and properties. The
optimal schedule and subsequent state evolution of the lock can be seen in Table 6-28 and
is visualised in Figure 6-15. We can see the number of lock levellings for the two locks,
with; £ = 4 and Lo = 4. Moreover, we can infer the number of empty lock levellings from
Figure 6-14, with; L1 =1 and Le2 = 1. At last, we can see the occupancy for lock ¢ at time
unit ¢. For instance, Ojock,1(40) = vessel 5. The queue order and queue length for lock i at
time unit ¢ can also be derived, for example, Qo 1(35) = 15 vessel 5.

Table 6-28: The optimal lock schedule for the BDVR case in time units, which includes for each
lock the time when it should move upstream and when it should move downstream

Objects | Direction Timings
Upstream 28 38 56
Lock 1 Downstream | 33 43 -
Lock 2 Upstream 30 54 64

Downstream | 35 59 -
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Lock 1 state evolution
T T T

states

I I I I I I
0 20 40 60 80 100 120 140
Time [time units]

Lock 2 state evolution
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0 20 40 60 80 100 120 140
Time [time units]

Figure 6-15: Visualisation of the optimal lock schedule for the BDVR case shown in Table 6-28

Thirdly, to conclude the results for the BDVR case, Table 6-29 shows the global network
properties in time units as defined in Section 6-1. We have two routes, with the same number
of vessels sailing the waterways with equal sailing times. Therefore, we would expect to see
the same amount of delays on both routes and no obvious bottleneck in the IWT system. As
can be seen, we have a delay of 6 time units on both routes, and therefore, the results confirm
this.

Table 6-29: The global network properties in time units for the BDVR case

Variable Value [time units]

Apet 537
Dhuet 12
Cnet 96
Bret none
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6-6 Bi-Directional Variable Routing case with locks in series

In order to show that we can generate different waterway networks using these four basic
cases, an additional case was created by stacking the BDFR case on top of the BDVR case,
which results in a waterway network with two locks in a row. This is done to show that
every conceivable waterway network can be scheduled. The scheduler consist of the MILP
model formulation as presented in 5-1, the SMPL equations as described in Section 4-4 and
Section 4-5, which are transformed to MILP model constraints, as described in Section 5-4
and Section 5-5. This section will present the results when six vessels are sailing through the
network.

As described in Section 6-1, first the inputs; the waterway network data and the vessel data,
have to be defined. The waterway network graph results from the following topology matrix:

01 0000000O0O0O0GO0GO0GO0QO
10100000000O0OOO0O0O0
01010000000O00O0GO0TO0O0
0010100000000O0GO0TO0O0
0001010000100000
0000101000000O00O0TO0O0
0000010100000O0GO0TO0O
0000001010000000O0
TBIFRC =10 0 0000 00101000000 (6-11)
00000000100O0GO0GO0GO01
0000100000O0T10000O0
00000000O0O0T1O0T1O00O00O0
0000D0000O0O0O0TL1O0T1O0O0
00000000O0O0O0GO0TLOTLO
0000000O0O0O0O0GO0GO0T1O01
0 0000000010000 10

This produces the waterway network of Figure 6-16, where the blue arcs represent the water-
ways and the red arcs represent the lock area, with the solid line illustrating the waiting areas
and the dotted line illustrating the lock itself. The arc weights (i.e. sailing timings 7,,(; j)(k)
and operation timings 77,; ;)) and the nodes (i.e. states z;(k)) are also shown in the figure.
The practical definitions of the states follow the description presented in Section 4-1. To be
complete, the definitions of all states are also given in Appendix B-5. It can be seen that
the waterway network consists of three locks; lock 1 between node 3 and 4, lock 2 between
node 7 and 8, and lock 3 between node 12 and 13 (also denoted with the squared markers).
To repeat, overtaking within the locks is not possible. All vessels will start either at x(k)
or at x16(k) and will travel through the network to either z14(k) or z1(k), respectively. As
the scheduler decides if a vessel has to take the left or the right route, and we have vessels
sailing upstream and downstream, and we have two locks in a row, we have the BDVR case
with locks in series. Next, we define the vessel specific waterway sailing timings 7,,(; ;) (k) and
the lock specific levelling timings 77,(; ;), which are shown in Table 6-30. Moreover, the vessel
specific departure location d(k), the departure time w;(k) and arrival deadline a;(k) are given
as well.

It can be seen in Table 6-30 that we simulate a scenario in which vessels 1, 2, and 5 sail
downstream, and vessels 3, 4 and 6 sail upstream. The lock operation times 7y; ;) are equal
for all three locks. The vessel sailing timings 7,,(; j)(k) and the vessel priorities o (k) are equal
for all six vessel as well. At last, the vessels depart one time unit after the preceding vessel,
with vessel 1 departing at time unit 1.
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Table 6-30: The vessel data and object data for the BDVR case with locks in series in time
units, which includes; sailing times 7,,(; j)(k), lock operation times 7p; ;), departure location
d(k), departure time u;(k) and arrival deadlines a;(k) for 6 vessels sailing the waterway network

Operations | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Tu(1,2)(F) 25 25 25 25 25 25
TL(2,3) 2 2 2 2 2 2
TL(3,4) 5 5 5 5 5 5
TL(4,5) 2 2 2 2 2 2
Tw(5’6)(k) 25 25 25 25 25 25
TL(6,7) 2 2 2 2 2 2
TL(7.8) 5 5 5 5 5 5
TL(8,9) 2 2 2 2 2 2
Tuw(9,10) (k) 25 25 25 25 25 25
Tuw(10,16) (k) 25 25 25 25 25 25
Tu(5,11) () 25 25 25 25 25 25
TL(11,12) 2 2 2 2 2 2
TL(12,13) 5 5 5 5 5 5
TL(13,14) 2 2 2 2 2 2
Tu,(lmo)( ) 25 25 25 25 25 25
Tw(ls,w)(k) 25 25 25 25 25 25
d(k) 1 1 16 16 16
ul(k) 1 2 - - -
u16(k) - 3 4 - 6
a1 (k) - - 140 150 - 170
aig(k) 120 130 - - 160
BDVR with locks in series - Waterway Network Layout
Twa2)(k)y 5t
0)( (/\')
L 3.4) (/\7
L 2
TL(4,5) 4(/\7
Tu(s.6) (F) < Ktg—> Tu(s,11) (k)
L(6,7) I TL(778)"\'77(/T)
ny
TL(78) (k) TL(T,8) 12(k)
L 2 X
TL(&!]) stk TL(T,8) 130k
% '
Tu(9,10) (K ) o9 Tu(1,2) (k) 7alk)
otk sty
Tw(10,12) (k) < > Tu(1,2)(k)
16(k)

Figure 6-16: The waterway network layout for the BDVR case with locks in series; with the blue
arcs representing the waterways and the red arcs representing the lock area, where the solid line
illustrates the waiting areas and the dotted line illustrates the lock itself
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After having defined the waterway network input data and the vessel input data, the scheduler
for the BDVR case with lock in series was executed, and a feasible solution was found. We
continue this section with the scheduler output. As described in Section 6-1-3, the scheduler
output can be split into; the vessel schedule and properties, the object schedule and properties,
and the global network properties. All three will be presented in the remainder of this section.

Firstly, this section will present the vessel schedule and vessel properties. The optimal sched-
ule and subsequent state evolution of the six vessels can be seen in Table 6-31 and is visualised
in Figure 6-17. Moreover, the destination and intermediate node arrival times are given. As
can be seen the order of lock passing is for the first lock (node 3 and 4):
Vessel 1 — Vessel 2 — Vessel 5 — Vessel 3 — Vessel 4 — Vessel 6

For the second lock (node 7 and 8):

Vessel 4 — Vessel 1 — Vessel 5
For the third lock (node 12 and 13):

Vessel 3 — Vessel 6 — Vessel 2
As all vessels have equal sailing times Tw(m)(k), lock operation times 77,(; ;) and no vessel has
a priority over other vessels, we can expect vessels which are scheduled on the same route

and sail the same direction (i.e. upstream or downstream) to arrive in their departure order.
This is confirmed by the results.
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Table 6-31: The optimal IWT schedule for the BDVR case with locks in series in time units,
which includes; the route the vessels are scheduled on, the intermediate event timings x;(k) and
the arrival time at z1(k) or x16(k) for 6 vessels sailing the waterway network

States | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Route Left Right Right Left Left Right
z1(k) 1 2 121 131 5 141
x2(k) 26 27 96 106 30 116
x3(k) 28 38 94 104 48 114
24(k) 33 43 89 99 53 109
z5(k) 35 45 87 88 55 97
z6(k) 60 - - 63 80 -
a7 (k) 62 § - 61 82 -
zg(k) 67 - - 56 87 -
zo(k) 69 - - 54 89 -
z10(k) 94 - - 29 114 -
T11 (k) - 70 62 - - 72
z12(k) - 72 60 - - 70
IU(kJ) - 7 55 - - 65
x14(k) - 79 53 - - 56
x15(k) - 104 28 - - 31
z16(k) 119 129 3 4 139 6
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— ©— - deadline vessel 2 |_|
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1 1
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| | |
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Figure 6-17: Visualisation of the optimal IWT schedule for the BDVR case with locks in series
shown in Table 6-31, with the grey shaded area representing the locks (note, the numbering on

the state axis)
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Moreover, the optimal schedule results in delays for some vessels compared to when the vessel
would be sailing the waterway network alone (without the influence of other vessels). The
delays in time units for each vessel per lock can be seen in Table 6-32. These vessel delays
are visualised in Appendix B-5 in Figure B-4.

Table 6-32: The individual vessel delays per lock for the BDVR case with locks in series in time

units

Objects | Direction Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Downstream | 0 9 - - 16 -

Lock 1 Upstream - - 0 9 - 7
Downstream | 0 - - - 0 -

Lock 2 Upstream - - - 0 - -
Downstream | - 0 - - - -

Lock 3 Upstream - - 0 - - 10

Secondly, this section will continue with presenting the object schedule and properties. The
optimal schedule and subsequent state evolution of the lock can be seen in Table 6-33 and
is visualised in Figure 6-18. We can see the number of lock levellings for the 3 locks, with;
L1 =10, L2 =4, and L3 = 4. Moreover, we can infer the number of empty lock levellings from
Figure 6-17, with; Lc1 =4, Le2 = 1, and L. 3 = 1. At last, we can see the occupancy for lock
i at time unit ¢. For instance, Ojock,1(50) = vessel 1. The queue order and queue length for
lock 7 at time unit ¢ can also be derived, for example, Qjock.1(35) = ond yegsel 5 — 15t vessel 2.

Table 6-33: The optimal lock schedule for the BDVR case with locks in series, which includes
for each lock the time when it should move upstream and when it should move downstream in

time units

Objects | Direction Timings
Upstream 28 38 48 94 104

Lock 1| b ownstream | 33 43 89 99 109
Upstream - 62 82

Lock 2 Downstream | 56 67 -
Upstream - 60 72

Lock 3 Downstream | 55 65 -
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Lock 1 state evolution
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Figure 6-18: Visualisation of the optimal lock schedule for the BDVR case with locks in series
shown in Table 6-33

Thirdly, to conclude the results for the BDVR case with locks in series, Table 6-34 shows the
global network properties in time units as defined in Section 6-1. This is actually the first
case where the bottleneck Byet becomes clear and valuable. As indicated in Table 6-34, the
bottleneck of the IWT system is at lock 1. This is also expected and quite natural as lock 1
is present on two different routes; thus, vessels from multiple routes interfere.

Table 6-34: The global network properties in time units for the BDVR case with locks in series

Variable Value [time units]

Apet 780
Dnet 53

Chet 141
Bhet Lock 1
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6-7 Additional scenarios

In order to prove that the scheduling strategy works for other vessel input data as well, three
additional example scenarios of the BDVR case with locks in series are shown. We will only
show the input data table, the output data, and the output schedule figure for these scenarios.
The output data tables will be shown in Appendix C, such that the results can be verified.
The scenarios will not be described as extensively as was done for the cases earlier in this
chapter. This is to try to keep it as compact as possible. Scenario A will consider three types
of vessels with various sailing times. Scenario B will build upon the data of scenario A, but
the objective function will be modified. At last, scenario C will build upon scenario B, with
an added strict arrival deadline.

6-7-1 Scenario A: BDVR with locks in series with 3 vessel types

For scenario A, we consider three vessel types; slow, normal and fast vessels. Vessel 1 and 2
are slow vessels and have a sailing time of 7,,(; j)(k) = 25. Vessel 3 and 4 are normal vessels
and have a sailing time of 7,,(; j)(k) = 20. Vessel 5 and 6 are fast vessels and have a sailing
time of 7,(; j)(k) = 15. This vessel data can be seen in Table 6-35, including lock operation
times 77(; ;), departure location d(k), departure time u;(k) and arrival deadlines a;(k) for the
six vessels.

Table 6-35: The vessel data and object data for the scenario A BDVR case with locks in series in
time units, which includes; sailing times 7,,(; ;(k), lock operation times 7 ; ;), departure location
d(k), departure time u;(k) and arrival deadlines a;(k) for 6 vessels sailing the waterway network

Operations | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Tu(12)(K) 25 20 25 20 15 15
TL(2,3) 2 2 2 2 2 2
TL(3,4) 5 5 5 5 5 5
TL(4,5) 2 2 2 2 2 2
T,‘,(5‘6)(k) 25 20 25 20 15 15
TL(6,7) 2 2 2 2 2 2
TL(7,8) 5 5 5 5 5 5
TL(8,9) 2 2 2 2 2 2
Tw(g’l(])(k') 25 20 25 20 15 15
Tw(10,16) (k) 25 20 25 20 15 15
Tw(5,11)<k‘> 25 20 25 20 15 15
TL(11,12) 2 2 2 2 2
TL(12,13) 5 5 5 5 5 5
TL(13,14) 2 2 2 2 2 2
Tw(14,15) (k) 25 20 25 20 15 15
Tw(lg,‘lﬁ)(k’) 25 20 25 20 15 15
d(k) 1 1 16 16 1 16
uy (k) 1 2 - - 5 _
u16(k) - - 3 4 - 6
a1 (k) - - 140 150 - 170
al(,'(k) 120 130 - - 160 -

For scenario A, the optimal schedule and subsequent state evolution of the six vessels can be
seen in Table C-1 and is visualised in Figure 6-19. We can see that the faster vessels 2 and
5 have to wait at lock 1, even though they arrive earlier then vessel 1. This ordering ensures
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vessel 1 reaches its arrival deadline. If the scheduling strategy was based on the First-come,
First-serve principle, vessel 1 would have missed its arrival deadline. Thus we can verify from
the simulations that the scheduling strategy works. Moreover, note how vessel 2 and 5 are
scheduled on different routes after coming out of lock 1, this is convenient so they do not
interfere.

Scenario A: BDVR with locks in series - State Evolution. )
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Figure 6-19: Visualisation of the optimal IWT schedule for the scenario A BDVR case with
locks in series shown in Table C-1, with the grey shaded area representing the locks (note, the
numbering on the state axis)

6-7-2 Scenario B: BDVR with locks in series with vessel priority

For scenario B, we consider the same data as presented in Table 6-35. However, in this
case vessel 5 has a special type of cargo which makes it arriving earlier convenient, but
not mandatory. To implement this we use the weight function o(k) of the output objective
function Jout(k), as defined in Section 6-1-1, with 04(5) > {04(1),04(2),04(3),0a(4),04(6)}.
For scenario B, the optimal schedule and subsequent state evolution of the six vessels can be
seen in Table C-2 and is visualised in Figure 6-20. As expected, we can see that vessel 5 is
allowed to go through lock 1 before vessel 2. Moreover, note how vessel 1 is scheduled on the
right route 2 instead of the left route 1 as in the previous example of Scenario B. This is to
make room on route 1 for vessel 5.
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Scenario B: BDVR with locks in series - State Evolution
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Figure 6-20: Visualisation of the optimal IWT schedule for the scenario B BDVR case with
locks in series shown in Table C-2, with the grey shaded area representing the locks (note, the
numbering on the state axis)

6-7-3 Scenario C: BDVR with locks in series with strict vessel deadline

For scenario C, we consider the same data as presented in Table 6-35, with only changing the
arrival deadline for vessel 1 and vessel 2. The arrival deadline constraint on vessel 1 will be
relaxed and for vessel 2 will be more strict, this can be seen in Table 6-36. The the weight
function o4 (5) > {04(1),04(2),04(3),04(4),04(6)} of scenario B.

Table 6-36: The vessel arrival deadlines a;(k) for 6 vessels sailing the waterway network of the
scenario C BDVR case with locks in series in time units

Operations | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
ay (k) - - 140 150 - 170
aig(k) 145 100 - - 160 -

For scenario C, the optimal schedule and subsequent state evolution of the six vessels can be
seen in Table C-3 and is visualised in Figure 6-21. As expected, vessel 2 is allowed to pass
lock 1 first, after which vessel 5 follows, and last is vessel 1. With this, it can be confirmed
that the arrival time deadline outweighs the vessel priority.
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BDVR with locks in series - State Evolution
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Figure 6-21: Visualisation of the optimal IWT schedule for the scenario C BDVR case with
locks in series shown in Table C-3, with the grey shaded area representing the locks (note, the
numbering on the state axis)

6-7-4 Scenario D: BDVR with locks in series with more vessels

At last, for scenario D, it will be shown that simulations can be created for an arbitrary num-
ber of vessels. This is done to prove that the scheduler automatically generates the routing
constraints and ordering constraints for any number of vessels, as stated in Section 6-1. In
Table 6-38 the schedule is shown for ten vessels sailing alternately downstream and upstream,
all with the sailing time of a slow vessel as defined in scenario A in Section 6-7-1. In Fig-
ure C-1 in Appendix C-4, this is shown for 12 vessels.

In the previous sections, we always worked with six vessels because this is computationally
convenient, the simulations can be performed quickly, and the visualisations of the schedules
remain clear. Moreover, it is sufficient to prove the working principles of the scheduling strat-
egy. However, increasing the number of vessels has a significant impact on the running time of
the scheduler, which must be mentioned. This is because having a large p € {fmin, - - - » fhmax }
range is computationally demanding, as mentioned in Section 3-5-4 and Section 3-6-2. Ta-
ble 6-37, shows the number of vessels with the number of required Max-Plus binary control
variables and the running time of the scheduler. For ordering n vessels, we require n(n—1)/2
Max-Plus binary control variables w,(k — p). This results in 27(n=1)/2 phossible combinations
of control actions. While the number of possible permutations of n vessels is factorial, n!.
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This means, that for n < 3 there are more control actions than possible permutations of n
vessels. This is not desirable but solving this is not within the scope of the research. It is,
however, interesting for future research, and several studies have already been performed in
this direction [26, 28].

For now, ptmax should be chosen well from a practical point of view. For example, it could be
stated that it is only realistic that vessels within a range of 10 preceding vessels can overtake
each other. Finally, a long-running time does not immediately have to be a problem. As the
IWT systems are relatively slow, this will have less of an impact.

Table 6-37: Computation time of different numbers of vessels

Number of vessels w,(k—p) Running time [s]

6 1 2 seconds
10 45 30 seconds
12 66 8500 seconds

Table 6-38: The optimal IWT schedule for the BDVR case with locks in series in time units for
10 vessels sailing the waterway network based upon the data provided in scenario A

States | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6 Vessel 7 Vessel 8 Vessel 9 Vessel 10
Route Right Left Right Right Right Left Right Left Right Right
Route 2 3 2 4 2 3 2 3 2 4
z1(k) 1 120 3 130 5 140 7 160 9 150
z2(k) 26 95 28 105 30 115 32 135 34 125
3(k) 28 93 58 103 38 113 68 133 48 123
24(k) 33 88 63 98 43 108 73 128 53 118
z5(k) 35 86 65 88 45 96 75 106 55 99
z6(k) 0 61 0 0 0 71 0 81 0 0
z7(k) 0 59 0 0 0 69 0 79 0 0
xs(k) 0 54 0 0 0 64 0 74 0 0
z9(k) 0 52 0 0 0 56 0 58 0 0
x10(k) 0 27 0 0 0 31 0 33 0 0
x11(k) 60 0 90 63 70 0 100 0 80 74
x12(k) 62 0 92 61 72 0 102 0 82 72
r13(k) 67 0 97 56 Y 0 107 0 87 67
w14(k) 69 0 99 54 79 0 109 0 89 60
z15(k) 94 0 124 29 104 0 134 0 114 35
x16(k) 119 2 149 4 129 6 159 8 139 10

6-8 Conclusion

The goal of this Chapter 6 was to present the scheduling results generated by the scheduler.
As stated in Chapter 1, this chapter addressed the research question:

How can we verify the designed scheduling strategy for IWT systems?

First of all, this chapter has shown what the scheduler requires as waterway network input
data and vessel input data and how this should be presented to the scheduler. Furthermore,
the scheduler outputs were defined, including the vessel schedule and properties, the object
schedule and properties, and the global network properties. A difference was between output
data that follows directly from the scheduler and output information which can be inferred
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from the results. Moreover, it was shown how the results of the generated schedules are
shared. For this purpose, a graphical method has been introduced.

Next, we have verified the designed scheduling strategy for IWT systems by executing various
simulations to check if the scheduler behaves as expected. It can be seen from the results
that the scheduling strategy ensures the vessels reach their arrival deadline, if feasible. Ad-
ditionally, Section 6-2 and Section 6-7-1 show that if the scheduling strategy was based on
the First-come, First-serve principle, vessels would have missed their arrival deadline. The
schedule shows for every vessel its activity and location for every time unit. Moreover, the
vessels are scheduled on a particular route and dynamically ordered through a lock while
taking into account vessels coming from either side of the lock or coming from other routes.
This can be done for different scenarios, for example, the number of vessels, different vessel
sailing times, varying departure and arrival times or vessel priorities. Primarily the last result
in Section 6-6 shows that we can model more types of waterway networks based on four cases.
This chapter finalises the core of the research. The next Chapter 7 will give some concluding
remarks, state the contributions of this research and will present some recommendations for
future research.
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Chapter 7

Concluding remarks

At last, the final chapter of this thesis will review the previous chapters and give some
concluding remarks. Chapter 7 is structured as follows: Firstly, the research questions as
defined in Chapter 1 are answered in Section 7-1. Next, Section 7-2 will show the contribution
of the research. At last, some final recommendations for future research are given in Section 7-
3.

7-1 Conclusion and addressing the research questions

In this thesis, a comprehensive introduction to the Inland Waterway Transport (IWT) sys-
tem and contemporary research on IWT scheduling was presented, which showed a lack of
which showed that little research had been done on global waterway network optimisation.
Moreover, a thorough introduction to the Max-Plus algebra and Switching Max-Plus Lin-
ear (SMPL) systems was given. Four IWT cases were modelled as SMPL systems, increasing
in complexity to work towards a case that is as generic as possible. Additionally, it was de-
scribed how SMPL systems could be used for optimal scheduling by transforming them into
Mixed Integer Linear Programming (MILP) models. This was done for the four IWT cases as
well. This resulted in a scheduling strategy that can be used to generate an optimal schedule
in which the cumulative arrival time of an arbitrary number of vessels is minimised. The
scheduling strategy was analysed and verified with various simulations. As a result, it can be
concluded that SMPL systems can be used to describe IWT systems and used for schedul-
ing within the scope and assumptions of this research. To answers the main research question:

‘How to design and implement a Switching Max-Plus Linear scheduling strategy that allows
multiple autonomous inland waterway vessels to optimally sail through a waterway network?’

In short, a Switching Max-Plus Linear scheduling strategy can be designed by describing
the IWT system as Discrete Event System (DES) and denoting its dynamics with Max-Plus

routing and Max-Plus ordering equations, these consist of Max-Plus binary control variables
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and Max-Plus ordering control variables, which results in SMPL system. To implement a
Switching Max-Plus Linear scheduling strategy the SMPL systems must be transformed to
MILP models by making an approximating to convert the Max-Plus binary control variables
to conventional control variables, which results in a large set of linear inequality constraints.
These inequality constraints combined with a objective function which minimises the cumu-
lative arrival time of all vessels results in a MILP model which produces a schedule which
ensures inland waterway vessels to optimally sail through the waterway network.

Next we will review the in Chapter 1 formulated research questions which led to this afore-
mentioned conclusion.

7-1-1 Current state of research on IWT scheduling
In Chapter 2, the following research questions were addressed:

1. What is the current state of research on IWT scheduling?

(a) Which actors play a role in IWT systems and how do they operate?
(b) What research has been done on IWT scheduling?
(¢) What area of IWT scheduling can be improved?

In Chapter 2, we have described the current state of research on IWT scheduling, firstly by
stating the operation principles of its most important actors (i.e. the waterways, the vessels
and the locks), and secondly by giving an overview of contemporary research. It was found
that there is currently no policy for coordination at infrastructure pieces, efficient scheduling
of IWT could solve this problem and might yield a significant improvement in making IWT
more attractive. There is limited research on the interaction between infrastructures and
inland vessels. Moreover, communication between lock operators amongst each other and
with inland vessel operators is lacking. As a result, there is minimal research on the operation
and optimisation of infrastructure object. Moreover, there is no global network optimisation.
When a delay at a particular lock occurs, the inland vessel’s deadline or time window at the
next infrastructure could be missed. This deadline missing will in turn, result in even more
delays to the overall IWT system. Currently, lock operators are not reporting these delays.
Scheduling between infrastructures or a global network optimisation could solve this.

7-1-2  Working principles of SMPL systems

In Chapter 3, the following research questions were addressed:

2. How do SMPL systems work and what is required for modelling and scheduling?

(a) What is the motivation for SMPL modelling over other methods?
(b) What are the operators and definitions used in Maz-Plus algebra?
(c¢) What is the system description of SMPL systems?

(d) What is required to model DESs as a SMPL systems?

(e) How to use SMPL systems for scheduling?
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(f) How to transform SMPL systems to MILP problems?

The main motivation for describing Discrete Event Systems with Max-Plus algebra is having
the ability describe nonlinear DESs in a Max-Plus Linear way. Because of this, we end up with
a state-space systems, which have a solid connection to conventional linear systems theory and
can be analysed with some of the same tools. Moreover, there are system-theoretical analysis
methods for Max-Plus Linear (MPL) systems. These MPL systems only consist of the "oplus’
and ’otimes’ operators, which respectively correspond to the max-operator en plus-operator
in conventional algebra. The drawback of MPL systems having a fixed model structure can
be solved by allowing for switching. These systems are called Switching Max-Plus Linear
(SMPL) systems. In order to model SMPL systems, three types of control decisions can
be defined; routing, ordering and synchronisations. These SMPL systems can be used for
scheduling by transforming them to Mixed Integer Linear Programming (MILP) models.
This transformation is done by first transforming the Max-Plus binary control variables to
conventional control variables using an approximation for the Max-Plus zero, after which the
Max-Plus equations can be transformed to MILP constraints.

7-1-3 Modelling of IWT systems as a SMPL systems

In Chapter 4, the following research questions were addressed:

3. How to model IWT systems as SMPL systems?

(a) Why are SMPL systems useful for modelling IWT systems?
(b) What assumptions have to be made to model IWT systems as SMPL systems?
(¢) What would the SMPL IWT system for different IWT cases look like?

It was shown that SMPL systems are useful for modelling IWT systems when these are de-
scribed as a DES. When describing two vessels sailing a simple IWT DES the in conventional
algebra nonlinear maximum operator is required for defining the ordering relationship. This
maximum operator is inherently nonlinear in conventional algebra. As the model structure of
IWT systems is not fixed, for instance, the routing and ordering can change, SMPL systems
are required, and MPL systems do not suffice. Several assumptions were made to model IWT
systems as SMPL systems, with the main ones being; locks can only process one vessel at a
time, vessel sailing speed is constant on the waterways, vessels cannot overtake inside locks
and can overtake on waterways, and all information is assumed to know on beforehand. It
is clear that in reality, locks can process multiple vessels at the same time and that this is a
significant drawback of the model; however, using the synchronisation principle described in
Section 3-5-3 it would be an interesting point of future research. At last, the SMPL systems
for the four IWT cases were presented by stating their routing and ordering dynamics.

7-1-4 Transformation of SMPL IWT systems to MILP models

In Chapter 5, the following research questions were addressed:
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4. How to transform SMPL IWT systems to MILP models?

(a) How to realise the objective of the scheduler?

(b) What assumptions have to be made to transform SMPL IWT systems to MILP
problems?

(c) What would the MILP model for different IWT cases look like?

In the context of this research, the objective of the scheduler is minimising the cumulative
arrival time of all vessels. All information is assumed to be known constant and known, thus
the scheduler operates in an offline open-loop way. SMPL IWT systems can be transformed
to MILP models by transforming the Max-Plus routing equations and Max-Plus ordering
equations to, respectively, MILP routing inequality constraints and MILP ordering inequality
constraints. This is done by transforming the Max-Plus routing binary control variables
and the Max-Plus ordering binary control variables to their conventional control variable
counterparts by using an approximation for the Max-Plus zero. This results in a large set of
linear inequality constraints. At last, the IWT models for the four IWT cases were presented
by stating their routing and ordering dynamics.

7-1-5 Verification of MILP scheduling strategy for IWT systems

At last, in Chapter 6, the following research questions were addressed:

5. How can we verify the designed scheduling strategy for IWT systems?

(a) What does the overall scheduler optimisation architecture look like?

(i) What information is required by the scheduler?
(ii) What information is produced by the scheduler?

(b) What are the results of the scheduling strategy for different IWT cases?

The designed scheduling strategy was verified for IWT systems through various simulations for
the four IWT cases. This showed showed that the scheduler behaves as expected and that the
scheduling strategy ensures the vessels reach their arrival deadline. Moreover, an additional
case was created to prove the scheduler can be extended to different waterway networks
including multiple locks in a row. Some scenarios show that if the scheduling strategy was
based on the First-come, First-serve principle, vessels would have missed their arrival deadline.
However, this is not validated by comparing it with other scheduling strategies. This would
be an interesting point for future research. Additionally, the scheduler requires waterway
network input data and vessel input data. The scheduler produces the vessel schedule and
properties, the object schedule and properties, and the global network properties. At last,
the IWT models for the four IWT cases were presented by stating their routing and ordering
dynamics.
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7-2 Contribution of this research

In this research, we have developed a SMPL scheduling strategy for IWT systems. The aim
of this research was to be relevant and contribute on an applied level to the development of
IWT and on a theoretical level to extend the field of Max-Plus scheduling, as mentioned in
Section 1-2 To the best knowledge of the author, seven contributions of this research have
been identified and will be summarised in this section.

1) Literature review on IWT scheduling

First of all, a literature review on the current state of IWT scheduling was presented. This
was done with a focus on the infrastructure perspective and overall IWT network optimisation
since this seemed to be lacking in other available literature reviews.

2) Motivation for modelling IWT systems as SMPL systems

Next, the research thoroughly described the motivation and advantage of scheduling DESs
with Max-Plus algebra. This was already done in literature for general systems as was shown
in Appendix A-1 and Appendix A-3. However, it is a novelty and a contribution that in
this research, the motivation and advantage of scheduling IWT systems as SMPL system.
To recap, this is useful because of the appearance of the max-operator when a vessel is
approaching a lock with another vessel being procces by the lock.

3) Developed method for modelling IWT systems as DESs and SMPL systems

Thirdly, in this research, we have developed a method for modelling IWT systems as DESs
and SMPL. The first, a method for modelling IWT systems as DESs is very limited described
in current research. To the best knowledge of the author, the latter, a method for modelling
of IWT systems as SMPL systems is a novelty. The method presented showed how by starting
with a small, simple waterway network and slowly building up the complexity and features
over four cases, we could arrive at a system that resembles actual IWT systems quite well,
based on simulations.

4) Modelled SMPL IWT systems for four cases

After developing the method for modelling IWT systems as DESs and SMPL systems, this
method was used actually used for modelling four different SMPL IW'T systems. This is also
a contribution to the Max-Plus field as to the best knowledge of the author IWT systems
have never been described as SMPL systems.

5) Transformed SMPL IWT systems to MILP models for four cases

Fifthly, MILP problems for IWT systems have been considered in literature before. For
instance, the allocation of inland vessels to berth locations in port areas. However, the
combination of both choosing the route of a vessel and the order in which they are allowed
to enter a lock is a novelty to the best knowledge of the author.
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6) Implementation and simulation of MILP IWT models

Next, we implemented and simulated the designed MILP ITWT models, which resulted in a
schedule plan for the vessels and locks. A visualisation technique for sharing the schedule
plans was shown, from which the routing and ordering of the individual vessels and locks, can
be inferred.

7) General overtaking for products within SMPL systems

At last, as a result of the vessels being allowed to overtake on waterways, we have described
SMPL systems which can handle this. To the best knowledge of the author, this is a novelty
and contributes to the field of Max-Plus. This can be used for general SMPL systems (e.g. a
benchmark production system) in which products are allowed to pass each other, which was
not described in literature before. Although it seems quite straightforward, it does create a
interesting situation at the incoming node, as this node actually has an infinite number of
arcs going into it.

7-3 Recommendations for future research

The aim of this research was to be as complete as possible, however, many research oppor-
tunities could not be explored yet. As this is the first study on modelling IWT systems as
SMPL systems and we have shown it to be promising, there are several recommendations for
future research opportunities and further modelling improvements. Five logical and relevant
initial future research directions have been identified and will be summarised in this section.

1) Model and scheduling strategy validation

Firstly, we will describe possible ways to validate the designed model and scheduling strat-
egy. Currently, we only verified the model and the scheduling strategies with simulations for
arbitrary scenarios based on fictional data. As mentioned, these simulations have shown to
behave as expected; however, to make sure that the model can be used to represent a real
IWT system with some degree of accuracy, it has to be validated.

Of course, the model could be validated on real-world data; this should then include depar-
ture, intermediate and arrival times of vessels on a waterway network. Possibly the Automatic
Identification System (AIS) data could be used for this validation. In the case the data is
not available or does not suffice, the SMPL system could also be validated on other models
which have already proven themselves. Two examples are SIVAK and OpenTNSim.

The SIVAK tool (Simulation Package for Traffic Flow at Engineering Structures) [5] was de-
veloped by the Dutch Ministry of Transport, Public Works and Water Management in 1998.
SIVAK is a software system based on simulation models aimed at supporting studies on the
vessel traffic flow on inland waterways and road traffic at bridges and locks. The designed
SMPL system could be validated on this simulation package.

The Open source Transport Network Simulation (OpenTNSim) python package [52] for discrete-
event-simulation of nautical-traffic, that offers the tools to simulate an inland fleet on an inland
waterway network. Moreover, different lock scheduling policies can be tested and analysed.
At last, not only the model should be validated, but also the performance of the designed
scheduling strategy should be validated. The current method for scheduling inland vessels
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through locks is on First-come First-serve basis. It would be interesting to compare the re-
sults of the designed scheduling strategy with a scheduling strategy based on the First-come
First-serve principle to assess which strategy results in fewer overall vessel delays.

2) Model extension

Next, the SMPL IWT system can be extended in multiple ways. First, the waterway network
could be extended by considering multiple chambers within a single lock. This can be relatively
easily implemented within Max-Plus routing equations as an additional route and will result
in extra Max-Plus binary routing control variables. Furthermore, the waterway network
could be extended by allowing for multiple vessels within a single chamber, which could be
based on the synchronisation principle described in Section 3-5-3. We expect this to be more
challenging. At last, regarding the model extension, it would be interesting for future research
to extend the waterway network to not just an arbitrary waterway network, but to ezisting
waterway networks, for instance, the Netherlands or Europe. This could be done with a node-
set, which resembles that particular waterway network. Some data-sets can be found online,
for example, for the waterway corridor between Rotterdam and Antwerp [52], this is shown
in Figure 7-1.

Another extension could be to look at adding additional infrastructure pieces in the waterway
network besides just locks. For instance, other objects such as movable bridges, inland ports
or berth locations.

Figure 7-1: Node data set which describes the Rotterdam to Antwerpen waterway corridor from
OpenTNSim [52]

3) Scheduling strategy extension

Thirdly, an essential addition to the scheduling strategy is to make it operate in a closed-loop
online manner. This would be called operational scheduling or adaptive scheduling. This
would allow for rescheduling in response to new vessel data and measurements (e.g. updated
vessel speeds or arrival times) and unexpected events, such as disturbances (e.g. unexpected
vessel departures) or disruptions (e.g. blocked waterway or broken lock). This could be done
through Model Predictive Scheduling with a receding horizon principle which is extensively
described in literature [51].

Another future research opportunity concerning the scheduling strategy is studying different
Different objective functions. For instance, as mentioned in Section 5-1, in reality, it is not
convenient for a vessel to arrive much earlier than the desired arrival deadline. Therefore, an
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objective function could be developed which ensures arrival close to the arrival time. In that
case, vessels might slow down vessels on particular waterways to reserve fuel and sail more
efficiently.

4) Analysing the IWT networks

Next, as described in Section 3-1, the advantage of modelling nonlinear DESs as MPL systems
or SMPL systems is the ability to use system-theoretical methods [22, 51] for analysing the
network. By using these analysis methods we can measure how delays propagate through
the waterway network or determine what the maximum vessel throughput of a IWT system
could be (e.g. maximum growth rate). This could help answer practical questions like; what
waterway would have the most significant impact on the overall performance of the waterway
network when a vessel gets stuck? With the current waterway network infrastructure in place
(i.e. locks) how much can we increase the marine traffic flow with while still having no vessels
ever wait for a lock? Which lock forms a bottleneck in the IWT system and should therefore
be upgraded (e.g. add a chamber) first? Moreover, even SMPL systems that switch randomly
to different modes have been extensively described in literature [48, 49] which can be used to
measure the sensitivity of a IWT system with respect to disturbances (e.g. unexpected vessel
departures) or disruptions (e.g. blocked waterway or broken lock).

5) Improve computational efficiency

At last, the computational efficiency of the scheduler could be improved through Distributed
Model Predictive Scheduling. In [28] it has been shown that MILP problems such as derived
in this research can be partitioned into several parallel solvable sub-problems. This resulted
in a significant reduction of the computation time of the scheduler. The application it was
used on, a railway network, required this fast computation time because there are relatively
quick decisions to be made such as whether a train should be delayed at a particular station
or not. We do not expect this to be the case for the IWT system because vessels move a lot
slower than trains, so the speed of these control actions is less critical. However, enlarging
the waterway network (e.g. extending it to cover the whole of the Netherlands or Europe)
will make the MILP problem enormous, and Distributed Model Predictive Scheduling could
help to reduce this a lot. Naturally, this future research opportunity should only be explored
after studying a centralised Model Predictive Scheduling strategy.

Moreover, to deal with the problem of having more ordering control actions than vessel
permutations as described in Section 6-7-4, constraints could be added to eliminate these
infeasible combinations, as presented in [26]. This would Improve computational efficiency as
well, as fewer control actions have to be evaluated.
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Additional theory on Max-Plus Algebra

This Appendix will present an example to clearly show the motivation behind Max-Plus
algebra, additional information and statements of the Max-Plus algebra, and an example of
the Max-Plus Linear (MPL) system description

A-1 Motivation for Max-Plus algebra using a Petri net example

This section will clearly show the motivation for using Max-Plus algebra, as supplement to
Section 3-1. Many models for graphically visualising Discrete Event System (DES)s have
been developed. In this example we will use the Petri net framework [8]. Petri net graphs
capture a lot of information about the system and explicitly represent the transition of a DES.
In addition, they are intuitive and clearly show the motivation behind the use of Max-Plus
algebra.

p1

I

O

p2 p4
t1

p3

Figure A-1: Basic Petri net example, which consists of the four places {p1,p2,ps,pa}, one
transition {¢1} with two tokens being in the places {p1,p2}. Adapted figure from [22].

In Figure A-1, a basic example of a Petri net is given that consist of three essential components.
The places {p1, p2, p3, p4} indicate the necessary condition for a transition {t;} to occur. This
condition is satisfied if a token is in every place corresponding to the specific transition. For
this example the transition {¢;} will fire if a token is in the places {p1,p2,p3}. As it is drawn
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now, there are only tokens in the places {pi, p2} thus the transition {¢;} cannot fire. Assigning
tokens to places is analogous to describing the state of a DES and transitions are analogues to
events which in term can be dependent on the state. The activation or firing of a transition
sets off a state or event transition and moves the tokens from transition input to transition
output. This means that for the example in Figure A-1, putting a token in place {ps} would
result in firing transition {¢;} and thus the three tokens would move to {p4}. This progression
of tokens through the Petri net graph makes it very useful for modelling the order of events
and evolution of states.

Following the example of the baggage handling system introduced in Section 1-1, we could
view the places {p1,p2,p3} as a storage room that can hold three luggage pieces. Place {p4s}
would be the event when the storage is full and the plane can be loaded.

p1 p5
ol o 0
p2 p4 p6
t1 t2, v2
p3

Figure A-2: Extended Petri net example which consists of, six places {p1,p2,p3,P4,DP5, 06},
one untimed transition {t1}, one timed transition {to} with three tokens being in the places
{p1,p2,p5}. Adapted figure from [22].

The transition {¢;} is not affected by a transition time and we assumed that the transition
would immediately fire when a token was placed in {p3}. Thus for the previous example
of Figure A-1, the Petri net’s state evolution can be completely described by a sequence of
states. If we denote xp as the state of the system after event k then the complete untimed
state evolution can be described by sequence expressed as {xg, x1, ...}. This is called untimed.
In contrast, a system is called timed when some form of timing is involved in order to describe
the state evolution. If we denote t; as the moment when the kth transition occurs then the
timed state evolution sequence can be described as {(zo,t0), (z1,%1),...}. This can be seen in
the next example in Figure A-2. Again, following the same baggage handling system example,
we could see {ps} as a worker that has to be ready to load luggage into the plane and {p¢}
could be that the place is ready to leave.

Here we have the same untimed transition ¢; and a timed transition to with a clock sequence
denoted by vp. This clock sequence is defined by [8] as a positive real number, v;}, , assigned
to transition t;. It behaves as follows, when transition ¢; is enabled for the kth time, it does
not fire immediately, but incurs a firing delay of v;; time units; during this delay, tokens are
kept in the input places of ¢;. Thus the clock sequence has the following form:

vj = {Uj117vj,27 .- '}a Vjk € RJr, k=1,2,... (A-l)

If we relate this to the example in Figure A-2, then when a token arrives in place ps the
untimed transition ¢; will immediately fire and the tokens are transferred to place py. Next,
the timed transition ¢o will fire after v 1 time units. Then when there are tokens in the places
{p4,ps5} again, the timed transition ty will fire after vy o time units, which could be equal to
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the earlier clock sequence vo 1 but not necessarily.

Next we extend this model. First, we define ;; as the time that place p; receives a token
for the kth time and z(p;) denotes the number of tokens at place p;. If we denote firing time
of transition ¢; for the kth time by 7;; and we assume a very simple example where p; is the
only input place of untimed transition ¢; the the following relationship hold:

Tik = Tik, k=1,2,... (A-2)

This state the fact that the untimed transition ¢; fires immediately when the only input place
p; receives a token. If ¢; would be a timed transition will clock sequence vy, the relationship
would look like this:

Tik = Tik T Vjk, k= 1,2,... (A—3)

Modelling the dynamics of the first example in Figure A-1 requires some additional attention.
Transition t; will only fire after the last one of the three input places {pi,p2,ps} receives
a token. For how the tokens are currently places this would be place ps but of course this
does not have to be the case. The last input place of transition ¢; that receives a token is
denoted by ps and thus the time that this token is received is 74 ;. Then we get the following
relationship:

Ts.k > T k> Vp;, €1 (tj) (A—4)

Where I (t;) is the set of all input places of transition ¢;. Of course it is not always known
which places receives the last token, so we do not know which place is ps. Therefore, the time
the timed transition ¢; fires is defined as follows:

Tik = pilél;lé{j) {mipt+vjp, k=1,2,... (A-5)
Note the appearance of the max-operator, which is inherently nonlinear in conventional al-
gebra. As shown, some mathematical models that use conventional algebra to describe the
behaviour of DESs will result in a nonlinear system description due to this max-operator [3].
As explained in Chapter 3, we can ’linearise’ this model by using Max-Plus algebra (i.e. only
maximisation and addition operators), which results in a MPL systems. Further advantages
are given in Chapter 3.

A-2 Algebraic properties of the Max-Plus operators

This section will elaborate on algebraic properties of the Max-Plus algebra, as supplement to
Section 3-2. Assume V{x,y, z} € Ryax then the following statements hold:

o Associativity
Rearranging the parentheses in an expression will not change the result. In other words,
the order of operations does not matter when, the operator sequence remains the same:

@ (ydz)=(oy)®z and 2R(YR:z)=(2QyY) @z (A-6)

o Commutativity
Rearranging the order of elements in an expression will not change the result

r®y=yPx and zzRY=yQu (A-7)
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o Distributivity of ® over @:
When the 'otimes’ ® operation is performed on a ’oplus’ @ operation, each individual
element of the 'oplus’ & operations is max-plus multiplied. Compared to conventional
algebra, this is quite intuitive:

rRYdz)=(r0y)d®(r® 2) (A-8)

o FExistence of a zero-element:
As shown in Equation 3-3, the zero-element is defined as:

rde=c@r=c (A-9)

o Ezxistence of a unit-element:
As shown in Equation 3-4, the unit-element is defined as:

rRe=eQr==1x (A-10)

o The zero-element € is absorbing for ®
The zero-element in combinations with the ’otimes’ ® operator absorbs the value of x:

rRe=cRQr=¢ (A-11)

o Idempotency of ®
Multiple times of performing the 'oplus’ @ operation will not change the result:

rOrPrdr=2a (A-12)

All the above listed properties apply to conventional algebra, excluding the last one idempo-
tency. Therefore, the max-plus algebra is defined as a so called idempotent semiring which is
defined in [22] as:

Definition 4 (Idempotent semiring). "A semiring is a nonempty set R endowed with two
binary operations ®r and Qg such that:

e DR is associative and commutative with zero-element e€g;
e ®p is associative, distributes over &g, and has unit element er;

e cp is absorbing for Qg.

Such a semiring is denoted by R = (R,®Rr,®r,eR,€er). If ®pr is commutative, then R is
called commutative, and if ®gr is idemempotent, then it is called idempotent”

These are also summarised and compared to conventional algebra in Table 3-1
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A-3 Simple Max-Plus Linear model railway example

This section will give a by hand calculated worked out example of a MPL railway system [22],
as supplement to Section 3-3.

& 5

R B

2 S 1 S 2 3

Ul =T

Figure A-3: Railway system example with two stations and four track connections. The numbers
along the tracks refer to the travel times. Adapted figure from [22].

The example consist of two train stations and four connection tracks with corresponding
travel times as in Figure A-3. At the stations the passengers will change between trains thus
one train cannot leaver before the arrival of the other train and the trains will depart always
at the same time. We denote the kth departure at station ¢ with x;(k). Then we can give
a lower-bound on the next (k + 1)th departure time. For station S; and S this becomes
respectively:

(A-13)

Then using the max-operator we get:

z1(k +1) = max(zi(k) + 2,z2(k) +5), z2(k+ 1) = max(xi(k) + 3,22(k) +3) (A-14)

If we denote the number of stations with n and the travel time between station j and i by
a;;, we get the following generalised departure times:

zi(k+1)= max (z;(k)+ay), i=1,2,...,n (A-15)

.]_17 yeees Tl

We can write this into max-plus algebra as:

xi(k+1) :@ij(k)@aij, 1=1,2,....n (A-16)
j=1
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Again, note the resemblances with conventional algebra :
n
yilk +1) = yi(k) x cij, i=1,2,...,n (A-17)
j=1

This can be written in state-space form as:
z(k+1)=Axz (k) (A-18)
Working this out will look like this:
z(1) = A®x(0)
x(2)=A®x(1)
=A® (A®x(0))
= A%? @ 2 (0)

(A-19)

This can be generalised for z(k) in the following way:
z(k)=A®z(k—1)
=A@ (44 g 2(0))
—(A®A®...0A) z(0) (A-20)

k times

= A®" @ 2(0)

The matrix A accounts for the recurrence of Equation (A-14), which is represented by the
following states and A matrix:

z(k) = ( 2a(k) ) and A= ( 3 3 ) (A-21)
Thus we get the max-plus-linear state-space description:
1’1(]{3 + 1) . 2 5 :El(ki)
( ook + 1) > - ( 3 3 ) ® ( (k) (A-22)

Now taking a arbitrary initial departure time for instance x(0) = (1,0)” the timing of the
third departure will be given by x(2), thus:

z(2) = A®? ® z(0)

(33)e(23)e0
:<(2®2)@(5®3) 2®5) 6 (B )>®x(0)
322)@(383) 325 @ @33) (A-23)
:(2 §>®m(o)
(9
—\ s
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This calculation can be massively simplified by using the eigenvalues and eigenvectors of A.
Looking back at the general statement in Equation (A-20), this calculation can be simplified
to

z(k) = ** @ 2(0),k >0 (A-24)

If and only if, (0) is an eigenvector of A that belongs to the corresponding eigenvalue
A. Then, using the earlier defined relationship for max-plus eigenvectors and eigenvalues in
Equation (3-14), the following relationship for the A matrix of the max-plus-linear system in
Equation A-22 holds:

2 5 1+h\ 1+h
<3 3>®< A )—4@( L ), Vh € R (A-25)
Thus, the railway system from Figure A-3 has an eigenvalue A = 4 corresponding to an

eigenvector of the form v = (1 + h, h)T. Then using Equation (A-24) we can easily compute
the next departure or synchronisation times:

x(2):A®2®<é>:(4®4)®<é)z(Z) (A-26)

The railway system’s eigenvalue denotes the average time between departures and is thus
a measure of the network’s capacity. Taking the corresponding eigenvector as the initial
condition leads to an easily computable timetable. As is shown, these two characteristics of
a MPL system are beneficial when optimising network throughput.
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Appendix B

Addition to the results for the cases

The following Appendix will present the definitions of states and some additional visualisa-
tions for the results for the cases presented in Chapter 6.

B-1 Uni-Directional Fixed Routing case

B-1-1 State definitions

Table B-1: Definitions of state variables UDFR case

State event variable Description

x1(k) Time instant when vessel k enters waterway (1,2)
) Time instant when vessel k enters waiting area (2,3) and leaves waterway (1,2)
) Time instant when vessel k enters the lock (3,4) and leaves waiting area (2,3)
x4(k) Time instant when vessel k enters waiting area (4,5) and leaves the lock (3,4)
) Time instant when vessel k enters waterway (5,6) and leaves waiting area (4,5)
) Time instant when vessel k leaves waterway (5,6)
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Addition to the results for the cases

B-1-2 Visualisation of delays

Vessel delays

40

35

30

25

Time steps
n
o

Figure B-1: UDFR case: Vessel delay visualisation
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B-2 Uni-Directional Variable Routing case
B-2-1 State definitions

Table B-2: Definitions of state variables UDVR case

State event variable Description

x1(k) Time instant when vessel k enters waterway (1,2) or (1,7)

xa(k) Time instant when vessel k enters waiting area (2,3) and leaves waterway (1,2)
x3(k) Time instant when vessel k enters the lock (3,4) and leaves waiting area (2,3)
x4(k) Time instant when vessel k enters waiting area (4,5) and leaves the lock (3,4)

x5 (k) Time instant when vessel k enters waterway (5,6) and leaves waiting area (4,5)
x6(k) Time instant when vessel k leaves waterway (5,6) and enters waterway (6,12)
x7(k) Time instant when vessel k enters waiting area (7,8) and leaves waterway (1,7)

xg (k) Time instant when vessel k enters the lock (8,9) and leaves waiting area (7,8)
xg(k) Time instant when vessel k enters waiting area (9,10) and leaves the lock (8,9)
x10(k) Time instant when vessel k enters waterway (10,11) and leaves waiting area (9,10)
x11(k) Time instant when vessel k enters waterway (11,12) and leaves waiting area (10,11)
x12(k) Time instant when vessel k leaves waterway (11,12) or leaves waterway (6,12)
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B-3 Bi-Directional Fixed Routing case
B-3-1 State definitions

Table B-3: Definitions of state variables BDFR case

State event variable Description

x1 (k) Time instant when vessel k enters waterway (1,2)

xa(k) Time instant when vessel k enters waiting area (2,3) and leaves waterway (1,2)
x3(k) Time instant when vessel k enters the lock (3,4) and leaves waiting area (2,3)
xa(k) Time instant when vessel k enters waiting area (4,5) and leaves the lock (3,4)
x5(k) Time instant when vessel k enters waterway (5,6) and leaves waiting area (4,5)
x¢6(k) Time instant when vessel k leaves waterway (5,6)

B-3-2 \Visualisation of delays

Vessel delays
18 i i

o

Time steps

Vessel number

Figure B-2: BDFR case: Vessel delay visualisation
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B-4 Bi-Directional Variable Routing case

B-4-1 State definitions

Table B-4: Definitions of state variables BDVR case

State event variable

Description

x1(k)
X2]€

>

3
4

(
(
(
5(
(
(
(
(

WA

6
7
s(k)
(k)

10(k)
11(k)
Xlg(k)

)
)
)
)
)
)

"
ERCORCOICORG)

"o

X
X

Time instant when vessel k enters waterway (1,2) or (1,7)

Time instant when vessel k enters waiting area (2,3) and leaves waterway (1,2)
Time instant when vessel k enters the lock (3,4) and leaves waiting area (2,3)
Time instant when vessel k enters waiting area (4,5) and leaves the lock (3,4)
Time instant when vessel k enters waterway (5,6) and leaves waiting area (4,5)
Time instant when vessel k leaves waterway (5,6) and enters waterway (6,12)
Time instant when vessel k enters waiting area (7,8) and leaves waterway (1,7)
Time instant when vessel k enters the lock (8,9) and leaves waiting area (7,8)
Time instant when vessel k enters waiting area (9,10) and leaves the lock (8,9)
Time instant when vessel k enters waterway (10,11) and leaves waiting area (9,10)
Time instant when vessel k enters waterway (11,12) and leaves waiting area (10,11)
Time instant when vessel k leaves waterway (11,12) or leaves waterway (6,12)

B-4-2 Visualisation of delays

(&)

Delay in number of time steps
w e

Vessel delays for each lock

I I
[ | ock 1
[ Lock 2

1 2 3 4
Vessel number

Figure B-3: BDVR case: Vessel delay visualisation
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B-5 Bi-Directional Variable Routing case with locks in series
B-5-1 State definitions

Table B-5: Definitions of state variables BDVR case with locks in series

State event variable Description

x1(k) Time instant when vessel k enters waterway (1,2)

xa(k) Time instant when vessel k enters waiting area (2,3) and leaves waterway (1,2)
x3(k) Time instant when vessel k enters the lock (3,4) and leaves waiting area (2,3)

x4(k) Time instant when vessel k enters waiting area (4,5) and leaves the lock (3,4)

x5 (k) Time instant when vessel k enters waterway (5,6) or (5,11) and leaves waiting area (4,5)
x6(k) Time instant when vessel k leaves waterway (5,6) and enters waiting area (6,7)
x7(k) Time instant when vessel k enters the lock (7,8) and leaves waiting area (5,6)

xg(k) Time instant when vessel k enters waiting area (8,9) and leaves the lock (7,8)

x9(k) Time instant when vessel k enters waterway (9,10) and leaves waiting area (8,9)
x10(k) Time instant when vessel k enters waterway (10,16) and leaves waterway (9,10)
x11(k) Time instant when vessel k leaves waterway (5,11) and enters waiting area (11,12)
x12(k) Time instant when vessel k enters the lock (12,13) and leaves waiting area (11,12)
x13(k) Time instant when vessel k enters waiting area (13,14) and leaves the lock (12,13)
x14(k) Time instant when vessel k enters waterway (14,15) and leaves waiting area (13,14)
x15(k) Time instant when vessel k enters waterway (15,16) and leaves waterway (14,15)
x16(k) Time instant when vessel k leaves waterway (15,16) or leaves waterway (10,16)
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B-5-2 \Visualisation of delays

No delays occur at lock 2, therefore no red bar is visible in the graph, see Section 6-6.

Vessel delays for each lock
T T

|
[ L ock 1 operation
[ Lock 2 operation
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Delay in number of time steps
©
T

1 2 3 4 5 6
Vessel number

Figure B-4: BDVR case with locks in series: Vessel delay visualisation
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Appendix C

Addition to the results for the
scenarios

The following Appendix will present the data tables for the results for the scenarios presented
in Chapter 6-7.

C-1 Scenario A

Table C-1: The optimal Inland Waterway Transport (IWT) schedule for the scenario A Bi-
Directional Variable Routing (BDVR) case with locks in series in time units, which includes; the
route the vessels are scheduled on, the intermediate event timings x;(k) and the arrival time at
x1(k) or x16(k) for 6 vessels sailing the waterway network

States | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Route Left Right Right Left Left Right
x1(k) 1 2 121 102 5 84
xa(k) 26 22 96 82 20 69
x3(k) 28 38 94 80 48 67
x4(k) 33 43 89 75 53 62
x5(k) 35 45 87 73 55 60
x6(k) 60 - - 53 70 -
x7(k) 62 - - 51 72 -
xg(k) 67 - - 46 77 -
x9(k) 69 - - 44 79 -
xm(k}) 94 - - 24 94 -
Ill(k) - 65 62 - - 45
x12(k) - 67 60 - - 43
x13(k) - 72 55 - - 38
x14(k) - 74 53 - - 36
1’15(]6) - 94 28 - 21
z16(k) 119 114 3 4 109 6
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C-2 Scenario B

Table C-2: The optimal IWT schedule for the scenario B BDVR case with locks in series in
time units, which includes; the route the vessels are scheduled on, the intermediate event timings
x;(k) and the arrival time at x1 (k) or x16(k) for 6 vessels sailing the waterway network

States | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Route Right Right Right Left Left Right
x1(k) 1 2 121 102 5 84
xa(k) 26 22 96 82 20 69
x3(k) 28 48 94 80 38 67
x4(k) 33 53 89 75 43 62
x5(k) 35 55 87 73 45 60
x6(k) - - - 53 60 -
x7(k) - - - 51 62 -
xg(k) - - - 46 67 -
x9(k) - - - 44 69 -
$10(k) - - - 24 84 -
r11(k) 60 75 62 - - 45
r12(k) 62 77 60 - - 43
r13(k) 67 82 55 - - 38
r14(k) 69 84 53 - - 36
r15(k) 94 104 28 - - 21
r16(k) 119 124 3 4 99 6
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C-3 Scenario C

Table C-3: The optimal IWT schedule for the scenario B BDVR case with locks in series in
time units, which includes; the route the vessels are scheduled on, the intermediate event timings
x;(k) and the arrival time at x1 (k) or x16(k) for 6 vessels sailing the waterway network

States | Vessel 1 Vessel 2 Vessel 3 Vessel 4 Vessel 5 Vessel 6
Route Right Right Right Right Left Left
x1(k) 1 2 124 102 5 84
xa(k) 26 22 99 82 20 69
x3(k) 44 24 97 80 34 67
x4(k) 49 29 92 75 39 62
x5(k) 51 31 90 73 41 60
x6(k) - - - - 56 45
x7(k) - - - - 58 43
xg(k) - - - - 63 38
x9(k) - - - - 65 36
$10(k) - - - - 80 21
w11 (k) 76 51 65 53 - 0
r12(k) 78 53 63 51 - 0
r13(k) 83 58 58 46 - 0
r14(k) 85 60 53 44 - 0
r15(k) 110 80 28 24 - 0
r16(k) 135 100 3 4 95 6

C-4 Scenario D

Explored 9324937 nodes (263460910 simplex iterations) in 8406.87 seconds
Thread count was 8 (of 8 available processors)

Solution count 10: 1812.85 1812.85 1812.85 ... 1959.93
Optimal solution found (tolerance 1.00e-04)

Best objective 1.812854600000e+03, best bound 1.812698825278e+03, gap 0.0086%
Vessel Route x01 x02 x03 x04 x05 x06 x07 x08 x09 x10 x11 x12 x13 x14 x15 x16

1 2 1 26 28 33 35 0 0 0 0 0 60 62 67 69 94 119
2 3 120 95 93 88 86 61 59 54 52 27 0 0 0 0 0 2
3 2 3 28 58 63 65 0 0 0 0 0 90 92 97 99 124 149
4 4 140 115 113 108 88 0 0 0 0 0 63 61 56 54 29 4
5 2 5 30 68 73 75 0 0 0 0 0 100 102 107 109 134 159
6 4 160 135 133 128 109 0 0 0 0 0 84 82 77 56 31 6
7 1 7 32 48 53 55 80 82 87 89 114 0 0 0 0 0 139
8 4 150 125 123 118 99 0 0 0 0 0 74 72 67 58 33 8
9 2 9 34 38 43 45 0 0 0 0 0 70 72 77 79 104 129
10 3 130 105 103 98 96 71 69 64 60 35 0 0 0 0 0 10
11 2 11 36 78 83 85 0 0 0 0 0 110 112 117 119 144 169
12 3 170 145 143 138 106 81 79 74 62 37 0 0 0 0 0 12

Figure C-1: MATLAB GUROBI results for the optimal IWT schedule for scenario C BDVR case
with lock in series in time units
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IWT
AIS
V2I
DES
MPL
SMPL
MILP
DES
MPL
SMPL
LP
MILP

Discrete-Event System

Inland Waterway Transport
Automatic Identification System
Vessel-to-Infrastructure

Discrete Event System
Max-Plus Linear

Switching Max-Plus Linear
Mixed Integer Linear Programming
Discrete Event System
Max-Plus Linear

Switching Max-Plus Linear
Linear Programming

Mixed Integer Linear Programming

OpenTNSim Open source Transport Network Simulation

UDFR
UDVR
BDFR
BDVR

Uni-Directional Fixed Routing
Uni-Directional Variable Routing
Bi-Directional Fixed Routing
Bi-Directional Variable Routing
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Ltot
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The total number of Max-Plus binary control variables

The number alternative sets of routes
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Departure location for vessel k

Bret Bottleneck in the waterway network

Crnax Make-span of the waterway network

Dhet Cumulative delays in the network

Lo Number of empty lock levellings for lock ¢

Li Number of lock levellings for lock 4

Ajock i(k)  Delays at lock i for vessel k

Apet Cumulative arrival time of the network

Olock i(t) Occupancy of lock ¢ at time unit ¢

Qlock ,i(t) Queue order and length of lock 7 at time unit ¢

AP (k) The routing matrix for vessel k

Alofd(k — 1)) The ordering matrix which describes the relation between vessel k and ku

E(n,n) The n x n matrix with element e on the diagonal and and ¢ elsewhere

J Cost function

Jin Input cost function

Jout Output cost function

T Topology matrix associated with topology graph

T; Topology matrix for case ¢

[A];j Element (4, j) of matrix A

(k) weight function for the input objective function for vessel &

B The set {0,1}

B. The set {e, e}

E(n,m) The n x m matrix with all elements equal to to ¢

® Max-plus Schur product

@ Maximization or max-plus addition

® Addition or max-plus multiplication

o(k) weight function for the output objective function for vessel k

oq(k) Output weight element for departure and intermediate locations for vessel k

oa(k) Output weight element for the arrival location for vessel k

TL(i,5) The constant lock operation time for moving from event ¢ to event j

Tsafety(F) Safety factor time for when a vessel is coming out of the lock and vessel k wants
to enter directly

Tuw(ij) (k) The constant sailing time of vessel k on the waterway from node 7 to node j

€ The zero element in max-plus algebra

a;(k) The time instant at which vessel k should arrive at node ¢

d(k) Departure location for vessel k

e The unit in max-plus algebra

k Represents a vessel number

Kmax Number of vessels sailing the network

si(k) Binary control variable that determines if vessel k is scheduled on route [
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si(k) The time Max-Plus binary routing control variable for selecting route [ by vessel
k

si (k) The time Max-Plus binary routing control variable which denotes if route the
arc from node i to node j is used by vessel k

si; (k) Binary control variable that determines if arc (i, j) is used by vessel k

t Represents the time unit

u;i (k) The time instant at which vessel k departs at node i

wpp,u(k — u) Max-Plus ordering binary control variable when both vessels are sailing down-
stream

wpy,u(k — 1) Max-Plus ordering binary control variable when vessel £ is sailing downstream
and vessel k — p is sailing upstream

wyp,u(k — 1) Max-Plus ordering binary control variable when vessel k — p is sailing down-
stream and vessel k is sailing upstream

wyy,,(k — ) Max-Plus ordering binary control variable when both vessels are sailing up-

stream

w; (k) Ordering control variable that determines if the order in node ¢ is the same as
in (1)

x;i(k) The time instant event ¢ happens for vessel k

zq(k)) Optimised destination arrival time at location a for vessel k

v(k) Vector containing all control variables
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