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HARDY SPACES AND DILATIONS ON
HOMOGENEOUS GROUPS

TOMMASO BRUNO AND JORDY TIMO VAN VELTHOVEN

ABSTRACT. On a homogeneous group, we characterize the one-parameter groups
of dilations whose associated Hardy spaces in the sense of Folland and Stein
are the same.

1. INTRODUCTION

Let G be a homogeneous group, i.e., a connected, simply connected nilpotent
Lie group whose Lie algebra g admits automorphic dilations

62 = exp(In(r) A), r >0,

for a diagonalizable matrix A € GL(g) with positive eigenvalues. As G is simply
connected and nilpotent, its exponential map is a global diffeomorphism, and the
automorphisms 67 induce automorphisms of G which we still denote by 6.

Following Folland and Stein [11], we consider Hardy spaces associated to the
dilations (64),~0 on G as follows. Given a Schwartz function ¢ € S on G, the
associated radial maximal function of a tempered distribution f € S’ is

Mg o f = sup,or | f x (¢ 0 67)),
where * denotes the convolution on G. Upon fixing a commutative approximate
identity ¢ (see [9,13]), the Hardy space HY, with p € (0,1], is the space

HY ={fe8':Mj ,f €L’}
endowed with the quasi-norm f ~— |[[Mg ,f|[h. Tt is well known that there are

several other equivalent definitions, see, e.g., [8,11,14, 17], but we leave further
discussions on such choice to a later stage, cf. Remark 3.2 below.

The aim of this paper is to characterize those dilation matrices A, B € GL(g) as
above which induce, via the associated dilations (6),~0 and (67),~¢ respectively,

the same Hardy spaces HY and H%. Our main result is the following theorem.

THEOREM 1.1. HY = HY for some (equivalently, all) p € (0,1] if and only if
A = ¢B for some ¢ > 0.

Notice that we do not assume that the spaces have equivalent quasi-norms, but
just being the same as sets. We also emphasize that H} = HY is in general
not equivalent to the homogeneous quasi-norms on G induced by A and B being
equivalent; cf. Proposition 2.1 below.

The problem of characterizing the dilations which give rise to the same function
spaces looks rather natural. In the case when G is abelian, that is, when G is some
Euclidean space R™, this has already been studied for Hardy spaces associated to
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anisotropic or parabolic dilations [1,3-6] in [1]. More recently, similar problems
have been investigated for Besov and Triebel-Lizorkin spaces in, e.g., [7,12,16].

If G is abelian, Theorem 1.1 may be obtained from a combination of results
in [1,3] on Hardy spaces defined by expansive dilation matrices. The novelty of
Theorem 1.1 is that it is the first instance of such results on noncommutative
groups. Our approach to the problem is strongly influenced by the aforementioned
papers, in particular by Bownik’s [1]. Nevertheless, the noncommutative setting
requires a number of nontrivial modifications which we shall discuss along the way.
It finally goes without saying that Folland and Stein’s book [11] plays a key role in
the paper, too.

The structure of the paper is as follows. In the following Section 2 we characterize
those matrices A and B whose induced homogeneous norms on G are equivalent:
we show that this happens if and only if A = B. In Section 3 we introduce Hardy
spaces on GG and describe equivalent characterizations of their semi-norms in terms
of atomic decompositions and grand maximal functions. In the final Section 4 we
prove Theorem 1.1 and discuss an analogous result for BM O spaces.

Setting and notation. All throughout, G denotes a homogeneous group with
identity e and Lie algebra g. The dimension of g, whence that of G, will be denoted
by n. We shall say that a matrix A € GL(g) is admissible if it is diagonalizable,
has positive eigenvalues and the matrix exponential exp(Aln(r)), » > 0, is an
automorphism of g. Given such a matrix A and r > 0, we denote by 64 both the
automorphisms exp(A1In(r)) of g and the corresponding group automorphisms of
G given by expg o 64 o expél, where expg: g — G is the exponential map of G.

Given two functions f,g: X — [0,00) on a set X, we write f < g if there exists
C > 0 such that f(z) < Cg(z) for all x € X. The notation f =< g will be used
whenever f < gand g < f.

2. EQUIVALENCE OF HOMOGENEOUS QUASI-NORMS

Given an admissible matrix A, a homogeneous quasi-norm associated with A
(equivalently, with the family of dilations (6:*),~0) is a continuous function p4: G —
[0, 00) which is smooth in G \ {e} and satisfies, for z € G,

(1) pa(@™") = pa(2),
(2) pa(dfa) =rpa(w),
(3) pa(z) =01if and only if x =e.

r )r>05 and
any two such quasi-norms p 4, p'y are mutually equivalent, in the sense that p4 = p/y;
see [11, p. 8] and [10, Proposition 3.1.35] for proofs of both facts. In addition, for
all semi-norms p4 there exists C' > 0 such that

pa(zy) < Clpa(x) + pa(y)) (2.1)

for all z,y € G; see [11, p.11] and [10, Proposition 3.1.38].
Given g € G and r > 0, the ball associated to a homogeneous norm p4 centered
at xp with radius r is

Homogeneous quasi-norms do exist for any given family of dilations (67

BA(zo,7) = {x € G: palzytz) <7}
With such definition, we also have
BA(xo,7) = zoB (e, 1), BA(e,r) = 62B% (e, 1). (2.2)

If X\ is the Lebesgue measure on g, we define the associated Haar measure p on G
by p=MAo expal. Then, for all measurable subsets E of G,

W(OLE) = " u(E). (2.3)
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In particular, u(B*(zg,7)) = r*Wu(BA(e,1)). In view of (2.3), the trace of A is
often called the homogeneous dimension of G (with respect to A).

In addition to homogeneous quasi-norms, we will also make use of a function
on G that is homogeneous with respect to dilations by multiples of the identity
matrix. For this, endow g with an orthonormal basis {Y7,...,Y,} and let || - || be
the associated Euclidean norm. Then extend it to a function on G by means of the
exponential map, i.e., (with a slight abuse) ||z| = | expg' z|| for € G. Observe
that ||z~ = ||z||, though || - || is not a norm nor a quasi-norm on G unless G is
abelian. We denote the “ball” of center x¢ and radius r with respect to || - || simply
by

B(wo,r) :={x € G: ||y x| < r} = zoB(e,r).
The function || - || on G is homogeneous with respect to the classical (Euclidean)
dilations &/ := expg oexp(I1n(t)) o expg', t > 0, namely |6/ z|| = t||z| for = € G.
However, we remark that such dilations are automorphisms of G if and only if G is
abelian. More generally, we shall write

5 = expg o exp(In(t)A) o expgt

for t > 0 and general A € GL(g), which do not need to be automorphisms. Since the
identity I and its multiples commute with all matrices, the dilations 6] commute
with any other dilation 62: for any 2 € G, then,

§loha = 686lx, rt>0. (2.4)

Given A € GL(g), we shall denote by ||Al|gr(g) its operator norm associated to the
Euclidean norm || - || on g. Observe that 6% is the identity map for all A € GL(g).

Given two admissible matrices A and B, we say that two associated quasi-norms
pa and pp are equivalent if ps < pp, namely (we recall it for future use) if there
exists a constant C' > 0 such that

C™lpp(w) < pa(z) < Cpp(x) (2.5)

for all x € G.
In the following proposition we show that the equivalence of homogeneous quasi-
norms is a rather rigid condition; cf. [1, Lemma 10.2].

PROPOSITION 2.1. Let A, B € GL(g) be admissible matrices and pa, pp associated
quasi-norms. Then pa < pp if and only if A= B.

Proof. Since all homogeneous quasi-norms associated to an admissible matrix are
equivalent, it follows that p4 < pp for any choice of p 4 and pp whenever A = B. As
for the converse, since A, B are admissible, their exponentials exp(A) and exp(B)
have only strictly positive eigenvalues, and thus admit a unique logarithm, see,
e.g., [15, Theorem 1.31]. Consequently, exp(A) = exp(B) if and ounly if A = B, and
it is then enough to prove that if p4 =< pp then exp(A) = exp(B).

If (2.5) holds, then B4 (e,r) C BE(e, Cr) for all 7 > 0. By (2.2), this amounts to

5/ B%(e, 1) € 67B" (e, C),
which implies by (2.3), for r > 0,
P (B (e, 1)) < rB) (BB e, O)).

Thus, the function r + (4=t (5) is bounded on (0, o0), and hence tr(A) = tr(B).
In particular, this shows det(exp(A)) = det(exp(B)), so that exp(A) = exp(B)
follows from [7, Theorem 7.9], provided

iulz) I eXp(A)*k eXp(B)kHGL(g) < 00. (2.6)
€
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Since

sup | exp(A)* exp(B)~*|larig) < sup (| exp(In(r)A) exp(In(1/7)B)llcr(g)
€ T

_ 16|
=sup sup s
r>0 zeG\{e} 1027

(2.7)

the desired conclusion will follow once we show that the quantity in (2.7) is finite.
In order to do this, note first that if 2 € G is such that ||z =1, then

pa(81),67x) =~ pa(6lx)
< Cr7lpp(677) = Cpp(z) < Csup{pp(2): 2| =1} <D

where the last supremum is finite because {z € G: ||z|| = 1} is compact and pp is
continuous. In other words,

81),07 {z € G |lzf| = 1} € B(e, D).
Since BA(e, D) is compact by [11, Lemma 1.4], there is R > 0 such that
1/T BlreG: |zl =1} € BA(e, D) C Ble, R),
namely ||6f‘/r<57{3x|| R for all > 0 and x € G such that ||z = 1. If now x € G is

arbitrary, then §1 -1 € {x € G: [|zf| = 1}, and by (2.4),

ll]
183,67 2]l < Rl]|
for all x € G and r > 0. This last inequality is equivalent to
87,2l < Ré7), |
for all x € G and r > 0, yielding

64| 167,
Sup Sup =g = — <
vec\{e} r>0 [1682] seciiey r>0 167, 2|
which completes the proof. (I

3. HARDY SPACES ON G
For p € (0,1] and A € GL(g), we consider the dilation of a function f on G
DM f(z) ="M f(5M @),  z€G t>0.
We shall equivalently write ftA P for D,{\ Pf and fP for ftA "1 Let us observe that
since 6} = 5;{‘& for all £ > 0, one has
f@) = "W fH () = (V)N FE () = fi)e(2),  weG (31)
Let now A € GL(g) be admissible. Given a Schwartz function ¢ € S and

a tempered distribution f € &', the radial mazimal function M£7Af of f (with
respect to A and ¢) is

Mg af(@) = sup|f = 7' (2)], @ €G. (3.2)

Suppose now that ¢ € S is a commutative approximate identity for A, that is,
Jo® dp =1 and ¢t « ¢f* = ¢7* x ¢z for all s,t > 0, cf. [9,13]. For p € (0,1], we
define the Hardy space HY as

HY ={f eS8 Mj ,f € L*},
endowed with the quasi-norm

£ = 1M3 A fll5- (3.3)
A
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Here and all throughout, the LP norms are taken with respect to the Haar measure
-

We comment on the choice of this definition, among all the others available, in
Remark 3.2 below. We first show that with such definition H? is invariant under
scaling of the dilation matrix A. This is a straightforward consequence of (3.1),
but we state it as a lemma for future reference.

LEMMA 3.1. Let A € GL(g) be admissible and ¢ > 0. Then HY = HY, with
equality of quasi-norms for all p € (0,1].

Proof. Tt is enough to observe that (3.1) implies M3 ,f = M} .,f. O
We can now elaborate on this and on our definition of H f‘.

REMARK 3.2. By Lemma 3.1, up to adjusting the dilation matrix A if necessary,
it may be assumed that the minimum eigenvalue of A is 1 without affecting the
space HY or its norm. Therefore, though the minimum eigenvalue of A being 1 is a
standing assumption in [11] which we do not make, several results therein are still
valid in our setting. In particular, by combining Lemma 3.1 and [11, Corollary 4.17],
one sees that:

(a) a different choice of the commutative approximate identity ¢ originates an
equivalent quasi-norm (3.3) of HY;

(b) by [11, Proposition 2.15|, HY} embeds continuously in S’ for all p € (0, 1];

(¢) by [11, Proposition 2.16], the quasi-norm (3.3) induces a metric on HY
which makes it a complete metric space.

Let us emphasize, however, that our definition of admissible matrix does not give
rise to new spaces with respect to those of [11], but rather allows (whenever needed)
for a larger flexibility in the choice of the matrices which describe the same Hardy
space. In view of all this, if one adheres strictly to the setting of [11], i.e., assumes
that the minimum eigenvalue of an admissible matrix is 1, then Theorem 1.1 reads
as follows: HY = HY, for some (equivalently, all) p € (0,1] if and only if A= B.

The following lemma will be used repeatedly.

LEMMA 3.3. Suppose p € (0,1] and let A, B € GL(g) be admissible. If H} = H%,,
then their quasi-norms are equivalent.

Proof. By the discussion in Remark 3.2, the maps
(f,9) = If =9l (Fr9) = I —alf

are invariant metrics making H% and H% respectively into complete metric spaces
and HY = HY, < &', whence the map ¢: HY}, — H%, f+ fis well defined and has a
closed graph. By the closed graph theorem ¢ is continuous, so that || f|] S I £1] P
for all f € HYy = HY,. The other inequality follows similarly. O

In the remainder of this section we discuss equivalent characterizations of HY
which will be of use to prove Theorem 1.1. In view of Remark 3.2, we shall assume
that the minimum eigenvalue of A is 1. We begin with the following simple lemma.

LEMMA 3.4. Suppose A is an admissible matriz with minimum eigenvalue 1. Then
there exists v > 0 (depending on A) such that, for all homogeneous quasi-norms pa
associated with (54), the following holds.

(i) For all R > 0 there exist c1,c2 > 0 (which depend on A, pa and R) satis-

fying, for all x € BA(e, R),

allz] < paz) < o=l (3.4)
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In particular,
C1 1/'7 A
— - - . .
B(e, (c2 R) ) C BA(e,c1R) C Ble, R) (3.5)

(i) For all R > 0 there exists C > 0 (which depends on A, pa and R) such

that, for all x,y € B(e, R),
lzyll < C (Il + llyl7). (3.6)

Proof. Assertion (i) can be proved in the exact same manner as [11, Proposition
1.5], whereas (ii) follows from a combination of (i) and (2.1). O

3.1. Atomic decompositions. Assume that A € GL(g) is an admissible matrix
whose minimum eigenvalue is 1, and fix an associated homogeneous quasi-norm
pa. Denote by vi,...,v, the eigenvalues of A, listed in increasing order (whence
vy = 1). Given a multiindex I = (i1,...,4,) € Njj, we define its isotropic degree
and homogeneous degree (associated to A) respectively by
[I| =14+ in, da(I) =vii1 + - + vpin.

We denote by A4 the sub-semigroup of R generated by {0,v1,...,v,}, that is,
Aq={da(I): I € N*}. Note that |I| < da(I) and NC Ay as v; = 1.

A function P: G — C is called a polynomial on G if P oexp is a polynomial on
g. Fix an eigenbasis {X1,...,X,,} for A, and let {X7,..., X} be the associated
dual basis for g*. For j = 1,...,n, set nja = X o expgl. Then each 7; 4 is
a (homogeneous) polynomial on G, and every polynomial P on G can be written
uniquely as

P=> cmh, nh=nlyonia, (3.7)
IeNg

where all but finitely many of the coefficients ¢; € C are zero. The homoge-
neous degree (with respect to A) of a polynomial P as in (3.7) is defined to be
max{da(I): ¢; # 0}. The set of all polynomials of homogeneous degree at most
N € N with respect to A is denoted by P4 .

Suppose p € (0,1]. An element o € Ay, is said to be p-admissible for A if
a > max{a’ € Ay: o/ < tr(A)(p~! —1)}. A pair (p,a) is said to be admissible
for A if « is p-admissible for A. Given such a pair (p, ), we say that a function
a: G — Cis a (p,a)-atom associated to A if it satisfies the conditions:

(al) suppa C B4 (z¢,r) for some xo € G and r > 0,

(a2) llalloc < p(B4(x0,) "7,

(a3) [,a-Pdp=0forall Pe P
We denote by «7P(A) the family of all (p, «)-atoms associated to A.

If @« € Ay is p-admissible, then by [11, Theorem 3.30], the Hardy space HY
coincides with the space of all tempered distributions f € S’ of the form

fzzjnjaj, kj 20, (kj) €, a; € dP(A),

with the equivalence of quasi-norms
151, = 1 gy o= { ) £ = S,y € )}, (29)
J

Rather than the classical atoms satisfying conditions (al)—(a3), we will make use
of certain “modified” atoms. Given an admissible pair (p, ) for A and R > 0, we
shall call modified (p,a, R)-atom (associated to A) a function a: G — C such that

(al’) suppa C 202 (B(e, R)) for some z € G and k € Z;
(a2") flallso < p(05B(e, R)) ™7
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(a3) [pa-Pdp=0forall P e PL.

To show the relation between the above Hardy spaces and those defined by such
modified atoms, we use Lemma 3.4 to prove the following simple result.

LEMMA 3.5. Suppose R > 0, let A € GL(g) be admissible with minimum eigenvalue
1 and (p, @) be admissible for A. Then HY coincides with the atomic space defined in
terms of modified (p, a, R)-atoms associated to A, with equivalence of quasi-norms.

Proof. By the equivalence of quasi-norms (3.8), it will be enough to show that any
(p, a)-atom associated to A is a multiple of a modified (p,«, R) atom associated
to A, and viceversa, with uniform constants depending only on p, A and R. As
the two proofs are essentially the same, we shall provide the details of the first one
only.

Suppose that a is a (p, o)-atom associated to A, supported in a ball B4 (x,7)

for which the size condition (a2) holds. Then, for k = [In(z;-)] + 1 € Z,

suppa C :Eo(;% B%(e,c1R)
1
C 2004 BA(e,c1R) C 262 Ble, R),

the last inclusion by (3.5). As for the size condition,

1 Alzo, T *%
lallse < (2062 Ble, R)) ™+ (%)

3

where, by left invariance and (2.3),
pBAwo.r)) " uBAe ) (o " pBAe 1)
W(w00d B(e, R) e u(Ble, B)) ~ \er/(eil))  u(B(e,R)

and the conclusion follows. O

> C(A,R),

Lastly, we define a family of auxiliary functions that we will need in the proof
of Theorem 1.1. For this, let {Y7*,...,Y,*} be the dual basis for g* of the basis
{¥1,..., Y, }, and define n; := Y o expé1 for j =1,...,n. As above, any polyno-
mial P on G can be written uniquely as

Soem’, nt=atnir, (3.9)
IeNy
for finitely many nonzero coeflicients c¢; € C. The isotropic degree of a polynomial
P as in (3.9) is max{|I|: ¢; # 0}, and we denote the set of all polynomials of
isotropic degree at most N € N by Py. Note that if P € Py and A € GL(g),
then also P o 6 € Py for any t > 0. Moreover, a change of basis and the fact
that |I| < da(I) imply P4 C Py for all admissible matrices A whose minimum
eigenvalue is 1.
Let now A, B € GL(g) be admissible with minimum eigenvalue 1. For p € (0, 1],
choose o € N so large that (p,«) is admissible for both A and B. Given R > 0,
consider the family F, , r(A, B) of functions f: G — C such that

(f1) supp f C 064,653, B(e, R) for some ¢ € G and ji, jo € Z.

(£2) || flloo < =91t (A)/Pe=d2tr(B)/p,
(£3) Jo f-Pdu=0 forall P € P,.

The significance of this family for our purposes is provided by the following lemma.

LEMMA 3.6. Let A, B € GL(g) be admissible matrices with minimum eigenvalue 1.
Suppose HY, = HY for some p € (0,1] and that o € N is such that (p,«) is
admissible for both A and B. Then for all R > 0 there is a constant C' > 0 such
that || fll gz < C" for all f € Fap r(A,B).
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Proof. Suppose [ € Fap r(A, B). First, by (f1), the function DB pDilpf is sup-
ported in

5? J1 59*12 ( ) B(ev R)
Second, by (f2),

B.p A tE) ftm(A)
IDZPDAT flloc =™ [flloo <

Lastly, given P € P,, it follows by (f3) that

e—J1

/ijfpgf’f Pdp = el ~ D72 (B) (5 =1 tr(4) /f -PobB ;064 du = 0. (3.10)

Hence, the function u(B(e, R))E . DEPpA; pf is a modified (p, a, R)-atom for both

ei2 ell
A and B. By Lemma 3.3 and the fact that D;"? (resp. DZ*) is an isometry on H%
(resp. HY) gives

B A
1, = DS fl, SUDSE i, = IDSDEP L

with an implicit constant independent of f. Since u(B(e, R))E DEPDAP £ is a mul-

ez i1

tiple of an ordinary (p, «)-atom for B (cf. the proof of Lemma 3.5), an application
of [11, Theorem 2.9] yields

1D DGE i, S n(Ble, R) VP S 1

ed2 i1
where the constants are independent of f. (I
3.2. Grand maximal function. Let A be an admissible matrix with minimum

eigenvalue 1. Given N € N, the grand mazimal function associated to the radial
maximal function (3.2) is defined by

Minyaf = sup Mg ,f,
o€S, ol (ny<1

where ||¢[|(y) is a semi-norm on S associated to A. By [11, Proposition 2.8 and
Theorem 3.30], H} with p € (0, 1] can be characterized as the space of f € &’ such
that M?N) 4f € LP, with the equivalence of semi-norms

1115 = 1My S 115, (3.11)
provided that N > min{N’ € N: N’ > min{a € As: a > tr(A)(p~! — 1)} }.

4. EQUIVALENCE OF HARDY SPACES

This section is devoted to proving Theorem 1.1. We start with the following
lemma.

LEMMA 4.1. Let A,B € GL(g) be admissible and ¢ = tr(A)/tr(B). Then the

following assertions are equivalent:
(i) A= cB for some ¢ > 0;
(i) supjez [l exp(A) ™7 exp(B) 9 ||arq) is finite.
Proof. Suppose that A = ¢B for ¢ > 0. Then € = ¢, and hence, for j € Z,

exp(A) ™7 exp(B) ) = exp ((—j + Lje]1/¢)A) =: exp(r;A)
where —1/¢ < r; < 0. Therefore,
sup | exp(A) 7 exp(B)! [lar) < sup | exp(rA)llareg) < oe,
JEZ —1/e<r<0
the last fact as r — exp(rA) is continuous.
Conversely, suppose that exp(A) and exp(B) satisfy (ii). Define the matrix B’ =

5 B. Then exp(A) and exp(B') satisfy (ii), and det(exp(A)) = det(exp(B')).
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Therefore, an application of [7, Theorem 7.9] yields that exp(A) = exp(B’). Since
the matrix exp(A) = exp(B’) has only strictly positive eigenvalues, it has a unique
real logarithm (cf. [15, Theorem 1.31]), whence A = B’. O

We are now ready to prove Theorem 1.1, which we restate for the reader’s con-
venience. The overall method of the proof is inspired by that of [1, Theorem 10.5].

THEOREM 4.2. Let A, B € GL(g) be admissible. Then the following are equivalent:
(i) HY = HY, for some p € (0,1];
(ii) HY = HY, for all p € (0,1];
(i1i) A = cB for some ¢ > 0.
Proof. By Lemma 3.1, (iii) implies (ii). The fact that (ii) implies (i) is immediate.
Hence, it remains to show that (i) implies (iii).
Suppose that HY = HY, for some p € (0,1]. By rescaling A and B if necessary,
it may be assumed (cf. Lemma 3.1) that both A and B have minimum eigenvalue

1. Then A = ¢B if and only if ¢ = 1. We argue by contradiction, and suppose that
A # B. Then, by Lemma 4.1, either

lim sup || exp(A)? exp(B)~ <] | =00, or limsup| exp(A)’ exp(B) L&) | = oo,
j—+o0 J——oo

where in this proof we simply write || - [| = || - [[aL(g) for the operator norm. Up to
passing to a subsequence, we can assume that actually either

lim H exp(A)’ eXp(B)_LEjJ H =o0, or lim H exp(A)? eXp(B)_LEjJ H = 0.
Jj—+oo J——o0
(4.1)
Note that, for fixed j € Z,
|| exp(A)’ eXp(B)_LEjJ_mH < || exp(A)’ exp(B)_LEjJ || || eXp(B)_mH -0

as m — o0, since all eigenvalues of exp(B) are strictly greater than 1. Therefore,
there exists the smallest integer m (and we call it d;) such that

|| exp(A)7 exp(B)fLEijmH <1
Since, by definition of d;, the above inequality fails for d; — 1,
| exp(A)? exp(B)~ =4 || > || exp(A) exp(B)~ =0 * ||| exp(B)||
> [lexp(B)] 7,
whence, for all j € Z,
| exp(B)I|* < || exp(A) exp(B)~L=71 ]| < 1. (4.2)

If (d;) was a bounded sequence, then (4.1) could not hold; therefore, either d; —
+oo or dj = —o0 as j — +oo or j — —oo. We consider the first case only, the
others being analogous.

The remainder of the proof is split into three steps.

Step 1. (Auziliary functions). We construct a sequence of functions satisfying
properties (f1)—(f3) considered in Section 3.1. For this, let X € g be such that
| X]| =1, and define
21 = expa(X).

Notice that ||z1]] = 1. Choose ¢, € (0,1) small enough so that the balls B(z1,€)
and B(e,0) are disjoint. In addition, fix R > 0 such that B(z1,¢) C B(e, R). Even
though || - || is not a norm, all of these choices are possible by means of Lemma 3.4
(applied to A or B, after an associated homogeneous semi-norm on G is chosen).
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Indeed, if y € B(x1,¢€), then (3.6) yields a constant ¢ > 0 (only depending on A or
B) such that

- - 1/
lyll = ller -2yl > (cller]l = a7 yll)” > (= 07 > 0,

ie., y € B(e, 0)¢, provided ¢,0 € (0,1) are sufficiently small. With such choices, we
proceed to construct a function ag satisfying (f1)—(f3) in Section 3.1 with xzy = e
and jl = jQ =0.

Let a € N be so large that (p,a) is admissible for both A and B. Set n, :=
#{I e N} : |I| < a}, and define the map

712 0) 2B o ([ @) dute))

(e,0) [T|<a
Then T is surjective, and hence defining v € R™ by v; := — fB(zl 0 n! du, there

exists f € L>°(B(e,0)) such that T(f) =v. Let ag: G — C be defined by

f(x) if x € Ble, ),
ap(x) =<1 if x € B(x1,¢€),
0 it x ¢ B(e,0) UB(z1,€).
Then supp ag C B(e, R) and [, ao-n" dp = 0 for all |[I] < . Choose now wy € (0,1]
such that, if ag := wo @o, then |lagllcc < 1. Then ap € Fo p r(A4, B).
We now construct suitable dilations of ag. Define @); to be the matrix such that
exp(Q;) = exp(A) exp(B) "1~ >, (4.3)
by using the Baker-Campbell-Hausdorft formula. Then exp(@;) is an automor-
phism of g as it is composition of automorphisms. As such, 6§j and 51Q/je are

automorphisms of G.
Then pick Z; € g such that || Z;|| = 1 and

lexp(Q5)Z; || = [ exp(Q))Il =: 75 (4.4)
By (4.2) then
lexp(B)[I7! < 7 < 1, (4.5)
and by taking the determinants in (4.3)
tr(Q;) = j tr(A) — ([ej] + d;) tr(B). (4.6)

In addition to @)}, choose a matrix U; such that exp(Uj) is unitary and exp(U;) X =
Zj, and define z; = exp;(Z;). Then define a; := Der{pDUj’pao for j € N.

— e—1

We claim that a; € Fo p r(A, B) for all j € N. For this, observe first that since
exp(U;) is unitary, it holds that (5ng(6,7‘) C B(e,r) for all » > 0. Moreover,

8 a1 = expg (exp(U;) X) = expg(Z;) = 2;. (4.7)

Since
Q; _ sA<B
5e 7= 56156*L5H*'ij7

it holds that 67 B(e, R) C B(e, ;R) by definition (4.4) of 7;, and
suppa; C 69 B(e, R) = 64 55,L5ﬂ,ij(e, R),
showing (f1). Moreover, supp a; C B(e, R) for all j’s. More precisely, by (4.7),
08 B(x1,€) = 62 B(2y, ¢),
and thus
suppa; C 097 (B(e,0) U B(x1,¢€)) C Ble, ;0) U 3% B(zj, €). (4.8)
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For (2), note that, by (4.6) and tr(U;) =0,

tr(Qy)  tr(Uy)

lajlloe = e 777 flacllee <€

=3 (led]+dy) L2
?

as required. In addition, we note that
Q, (@) (U )
a; (67 B(zj,€)) =e” 77 7 ao(B(xy,¢€))
tr(B)
PwWy = Wwj.

— o3P+ (i) +dy)

Lastly, arguing as in (3.10), one sees that also (f3) holds.

Step 2. (Case p = 1). Suppose that p = 1. By construction, see (4.4) and (4.5),
we have that ||exp(B)|~! < [[exp(Q;)|| < 1 and ||Z;|| = 1 for j € N. Hence, by
passing to a subsequence if necessary, it may be assumed that exp(Q;) — @’ for
some matrix Q' : g — g satisfying || exp(B)|~! < ||Q’|| < 1, and that Z; — Z' for
some Z' € g with ||Z’|| = 1. In addition, it may be assumed that exp(U;) — U’ for
some unitary matrix U’ € GL(g). Since € = tr(A)/tr(B) and d; — +o0, it follows
that

| det(exp(Q;))] = ') — i tr(A)=(lej)+dj) tr(B)  o(1=dj) tr(B) _y

as j — oo. Hence, |det(Q’)] = 0, and, in particular, @’ is not surjective.

Next, we show that the sequence (a;);en of functions a; € Fu p r(A, B) con-
structed in Step 1 converges to a nonzero regular Borel measure a. For this, let
¢ € Cp(G) be arbitrary. Then a direct calculation entails

/G 0;(2)p(x) du(z) = e~ ¥@) /G (DV100) (6% (2))(63 6%, (2)) dpu(x)
- /G (DU 00) (1) 0(6% (4)) diu(y)
- /G a0(2) (6% 60 (2)) dp(2).

Using that <p(5§j 59 (2)) — p(expg o Q' o U’ oexpy'(2)), together with the domi-
nated convergence theorem, it follows therefore that

/ 0 (2)p(x) dp(z) = / a0(=)p(expg 0 Q' o U o expg(2)) du(2)
G G

- /G o(z) da(z)

for a unique regular Borel measure a on G. Since @’ is not surjective, it follows
that suppa # G, and thus a is singular with respect to the Haar measure p on G.

We shall show that a # 0. Given some z € B(e,0), set 2/ = expgo Q o U’ o
expg'(2), and set ) = expg 0 Q' o U’ o expy'(z1). Then

12/l = QU expg! (2)|| < IQ'HU" expg (2)| < 011Q'],
and, using (4.4) and (4.7),
4]l = lim [lexp(Q;) exp(U;)X || = lim [[exp(Q;)Z;| = lim [|exp(Q;)]|
Jj—o0 Jj—o0 Jj—o0
= 1l

Therefore, an application of Lemma 3.4 (with R = 1) yields a constant ¢ > 0 such
that

_ 1/ 1/
(@)~ 2 = (ellai | = 1217) 7 = (el = olQ'™) "
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Hence, by decreasing 6 € (0, 1] if necessary, there exists § > 0 such that ||(z})~12/|| >
d, that is, 2’ ¢ B(x], ). Choose now a non-negative continuous function ¢ satisfy-
ing supp ¢ C B(2},6) and ¢(z}) = 1. Then p(expgo Q' o U’ o expg'(z)) = 0 for
any z € B(e, ), and, by construction of ag,

[ @) dat@) = [ ao@)plexpeo @ o U o expg! (2) dutz)
G

G

- / a0(2)p(expg 0 @ o U 0 expgt(2) diu(z)
B(e,0)
+ wo/ plexpgo Q' o U’ oexpg'(2)) du(z)
B(z1,¢€)

= wo/ p(expgo Q' o U’ oexpy'(2)) du(z) > 0,
B(z1,¢€)

where the inequality follows from the fact that ¢ > 0 is continuous and ¢(z}) = 1.
This shows that a is nonzero, whence in particular a ¢ L*.

On the other hand, by Fatou’s lemma and the grand maximal characteriza-
tion (3.11),

lallg, = [ Miny aads = [ tim M, o, di

<timinf [ M) 4a,ds < Climint oy |, < €'
where the last bound follows from Lemma 3.6. Thus a € HY. This contradicts that
a ¢ L', and completes the proof for p = 1.

Step 3. (Case p < 1). Suppose that p < 1 and set o := 1/42, where v > 0
is that of Lemma 3.4. Pick ¢ € S such that ¢ = 1 on B(e, €] exp(B)||~7) and
supp ¢ C B(e, e2]| exp(B)||~7) for some 0 < ¢; < €2 < 1 to be determined.

For all z € G, by (4.8) and since ¢p(z~12) = 0 if 2 ¢ 2B(e, 2| exp(B)|| =),

MY qa;(2) > a;(2)g(a2) dp(x)]

/zB(e,eﬂ exp(B)H*")ﬁ(B(e,TjO)USEQj B(zj,€))
Suppose now that z € B(5§j (27), Bl exp(B)||~7) for some B € (0, 1). Then, by (3.6),
2B(e, &l exp(B)[|~7) C 67 (z) - Ble, Bl exp(B)|7)B(e, exl| exp(B)] =)

C 62 (25) - Ble, cg.eull exn(B)|77),

with cg., small if 8 and ez are small. Thus, if z € zB(e, €] exp(B)||~7), then

1(6872;)71 - 2| < cpeyll exp(B)| 717, so that by (3.6), (4.4) and (4.5) there exists
¢ > 0 (independent of j € N) such that

)l = 169925 - (67 2;) 7" -
1/~
> (C||5§j2j|| — [1(6872) 7" '$||V) > (c1j — i)V > 07,

ie.xz ¢ B(e,01;), provided S, €2 and 8 are small enough. Observe that 7; is bounded

1/~

above and below away from 0 by (4.5), whence 7;7 " < 7j. The above proves that

2B(e, eal| exp(B)||~7) N (Ble, 7560) U 527 B(z;, €))
= 2B(e, e2]| exp(B)|77) N6 () - 6 Ble, ),
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where we used that 5erB(zj, €)= 5% (zj)-éerB(e, €). Therefore, by the above, (4.9)
and since (55% (z7))" 1z € B(e, B|lexp(B)||79), if B and €; are small enough then
M ya;(z) = w; n(B(z, €|l exp(B)]|~7) N 627 (z;) - 639 Ble, €))
= w; (687 (27)) "2 Ble, eal| exp(B)| =) N 627 B(e, €))
w; w(B(e, x| exp(B) | ~7) N6 Be, )
= w0y @) (6% Ble, eyl exp(B)|~7) N B(e, ). (4.10)

WV

Observe now that 5?/63(6,61” exp(B)||77) D B(G,Tj_lelH exp(B)||77). Thus, if €

is small enough so that Tj_lelﬂ exp(B)|| 77 < e, then by (4.10)

Mg 4ai(2) = w; e @ p(B(e, 7 a1 exp(B)[ 7))

;1@ (o7 (@
= s MO s pi = Ble 1)) > 0y €790,

Thus, by (4.6) and (4.9),
Mg’Aaj(z) > celpDIled] tr(B)=j tr(A)] o (5 1) tx(B)d;
Since
0= ejtr(B) — jtr(A) > (4] tr(B) — jtr(4) > (] — 1) tr(B) — j tr(4) = — tx(B)
for all 7 € N, we conclude
ngAaj (z) 2 c/e(%_l)“(B)dj,

from which it follows that

/ | Mg, aa;]P du>/ Q; M, 405" dps
o B3 25 Bl exp(B)|~7)

> Cu(B(e, Bl exp(B)|| 7)) o5~ D oB1 o

as j — 0o, which is a contradiction by Lemma 3.6 and the grand maximal function
characterization (3.11) of the Hardy space seminorm. This completes the proof. O

Lastly, we have the following simple consequence on equivalence of the dual of
the Hardy spaces H} and H}. These spaces can be identified with BM O spaces;
see [2,11] for definitions and precise details. In particular, (H})*, (HL)* < &' /Po
by [11, Proposition 5.9].

COROLLARY 4.3. Let A, B € GL(g) be admissible. Then (HY)* = (H})* if and
only if A= cB for some ¢ > 0.

Proof. Suppose that (H})* = (H})*. By arguing as in Lemma 3.3, one sees that
£ ll ey = [1fll(ay- holds for all f € (H})* = (Hp)*. By duality then

Ihllgy, = sup  |f(R)| < sup  [f(A)] = [Allmy
FE(HL)” fe(Hp)"
”f||(H}4)*<1 Hf||(H%)*<1

for all h € H} = H}. An application of Theorem 4.2 therefore yields A = ¢B.
Conversely, if A = ¢B, then H} = H} by Proposition 3.1, and the result follows
by duality. O
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Theorem 1.1.
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