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Abstract

The transition to renewable energy sources is crucial for mitigating climate change and ensuring a sus-
tainable energy future. Harnessing the potential of offshore wind and floating solar technologies offers
a promising avenue to increase the share of renewables in the global energy mix, reducing reliance
on fossil fuels and minimising environmental impact. Offshore floating PV technology in itself and its
integration with existing offshore wind farms is a new application, requiring research and development
to prove its viability. Within this research field, more comprehensive models are being developed to
accurately estimate the power and energy output of floating PV installations, incorporating unique char-
acteristics and conditions specific to these systems. Simulation models for land based PV systems
cannot be used as they cause an error due the different environmental conditions. The objective of
this thesis is to develop such a model and use it to determine the physical placement of these floating
installations in the wind farm to maximise the energy generated.

EE-Farm II is a sophisticated simulation tool designed for evaluating the electrical systems of wind
farms, encompassing both AC and DC components which has now been enhanced to integrate solar
farm modelling. The model for floating PV was built on the existing EE-Farm II tool in MATLAB. A tilt
model from literature is used to analytically determine the effect of sea waves on the tilt of the floating
PV and a model to find the effect of static shading of the wind turbine on the floating installation was
developed from scratch.

In the model, the effect of degradation has been neglected and it has been assumed that the MPPT
of the inverters is ideal. The tilt model shows that on average the annual energy produced would be
similar to the case with no tilt effects considered i.e. fixed tilt however, the power variability can be
observed on a smaller temporal scale (for e.g. daily) and is dependent mainly on the wind speeds. The
energy loss on a floater due to shading in the worst-case scenario for the simulation considered was
found to be 10.5% and due to the wind farm being in the North Sea, shading losses are prevalent in
the north of the wind turbine.

This work helped understand the behaviour and make better power variability and energy estima-
tions for offshore floating PV installations and also helped understand how to better place floating PV
when integrating it with an offshore wind farm to maximise energy production. This work can help in-
stallation companies with their analysis and to make predictions about the energy output and possible
variability throughout the year in different temporal scales. Future work should focus on determining
the optimal orientation of the panels or strings by improving the model by modelling bypass diodes in
the modules, addressing the current limitations due to the simplifications made.
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1
Introduction

1.1. Background
The world is witnessing a significant rise in energy demand driven by population growth, urbanisation,
and economic development [1]. This surge in energy consumption is putting immense pressure on tradi-
tional energy resources, highlighting the necessity for a transition towards sustainable energy solutions.
Renewable energy sources are becoming increasingly vital to address these challenges, ensuring a
reliable and sustainable energy supply for the future [2]. Amidst growing global commitment to sustain-
able energy, renewable energy sources are increasingly crucial in meeting climate goal targets and
enhancing energy security. In particular, the Dutch government’s ambitious renewable energy goals
underscore a pressing need to innovate and expand energy generation capabilities within constrained
geographic and economic contexts [3].

Figure 1.1: Increase of Global Energy Demand. Figure From [4]

Offshore renewable energy technologies, particularly wind and solar, represent a strategic response
to the dual challenges of land scarcity and the need for sustainable energy production. The North
Sea emerges as a pivotal region for renewable energy development [5] due to it’s renewable potential.
While offshore wind technology has already seen extensive development [6], offshore floating photo-
voltaic systems are still in their infancy and initial research and development stages.

1
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Offshore wind technology harnesses the power of wind over open water, where wind speeds are typ-
ically higher and more consistent than on land. This technology involves the use of wind turbines
installed in bodies of water, usually on the continental shelf. Offshore wind farms have the potential
to generate large amounts of renewable energy, contributing significantly to the reduction of carbon
emissions and the transition to sustainable energy sources. The turbines are often anchored to the
seabed, and advancements in floating turbine technology are expanding the potential for offshore wind
farms in deeper waters. Offshore wind technology plays a crucial role in meeting global energy needs
while mitigating the impacts of climate change [7].

The concept of Hybrid Renewable Energy Systems (HRES), one such combination is the combination
of offshore wind and floating PV installations which has the potential to offer enhanced energy relia-
bility and efficiency [8]. This integration capitalises on the complementary nature of wind and solar
energy—whereby periods of high solar irradiance typically coincide with lower wind speeds, and vice
versa—ensuring a more stable and consistent energy output [9].

Furthermore, integrating these technologies can lead to significant infrastructural efficiencies. Utilising
existing offshore wind farm cables for floating solar installations has the potential to reduce the costs
associated with undersea cabling also maintenance costs can be shared for such integrated systems.
Therefore this provides a cost-effective solution to energy generation in offshore settings [10, 11].

1.2. Floating Photovoltaics
FPVs represent a burgeoning frontier in renewable energy technologies, combining water-based instal-
lations with solar energy capture. First commercialised in 2007 on a reservoir in California, FPVs have
expanded rapidly, now exceeding a global installed capacity of over 3 GW by 2020 [12].

FPVs are designed to float on water surfaces, utilising buoyant structures that support photovoltaic
panels. These systems leverage the cooling effects of water to enhance panel efficiency and mitigate
the thermal losses typically associated with terrestrial solar arrays [13]. The main components of an
FPV installation are shown in figure 1.2.

Figure 1.2: Main Components of an FPV Installation. Figure From [14]

The primary advantage of FPVs lies in their minimal land use, making them particularly valuable in land-
scarce regions such as the Netherlands. Additionally, they help reduce water evaporation from bodies
they cover, contributing to water conservation efforts while generating electricity [15]. The cooling ef-
fect provided by the water body underneath also increases the efficiency of the solar panels, offering
a performance advantage over land-based systems [16].

Despite their benefits, FPVs face several challenges, especially in offshore installations. The harsh
marine environment introduces complexities such as corrosion, and mechanical stresses from waves
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and wind. Moreover, the lack of established standards for such installations poses significant hurdles
for widespread adoption [17]. Globally, FPVs have been implemented in various settings, ranging
from small ponds and reservoirs to large lakes and coastal areas. However, the offshore application
remains limited, with pilot projects just beginning to explore the potential of open sea environments [18].

Ongoing research and development are focused on enhancing the durability and efficiency of FPVs
to make them viable for broader offshore use. Innovations in materials and system designs that can
withstand marine conditions are critical to the future expansion of FPVs in the renewable energy sector
[19, 20].

In summary, FPVs offer a promising avenue for expanding renewable energy capacities, especially in
regions with limited land availability. While the technology presents unique challenges, particularly in
offshore settings, the potential benefits in terms of energy yield and environmental impact make it a
compelling area for continued research and development.

1.3. Offshore Wind Technology
Offshore wind technology has its roots in the early 1990s when the first offshore wind farm was con-
structed in Denmark [21]. This marked the beginning of a new era in renewable energy, taking advan-
tage of the stronger and more consistent wind resources available offshore compared to onshore sites.
Over the past three decades, technological advancements and increasing investments have led to the
development of larger, more efficient turbines and expansive wind farms, transforming offshore wind
into a significant contributor to the global energy mix [22].

Offshore wind energy plays a crucial role in the transition to a sustainable energy future. It offers the
potential to generate vast amounts of clean electricity, reduce greenhouse gas emissions, and de-
crease reliance on fossil fuels. This is particularly important for coastal cities and regions where space
for onshore wind farms is limited, and energy demands are high [23]. Offshore wind farms consist of
large wind turbines installed in bodies of water, typically on the continental shelf. These turbines are
anchored to the seabed using various foundation types, such as monopiles, jackets, or floating plat-
forms, depending on water depth and seabed conditions. The generated electricity is transmitted to
themainland via undersea cables [24]. A few types of offshore wind turbine installation are shown in 1.3.

Figure 1.3: Schematic of Monopile, Gravity-Based and Jacket Offshore Wind Turbines. Figure From [24]

Economically, offshore wind creates jobs and stimulates investment in coastal regions. Environmen-
tally, it contributes to the reduction of carbon emissions and air pollution [25]. However, the installation
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and operation of offshore wind farms can pose challenges, such as impacts on marine ecosystems
and navigation routes. Balancing these factors is critical for the sustainable development of offshore
wind energy [26]. The future of offshore wind looks promising, with trends pointing towards the devel-
opment of larger turbines, floating wind farms, and integration with other renewable energy sources
[27]. However, challenges remain, including high initial costs, complex logistics, and regulatory hur-
dles. Continued research and innovation are essential to overcome these obstacles and fully realise
the potential of offshore wind energy [28].

1.4. Benefits of Integrating Renewable Energy Sources in a Single
Power Plant

The benefits of hybrid wind and solar farms are multifaceted and significant, particularly in the context
of offshore and onshore installations. In [8] the integration of these renewable energy sources plays a
crucial role in enhancing the stability and efficiency of energy supply. In Western Iberia, [8] revealed
that while offshore wind energy resource is higher than solar PV on an annual scale, the combination
of these two renewable resources leads to a significant reduction in the seasonal variation of energy
throughout the year. Figure 1.4 illustrates what an offshore hybrid solar and wind farm would look like.

Figure 1.4: Illustration an Offshore Wind Solar Farm. Figure From [29]

The integration of RES like wind and solar is pivotal for achieving ambitious decarbonisation targets
set by regions such as the European Union [30]. The diversification of energy sources through marine
renewables, including offshore wind and solar PV, contributes significantly to the overall reduction of
greenhouse gases emissions. In this context, the study highlights the potential of offshore renewables
to support a substantial portion of the European Union’s electricity consumption by 2050 [31].

The distribution of offshore wind farms is not homogeneous across Europe, with northern Europe, par-
ticularly the United Kingdom, Germany, and Denmark, leading in offshore wind installations. However,
regions like the western Iberian Peninsula show high offshore wind energy resource potential, com-
parable to that in the North Sea [8]. The technological evolution of floating offshore wind turbines is
anticipated to foster new offshore wind farms in these areas. The integration of offshore wind and solar
PV is increasingly considered due to the high level of technological maturity of both renewable sources.

The integration of offshore wind and solar PV has been shown to present technical and economic ben-
efits. For instance, such integration can result in a higher use rate of the infrastructure, such as the
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cables transporting electricity to the coast [11]. Additionally, offshore solar PV panels installed at the
sea waterline operate with higher efficiency due to lower temperatures, which can be about 13% more
efficient on average than land-based systems [32].

While the current research provides valuable insights, it also lays the groundwork for future research.
This includes analysing the legal constraints for offshore platform installations and studying the bal-
ance between energy supply and demand at a finer temporal resolution. Future research should also
consider technological advancements in offshore marine energy and their implications for the planning
and development of renewable energy production systems.

1.5. Challenges and Disadvantages OFPVs
Combining offshore wind and solar energy presents several challenges, which are necessary to un-
derstand for the successful implementation and operation of such hybrid systems. These challenges
stem from various technical, environmental, and socio-economic factors associated with both OFPV
and wind energy systems.

OFPV systems require floaters for buoyancy, commonly made frommaterials like high-density polyethy-
lene (HDPE). The choice of material and design of these floaters is critical for the stability and durability
of the OFPV systems, particularly in harsh marine environments [33]. For FPV, a robust mooring sys-
tem is essential to secure the floating structure, especially in areas with strong winds and high waves.
This adds complexity to the design and increases the need for a substantial number of mooring points
to maintain system integrity. Saltwater environments can accelerate the degradation of PV systems,
including micro-cracks in solar cells due to constant movement and corrosion from saltwater [34]. This
necessitates frequent maintenance and increases long-term operational costs. Accurately modelling
the performance of FPV systems is complex due to factors like tilt angle variations caused by waves,
and the cooling effects of water. These factors make standard modelling approaches less effective.

Coverage of water surfaces by FPV systems is limited to reduce environmental impacts and accom-
modate other water-based activities. This limitation restricts the potential scale of FPV installations.
Seasonal weather variations significantly impact FPV systems, especially in regions with monsoon
seasons where reservoir water levels fluctuate, affecting the suitability for FPV installations [35].

The specialised equipment required for hybrid floating solar installations often results in higher initial
costs compared to traditional land-based installations. However, these costs are expected to decrease
as the technology develops. There is a current knowledge gap in the industry regarding hybrid FPV
systems. Limited experience with these systems can hinder data-driven decision-making and optimisa-
tion of operations. The development of hydropower and associated hybrid systems must be carefully
evaluated for their social and environmental impacts. This includes considerations for the local com-
munities, aquatic ecosystems, and overall sustainability.

1.6. Need for Research
The research gaps in the field of offshore floating photovoltaic systems are multifaceted, involving
technical, environmental, and economic aspects. A major challenge for integrating solar PV and wind
energy sources for electricity generation is the intermittent nature of these resources [36]. Integrat-
ing solar and wind resources into an optimum combination can partially resolve this issue and make
the system more reliable and economical, particularly for stand-alone generation [11]. Voltage and
frequency fluctuation and harmonics are significant power quality issues for both grid-connected and
stand-alone systems [37]. Addressing these requires proper design, advanced control facilities, and
good optimisation of hybrid systems.

Deployment of OFPV is limited due to unique marine and sea environments, such as wind loads and
wave loads, which differ from onshore conditions. Offshore FPV systems have shown to be more eco-
nomically and technically efficient when using thin-film PV at different latitudes [38].
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Studies have shown that offshore FPV systems are more efficient due to natural cooling effects and
differences in radiation intensity depending on the altitude of the sun and that the total electricity energy
annually for offshore is higher than for inland FPV systems [32]. Research has been conducted to eval-
uate the effects of OFPV systems on the ecosystem, including hydrodynamics and fishery exploitation
in coastal areas. Primary production depends strongly on the coverage density by floating platforms
due to light deficit at different locations [39].

The influence of wind turbine shading on floating photovoltaic (FPV) systems requires thorough inves-
tigation. Static shading has been simplified in [40] however, this model cannot be extended to under-
stand the dynamic nature of shading due to the blades of the wind turbine. Land-based simulations
applied to FPV systems have shown high error margins on the energy calculations when compared
to actual onshore FPV measurements, indicating the need for more accurate offshore-specific models
[41, 42].

Economic feasibility is another critical area for upscaling and industrialising renewable energy systems.
Understanding the cost dynamics and economic viability is essential to justify investments and support
policy-making for offshore FPV systems [43]. Furthermore, the degradation characteristics of PV pan-
els in offshore conditions remain largely unknown. Offshore environments are harsher, with saltwater
exposure and higher humidity levels, which can accelerate panel degradation and affect performance
over time [34].

The impact of combined RES on the stability of the collection system and grid compliance also warrants
comprehensive research. Integrating large-scale offshore wind and FPV systems can pose challenges
due to the intermittent nature of both energy sources, potentially affecting grid stability and compliance
with regulatory standards. Additionally, innovative maintenance solutions need to be explored to reduce
costs and enhance safety for offshore installations, where accessibility and environmental conditions
pose significant challenges [44].

The environmental impact of large offshore FPV installations is not well understood. Research is
needed to assess the potential effects on marine ecosystems, biodiversity, and water quality [45].
Moreover, the resilience of offshore FPV systems to extreme weather events, such as hurricanes and
typhoons, needs to be evaluated to ensure their reliability and durability under such conditions. Ad-
vancements in new materials and designs are crucial for improving the performance and longevity of
FPV systems. Research into different mechanical configurations of floating PV systems can lead to
innovations that optimise energy capture, reduce costs, and enhance system stability.

The focus of this thesis underscores the pressing need for more detailed research into the influence of
wind turbine shading on FPV systems and the discrepancies observed when applying land-based sim-
ulations to offshore environments. This need is particularly urgent due to ongoing projects researching
integration of offshore floating solar with existing wind farms, which would greatly benefit from a model
capable of accurately estimating characteristics such as power variability and energy output of these
systems. These areas are critical to understanding and improving the performance of FPV systems,
and they form the primary focus of the investigations carried out in this thesis.

1.7. Research Objectives and Thesis Outline
In this section, the research objectives and the thesis outline is discussed. The primary research
objective is to develop a strategy for placement of Offshore Floating Photovoltaic installations within an
offshore wind farm to maximise DC energy output. To achieve this main objective, two sub-objectives
have been outlined:

1. Modelling OFPV: The first sub-objective focuses on developing a model for OFPV energy pro-
duction for such systems integrated in an OWF. This model incorporates factors such as the tilt
dynamics of the OFPV system and the shading effects caused by the wind turbines on the OFPV.
The tilt dynamics refer to how the floating platform’s inclination, influenced by sea waves, affects
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the solar panels’ orientation and, consequently, their energy output. By modelling these dynam-
ics, we can understand the power fluctuations. Additionally, the shading effects from wind turbine
blades, towers, and nacelles can significantly reduce the energy yield of PV panels especially the
ones closer to the wind turbine. Hence, this model must also simulate these shading impacts
to provide a realistic estimate of the energy production and identify areas and parameters that
mostly affect shading losses.

2. OFPV Placement Strategy: The second sub-objective is to strategies how to go about selecting
where to place these OFPV systems in the wind farm. This involves analysing the energy grid
maps which show how much energy would be outputted by an OFPV platform in a wind farm
and this would be found from simulations. To understand how the analysis for the placement
of the OFPV platform would happen, various constraints such as mooring lines, electric cables,
and shipping lanes are considered for analysis. The strategy would place the OFPV systems in
unconstrained areas that minimise shading, thereby enhancing the overall energy yield. By inte-
grating these systems, the combined output of the wind and solar installations can be maximised,
making the renewable energy farm more efficient and cost-effective.

Through these detailed research objectives and questions, the study aims to provide a robust frame-
work for integrating OFPV systems within offshore wind farms, leveraging modelling techniques and
understanding strategies for placement of OFPV to achieve maximum energy production.

This thesis is structured into five chapters. Chapter 2 outlines the layout and specifications of an off-
shore wind farm and integrated OFPV system, used as a case study, covering the wind farm location,
module and floater specifications, and electrical infrastructure such as inverters, transformers, and ca-
bles. Next, chapter 3 which is the methodology chapter details the modelling workflow and simulation
components, including initial setup, input data, wind and PV system integration, in-plane irradiance
calculation, and the tilt and shading models. It also addresses DC power calculations and various opti-
misations, such as node spacing sensitivity analysis and the use of lookup tables. Chapter 4 presents
the simulation results, analysing the tilt model, irradiance and frequency node maps which illustrates
how the irradiance and frequency of the number of times a node is shaded varies for nodes - which
have been used for spatial representation of OFPV - in the area surrounded by a wind turbine. Fol-
lowed by floater energy and irradiance grid maps where the energy and the irradiance of reference
floaters surrounding a wind turbine is illustrated. It examines daily power production profile, energy
loss analysis, and cluster placement strategies to optimise OFPV systems within wind farms. The fi-
nal chapter discusses the implications of the findings, challenges, and limitations, suggesting future
research directions and practical applications. It emphasises the need for advanced MPPT modelling
and improved shading models, highlighting the research’s significance in predicting energy output and
understanding power variability in hybrid offshore wind-solar farms.



2
Case Study Description

This section details the physical and electrical configuration of the hybrid renewable energy farm. Ini-
tially, the location and layout of the wind farm are discussed. Subsequently, the physical arrangement
of what is termed as the reference cluster and floater, including the layout of the PV string, is described.
Following this, the specifications of the modules used in the simulation are provided, along with infor-
mation about the considered inverter skid. The section concludes with a brief overview of the cables
and transformers considered in the modelling environment.

2.1. Wind Farm Location and Layout
The Hollandse Kust Noord (HKN) wind farm [46] is considered as the site for the hybrid wind farm sim-
ulations. This is because of the fact that an offshore floating solar system is planned to be integrated
in this wind farm. The wind farm is located in the HKN wind farm zone in Dutch Exclusive Economic
Zone (EEZ) of the North Sea. The actual wind farm consists of 69 wind turbines of capacity 11 MW
each. figure 2.1 shows the wind farm zone where the wind farm is located in the North Sea. This zone
is about 25 kms from the shore where the water depth is about 20-28 m.

Figure 2.1: HKN Wind Farm Zone in Dutch EEZ of the North Sea. Figure Derived From [47]

The wind farm layout considered in the EE-Farm II tool is shown in figure 2.2. This reference wind
farm is considered for the simulations done in this thesis project. This is a hypothetical layout which

8
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consists of 8 strings of wind turbines with a total of 63 wind turbines of 12 MW capacity each and their
coordinates were selected trying to minimise wake losses. This analysis was done previously and is
out of scope for this thesis, for the purposes of this project, only the layout is of use. These 8 strings
are connected to the offshore substation with 3 phase sub-sea inter-array cables at a standardised AC
high voltage level of 66/69 kVac.

Figure 2.2: Wind Farm Layout Considered in the Simulation

2.2. Module, Reference Floater and Cluster Specification
The PV module was taken to be the same one used in previous simulations done to study challenges
of integrating OFPV with an OFWF. This module is a mono-crystalline silicon panel manufactured by
Canadian Solar [48]. The PV module has a rated power of 660 Wp and a module efficiency of 21.2%.

The reference floater considered in the simulations is made up of floating bodies considered in [43].
The pontoon structure is made up of high-density polyethylene (HDPE) cubes. Each cube measures
50 cm × 50 cm × 40 cm and weighs 6.5 kg, with a flotation capacity of 87.5 kg per cube. The pontoon
is designed to be anchored to the sea floor, allowing for rotation but preventing displacement. This
design ensures the structure remains stable while floating on the sea surface, minimising mechanical
fluctuations caused by wave movement.
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In [43] the dimensions of the pontoon are optimised to reduce angle variations due to wave effects.
It was determined that a heavy, short, and wide pontoon aligned with the predominant wind direction
minimises these fluctuations. For the simulation cite located in the North Sea, a square-shaped pon-
toon was chosen. The length and the width of the reference floater in the simulation is 40 m. The
pontoon supports the PV modules, arranged in series with string. On a reference floater in the simu-
lations, there are 12 strings arranged in the East-West direction in a straight line with 26 PV modules
connected in series in each string as seen in figure 2.3. The capacity of this reference floater is 206 kW.

Figure 2.3: Illustration of Reference Floater

In the particular hybrid configuration seen in figure 2.2, 8 floating PV clusters can be observed with
each cluster connected to a separate wind turbine string. The capacity of these clusters is nearly 15
MW. In the considered electrical topology, each cluster contains 2 inverter skids described in section
2.3 and 72 reference floaters. There is no set rule to arrange the floaters in a cluster; however, if the
locations of the inverter skids are known, the floaters should be arranged to form a shape as close to a
square as possible to minimise DC losses for the cables connected to the inverter skid. This is because,
in a linear arrangement, the distance of each floater from the inverter skid increases, leading to higher
losses. Optimal efficiency is achieved when the floaters are arranged in a square configuration, as this
minimises the average distance to the inverter skid. It is to be noted that the inverter skids in a cluster
are considered to be placed as close to the wind turbine as possible with the reasoning of minimising
AC losses of the cables and the cable cost along with it’s installation and procurement cost as well. The
illustration of a cluster can be seen in figure 2.4.
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Figure 2.4: Illustration of Reference Cluster

2.3. Inverter Skid, Transformers and Cables
The inverter skid considered is also the same one as used in previous simulations in EE-Farm II and
it is based on the medium voltage compact skid PVS-175-MVCS of Fimer [49] as seen in figure 2.5.
It has 36 inverters of 175 kWac/185 kVA each however for the simulations done for this thesis the ca-
pacity of a reference floater is 205 kW. However since the modelling in this thesis has only been done
up until the DC input of the inverter this does not affect the simulations run however in the case that
the inverter model is also being run, there would be curtailment in the summer months when there is
excess generation. For the purposes of the simulation, if this curtailment has to be omitted, the inverter
specifications could be changed with the selection of a different inverter or the number of modules in a
string can be reduced such that the capacity of the reference floater is less than that of an inverter.

Each inverter includes 12 MPPTs each of which is connected to a PV string of a reference floater which
has a total of 12 strings. The selection of the number of strings in a reference floater and the number of
floaters in a reference cluster has been done keeping this fact in mind. The inverter skid also includes
a medium voltage transformer and a low voltage and medium voltage switchgear. The skids, are as-
sumed to be located with the floaters in the reference cluster and thus would require a floating platform
for itself too.

Stepping up voltage directly from around 1 kV to 66 kV typically requires multiple transformation steps
due to practical and technical limitations associated with transformer design and efficiency. High-ratio
transformers, which would directly convert such low voltages to very high voltages, face challenges
related to insulation, core saturation, and efficiency losses. Insulation requirements become more
stringent as the voltage difference increases, leading to increased complexity and cost. Additionally,
the efficiency of a single high-ratio transformer may be lower due to higher core and copper losses
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Figure 2.5: Inverter Skid Considered in the Simulation. Figure derived from [49]

[50]. By using two transformation steps, the intermediate voltage level reduces the stress on insulation
and maintains higher efficiency, as each transformer operates within an optimal voltage range. This
staged approach also allows for better management of thermal dissipation and improves overall system
reliability and maintainability. Therefore the voltage from the output side of the inverter is stepped up
in two stages to 66 kV which is the capacity of the inter-array cables. The MV-HV transformer could
hypothetically be placed on a monopile near the reference cluster or it could be installed at the wind
turbine. These considerations are out of scope for the research objectives of this study.

For the cabling, low voltage DC cables connect the PV strings on the floater to the inverters. Medium
voltage AC cables connect the outputs from the LV-MV transformer in the inverter skid to the MV-HV
transformer and finally, high voltage 66 kV AC cables are used to connect these OFPV clusters to the
OFWF array. The capacity of the cables and their specifications are included in EE-Farm II however
since DC cable losses are not calculated in the model these specifications are not relevant to the mod-
elling purposes of this thesis.



3
Methodology

This chapter describes the methodology and modelling workflow used throughout this thesis. It starts
by outlining the simulation model and the environment, explaining the complete modelling process from
beginning to end for the objectives of this study. The chapter then details the tilt model, shading model,
and the method for calculating DC power from the PV panel strings mounted on floaters. Finally, it ad-
dresses various additional tasks aimed at justifying the methodologies applied, optimising the model’s
performance, and maintaining accuracy, as well as discussing other relevant work done.

3.1. Modelling Workflow
In this section, the overview of the EE-Farm II tool is provided. Following that, the initialisation of the
relevant paths and the importing of data is described. Next, the input data used for the simulations
is described. Next, the integration of the wind and PV systems within EE-Farm II is described. Then
the procedure followed to calculate the in-plane irradiance is described in detail. Finally, the tilt model,
shading model and the power calculation are described in brief as they’re described in detail in the
following sections of this chapter. Figure 3.1 illustrates the simulation workflow for the purpose of this
thesis.

Figure 3.1: Illustration of the Modelling Workflow
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3.1.1. EE-Farm II
EE-Farm II is a comprehensive simulation tool developed for the evaluation and optimisation of elec-
trical systems in wind farms [51]. Built as a Simulink library within the MATLAB/Simulink environment,
EE-Farm II facilitates the modelling of both AC and DC components of wind farm electrical systems.
This tool is particularly adept at performing steady-state calculations necessary for determining electri-
cal losses, power production, and the overall efficiency of various wind farm configurations.

The tool includes a diverse library of component models, such as wind turbines, generators, transform-
ers, AC and DC cables, inductors, and converters. Each component is represented by a Simulink block,
which can be easily connected to simulate the electrical network of a wind farm. One of the key features
of EE-Farm II is its ability to handle both AC and DC electrical components.

The core simulation involves calculating the voltage, current, power, reactive power, and losses for
each component under different wind speed conditions. The tool then aggregates these results to de-
termine annual energy production and losses, providing insights into the levelled production costs of
the wind farm.

In the past few years, the EE-Farm II model has been enhanced to include the capability of calculating
and determining all the aforementioned quantities when integrating a solar farm with the wind farm.
However, this integration was implemented using a model for the solar farm that did not account for the
variation in tilt angle due to the sea waves of the floater for the solar panels and it also did not account
for the shade on these solar panels due to a wind turbine in its proximity. Addressing this limitation and
achieving a more accurate representation of floating offshore floating solar installations within EE-Farm
II was a key objective of this project. This advancement aims to provide a better evaluation of combined
wind and solar energy systems, ensuring that simulations reflect the realistic conditions and challenges
of offshore environments.

3.1.2. Initialisation
The initial step in the setup of the simulation model in the main file of EE-Farm II involves defining and
organising the directory paths that are crucial for the model’s operation. This setup ensures that all
necessary scripts, models, libraries, and result directories are correctly linked and easily accessible
during the simulation runs. Paths are set relative to the project’s root directory to maintain portabil-
ity and adaptability of the code. The directory structure includes separate paths for the model’s core
components such as Simulink models, templates for auto-generation, parameter libraries, and post-
processing tools.

Following the directory setup, the main specifications for the wind farm are extracted from an Excel file,
which acts as a central repository for input data. This file contains multiple worksheets, each repre-
senting a different simulation scenario characterised by specific combinations of wind farm layout and
OFPV configuration. The scenario-specific data are crucial as they define the operational parameters
and layout that directly influence the simulation’s performance and outcomes. For the simulation pur-
poses for this thesis, the hybrid wind-solar configuration selected is as illustrated in the figure 2.2.

This organised approach in setting up paths and reading initial configurations from standardised files
ensures a streamlined process, reducing the potential for errors and increasing the efficiency of the
simulation runs. The separation of model components into distinct directories also aids in maintaining
a clean and manageable codebase, facilitating future modifications and scalability of the simulation
framework.

For the selected scenario, the necessary configuration data and results from the FarmFlow model -
which simulates wind farm wake losses - are imported. Initially, the model assigns a generic project
name and constructs database prefixes to access and manage component data efficiently. The model
then checks for the existence of directories where results will be stored. If these directories do not
exist, they are created dynamically. This ensures that all simulation outputs are organised and stored
systematically. The model also searches for existing Simulink models corresponding to the scenario,
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which might be split over several models due to the complexity of the configuration.

Importing data involves several key steps:

• Wind Farm and Solar Farm Configuration Data: The model retrieves configuration details from
predefined Excel sheets. These details dictate the layout and operational parameters of the
farms.

• FarmFlow Results: The model processes wake loss data from the FarmFlow simulations, which
calculate the energy production losses due to interactions between wind turbines.

• Time Series Data: Depending on the user settings, wind and solar resource data are either applied
as a wind rose frequency used by the FarmFlow model or as a time series for all time steps. This
flexibility allows for detailed temporal analysis of resource availability and system performance.

The model performs calculations to adjust wind data to hub height if required, employing either Weibull
scale parameters or a shear parameter approach [52]. This scaling is crucial for accurate representa-
tion of wind speeds at different elevations, directly affecting the simulation of wind turbine performance
and for the solar module temperature model. Finally, the model generates time series for wind turbine
power output by mapping wind time series data with the FarmFlow output tables. This step is critical
as it translates wind speed and direction data into actual power generation figures, taking into account
the specific characteristics of each turbine and the overall farm layout. This comprehensive setup al-
lows for detailed scenario-based analysis, facilitating a deep understanding of the interactions between
components within the wind and solar farms and their collective impact on energy production.

3.1.3. Input Data
For the accurate simulation of environmental conditions affecting the performance of the offshore PV
system, meteorological data from KNMI station number 330, ”Hoek van Holland,” at 51.990998◦N,
4.121798◦E was utilised. This station is strategically located near the Dutch West coast, making it
ideal for capturing maritime climate data relevant to the project site. The station provides comprehen-
sive measurements of wind and global horizontal irradiance(GHI) at a high temporal resolution of 10
minutes, spanning the entire year of 2022 [53, 54]. This resolution is crucial for capturing the variability
in weather patterns and their impact on solar irradiance and wind conditions. However, it is important
to note that KNMI stations located directly at sea do not measure irradiance data; hence, the ”Hoek van
Holland” station offers a proximal alternative that still accurately reflects the maritime climate influences
expected at sea-based PV installations.

For the purposes of this study, wind speed measurements, originally recorded at 10m above ground
level, are scaled to match the hub height of the wind turbines at 140 meters. This scaling is based on a
wind shear exponent of 0.08 [55], which is used to adjust the wind speed data to reflect the conditions
at greater heights more typical of wind turbine operations and also to adjust the wind speeds for lower
height for the solar module temperature estimation at a height of 2m. Additionally, it is noted that the
dataset includes some missing data points; these are systematically identified and excluded from the
input dataset to ensure the accuracy and reliability of the simulation results.

3.1.4. Integration of Wind and PV System Configuration
In the simulation workflow, a critical step involves reading the layout and configuration details for both
wind farms and PV systems from an Excel file, which includes data such as wind turbine and PV coordi-
nates, cable routing, and cable types. This configuration information, extracted from specified ranges
within the Excel file, forms the structural backbone of the simulation, dictating how individual compo-
nents such as turbines and PV modules are interconnected and how energy flows within the system.

Once the configuration data are loaded, the simulation proceeds to implement the tilt model. This model
dynamically calculates the tilt and azimuth angle for the floating PV arrays using the tilt model. Specif-
ically, the tilt model adjusts the angle of the PV modules based on the effect of the sea waves which
changes their solar irradiance. This model takes into account factors like wind speed and direction,
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which can influence the floating platform’s orientation. This step is crucial for estimating realistic oper-
ational scenarios as it directly affects the in-plane irradiance, which in turn impacts the power output of
the PV modules. A more comprehensive discussion and technical details of the tilt model are provided
in section 3.2, where the methodologies used are discussed in depth.

An essential aspect of the simulation’s setup involves the creation and utilisation of structured data
storage systems, specifically through the use of structures in MATLAB. These structures are pivotal
for organising and managing a vast array of configuration data efficiently. For instance, data related to
wind turbines, such as coordinates, relative distances, and specific components like transformers and
cables, are stored within a structured format. This approach allows for easy access and manipulation
of specific data fields throughout the simulation process.

Each structure encapsulates relevant data attributes, such as transformer ratings, cable types, and
power ratings, linking them directly to their respective components in the physical layout of the wind
farm or PV system. This methodical encapsulation not only streamlines the data flow within the sim-
ulation but also enhances the clarity and maintainability of the code. By centralising component data
within structured entities, the model facilitates interactions between components and ensures that all
operations on data, from input reading through processing to output generation, are both accurate and
efficient. Furthermore, these structures are dynamically updated or referenced during the simulation to
reflect real-time changes or conditions within the system, such as updates in the tilt and orientation of
PV modules or changes in wind turbine operational parameters. The structured approach to data man-
agement significantly aids in maintaining a clear separation of concerns within the model, where each
segment of the system is handled discretely yet remains interlinked through shared data structures.

3.1.5. Calculation of In-Plane Irradiance
The estimation of in-plane irradiance is a critical component in accurately simulating PV system per-
formance. This process involves determining the solar position, decomposing global irradiance into its
direct and diffuse components, and calculating the POA irradiance based on these components.

Solar Position Calculation
The solar position, which includes the solar azimuth and elevation angles, is crucial for determining the
angle of incidence of solar radiation on the PV array. This is calculated using a function, which employs
basic astronomical equations. This function returns the zenith and azimuth angles, which are essential
for further irradiance calculations. The solar azimuth angle indicates the sun’s relative position from
north, and the elevation angle represents the height of the sun in the sky relative to the observer’s
horizon [56].

Decomposition of Global Irradiance
The decomposition of Global Horizontal Irradiance (GHI) into Direct Normal Irradiance (DNI) and Dif-
fuse Horizontal Irradiance (DHI) is essential for accurate solar energy simulations, especially in regions
with limited direct measurements of DNI and DHI. This decomposition is necessary when calculating
the POA irradiance on a module and is crucial when updating the POA irradiance after running the
shading model.

The model utilised for decomposing GHI into DNI and DHI employs empirical relationships derived
from measured irradiance data [57]. It calculates the clearness index (KT ) and the diffuse fraction (K),
which are critical for the decomposition process. The clearness index is defined as the ratio of the
global irradiance (G) to the extraterrestrial irradiance (G0):

KT =
G

G0
(3.1)

The diffuse fraction (K) is defined as the ratio of diffused horizontal irradiance (D) to the global hori-
zontal irradiance (G):



3.1. Modelling Workflow 17

K =
D

G
(3.2)

Using these indices, the model applies empirical equations to estimate DHI and DNI from GHI. For in-
stance, the diffuse irradiance can be estimated from the clearness index using a sinusoidal relationship
in equation 3.3:

D = G× (a+ b× sin(c×KT + d)) (3.3)

Where a, b, c, and d are empirical constants determined from regression analysis of historical irradiance
data. The direct normal irradiance is then calculated by subtracting the diffuse component from the
global irradiance and adjusting for the solar zenith angle (θ) as done in equation 3.4:

DNI =
G−D

cos(θ)
(3.4)

Plane-Of-Array Irradiance Calculation Before Considering Shading
With the direct and diffuse components defined, the irradiance on the plane of the array (POA) is calcu-
lated by adjusting for the angle of incidence and the array’s orientation and tilt. The direct component
is adjusted by the cosine of the angle of incidence, while the diffuse component is isotropic and also
influenced by the sky view factor. The reflected component is calculated based on the ground albedo,
which in this model is assumed to be 0.06 [58], contributing to the total irradiance on the array:

IPOA = IbB + IdB + IrB (3.5)

where IbB is the direct irradiance on the plane, IdB is the diffuse irradiance, and IrB is the reflected
irradiance from the ground. These components are calculated as follows:

IbB = Rb · Ibh, IdB = Rd ·DHI, IrB = Rr ·GHI · albedo (3.6)

Here, Rb, Rd, and Rr are the view factors for the beam, diffuse, and reflected components respectively,
which depend on the geometric configuration of the array and the position of the sun. The Perez sky
diffuse model is used to compute Rd. These calculations collectively enable the accurate estimation
of the irradiance that a PV module in a specific layout would receive, which is critical for performance
simulation and subsequent energy yield analysis.

3.1.6. Shading Model & DC Power Calculation
The simulation incorporates a shading model that is vital for assessing the impact of the closest wind
turbine on the plane of array (POA) irradiance of each solar module on the floating platforms. This
model dynamically updates the POA irradiance by calculating the extent of shading imposed by the
turbines based on their relative positioning. The adjustments to the POA irradiance are critical for
accurately simulating the photovoltaic output, as shading can significantly reduce the energy yield of
affected modules. Detailed mechanics of this shading model, including its integration into the overall
simulation framework and its effects on the system’s efficiency, are further elaborated in Section 3.3.

The final section of the simulation involves the calculation of DC power output from the solar modules,
which is done by using module characteristics, plane of array (POA) irradiance, and module tempera-
ture. This calculation uses the electrical characteristics of the solar modules, such as current-voltage
(IV) curves, along with real-time environmental conditions to estimate the power output accurately.
The varying POA irradiance, influenced by factors like shading and orientation, and the temperature-
dependent efficiency of the modules, are key determinants in this process. This procedure ensures
that the power output reflects realistic operational conditions and provides a robust basis for analysing
overall system performance. Details on the methodologies employed and the algorithms used are fur-
ther explored in Section 3.4.
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3.2. Tilt Model
The tilt model in this thesis refers to the mathematical model developed in [43] used to estimate the
tilt and azimuth angle of a particular type of floater. The code is open source and has been used with
modifications only to the input parameters for the purposes of this thesis. The workflow of the tilt model
described graphically can be seen in figure 3.2.

Figure 3.2: Graphical Workflow of the Tilt Model. Figure Derived From [43]

The initial stage of the tilt model involved selecting the appropriate type of wave to simulate based on
its impact on floating bodies. In [43] the chosen criterion was that only waves with wavelengths com-
parable to the dimensions of the floating body would significantly affect it. Therefore, gravity waves,
which are generated by consistent winds over large distances and have wavelengths between 1.5 and
900 meters, were selected. These wavelengths match the scale of the floaters used in the simulation
model which has dimensions of 40 m x 40 m.

To describe the motion of the waves, linear water wave theory has been used in this work which sim-
plifies the interaction between sea waves and floating bodies by making the following assumptions:

• The floating body is smaller than the wavelength: Assuming the floating body is smaller than
the wavelength avoids complex wave reflection and scattering calculations. This simplifies the
interaction model by treating the floating body as passively driven by the waves.

• Water is incompressible: Assuming water is incompressible eliminates the need to consider
changes in water density and volume, simplifying the fluid dynamics equations.

• Viscosity is negligible: Ignoring viscosity assumes no energy loss due to water resistance, simpli-
fying the energy balance and force calculations on the floating structure.

• Coriolis for is ignored: Neglecting the Coriolis force removes the need to account for rotational
effects of the Earth, simplifying the force and motion equations.

• Deep water conditions apply: Applying deep water conditions assumes that wave characteris-
tics (e.g., speed and pressure distribution) are simplified, focusing on wave heights and lengths
without near-shore complexities.

These simplifications significantly reduce the computational complexity of the model while retaining
essential dynamics, allowing for a more simplified analysis of the interactions between sea waves and
floating structures.

3.2.1. Sea Surface Spectrum
The JONSWAP spectrum, was utilised within the tilt model to accurately characterise the sea states
encountered in the North Sea, where the original data for this spectrum were gathered. The Joint North
SeaWave Project (JONSWAP) conducted extensivemeasurements that form the basis of this spectrum
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model, which is tailored to describe the complex wave dynamics in this region [59]. The JONSWAP
spectrum is particularly effective in depicting waves of varying heights, duration, and shapes, reflecting
the stochastic nature of sea conditions with limited predictability. A system of equations described in
[60] was implemented to derive the spectrum as a function of wind speed, capturing the essential char-
acteristics of the sea’s response to wind dynamics. Figure 3.3 illustrates the derived spectra, showing
how different wind speeds influence wave patterns.

Figure 3.3: JONSWAP Spectra for Different Wind Speeds. Figure From [43]

3.2.2. Surface Elevation Calculation
The sea surface elevation is calculated by superposing waves of different wavelengths and amplitudes
based on Fourier’s theory. This requires discretisation for numerical implementation, employing the ap-
proach in [61] where amplitude components of the spectral equation are treated as random variables.
The resulting surface elevation equation is represented in equation 3.7 [62].

η(x, t) =

N/2∑
n=1

(an · cos (kn · x− ωn · t) + bn · sin (kn · x− ωn · t))

an = rnan
· σS

bn = rnbn · σS

(3.7)

where η(x, t) is the surface elevation [m] at point x and time t, an and bn are Fourier amplitudes [m]. ωn

is the angular frequency [Hz] of wave n which is related to the wave number kn [m−1] by the dispersion
relation for deep water conditions given by equation 3.8.

ω2
n = g · kn (3.8)

where g is the gravitational constant.

3.2.3. Wave Pressure Calculation
The interaction between the floating solar plant and sea waves is described using the simplified Froude-
Krylov theory. This theory estimates the force exerted by waves on a structure by determining the
pressure variations around it [63]. Several assumptions are made:
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• The wave field is unaffected by the floating structure.
• The floating body is considered rigid.
• Movements on the plane parallel to the sea surface and rotation around z-axis are neglected due
to anchoring.

• The floating body is positioned at z = 0 relative to sea level.

The wave pressure p under a progressive wave is calculated as in equation 3.9:

p(x, z, t) = −ρ∂ϕ
∂t

− ρ · g · z (3.9)

where ρ is the seawater density and ϕ is the velocity potential function, related to the surface elevation
η as in equation 3.10:

η(x, t) = −1

g

∂ϕ

∂t

∣∣∣∣
z=0

(3.10)

For a floating body at z = 0, the pressure simplifies to equation 3.11:

p(x, z = 0, t) = ρ · g · η (3.11)

3.2.4. Torque Calculation
The force F acting on the floater is the integral of this pressure over the area A is shown in equation
3.12:

F =

∫
p dA =

∫ w/2

−w/2

∫ l

0

p dy dx (3.12)

where w and l are the width and the length of the floater in the x and y-axis respectively. The torque τ
resulting from this force is as expressed in 3.13:

τ = F · x =

∫ w/2

−w/2

∫ l

0

p · x dy dx (3.13)

3.2.5. Roll and Pitch Calculation
The rotational angle θ of the floater is obtained from the relation between torque, moment of inertia I,
and angular acceleration α is shown in equation 3.14:

τ = I · α = I · ∂ωθ
∂t

= I · ∂
2θ

∂t2
(3.14)

Considering two axes of rotation, the moments of inertia around the x- and y-axes are calculated as in
equation 3.15:

Ix =
1

12
·m(l2 + d2) and Iy =

1

12
·m(w2 + d2) (3.15)

where m is the mass and w, l, and d are the dimensions of the floating body.

3.2.6. Coordinate Transformation to Obtain Tilt and Azimuth Angles
Using these equations the roll with the x-axis being the rotational axis and the pitch along the y-axis
are found however to be able to use these values to find the POA irradiance, a coordinate change is
done first. The simulation framework needs tilt α and azimuth AM at each time step, derived from roll
ϕ and pitch ψ using equations 3.16 and 3.17:

tanAM =
sinψ
tanϕ

(3.16)

cosα = cosψ · cosϕ (3.17)
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3.3. Shading Model
This section provides a detailed analysis of the shading model and its components. It begins with
the assumptions made in the shading model, followed by the geometry of the wind turbine. Next,
the assignment of indices to nodes is discussed, along with the azimuth angles considered for shading.
The subsequent parts cover the methodology for finding the vertices of shadow boundaries and shapes,
and identifying the nodes within these approximate boundaries. Finally, the section concludes with the
irradiance calculation for each module.

3.3.1. Assumptions Made in the shading model
In the shading model, the solar panels are assumed to be flat, i.e., without any tilt, to simplify the com-
putational demands. This assumption is warranted considering that the tilt angle of the floating solar
installations typically remains below 5 degrees throughout most of the year. Consequently, the varia-
tion in the shaded area induced by tilting is minimal and can reasonably be approximated as constant.
Furthermore, the direction of the tilt may vary, either towards or away from the sun, which implies that,
on average, the alterations in the shaded area due to tilt are not substantial.

In the analysis of the diffused irradiance component, the assumption of negligible shading by the wind
turbine is justified by the substantial distance separating the turbine from the floating solar installation.
Specifically, with the turbine situated at least 110 meters away, the sky view factor—considering no
other obstacles, which is a reasonable assumption in the marine setting of the floating panels—remains
substantially unaffected. The circumference of the base of this theoretical hemisphere at this distance
is calculated as 2π×110meters. Given that the turbine’s span obstructs not more than 6 meters of this
circumference, this represents less than one percent of the total sky view factor. Even assuming an
infinitely tall tower, the minimal percentage of the horizon that is obscured substantiates the decision to
neglect the shaded part of the diffused irradiance, thereby avoiding unnecessary computational costs.

The mathematical substantiation can be illustrated by the following simple equation 3.18:

Sky View Factor Reduction ≈ Obstructed Length
Total Circumference

=
6

2π × 110
≈ 0.0087, (3.18)

which confirms that the impact on the sky view factor is indeed negligible.

3.3.2. Geometry of the Wind Turbine
The geometry of the wind turbine in the model is simplified for computational efficiency. The tower of
the turbine is approximated as cylindrical, while the three blades, positioned symmetrically at intervals
of 120 degrees, are modelled with conical shapes to approximate their actual aerodynamic profiles.
Additionally, the nacelle of the wind turbine is represented as a cuboid. Figure 3.5 depicts the geo-
metric approximations used for the wind turbine. Furthermore, Table 3.4 provides a detailed list of the
dimensions for the components of the wind turbine as considered in the simulation model.

The geometries selected for the wind turbine in this study are designed such that the boundary of the
shadow they cast forms simple polygons. This design choice is strategic, as it significantly reduces the
computational complexity of the shading model. By simplifying the shadow boundaries to polygons,
the calculations required to determine shading effects on the floating PV clusters are streamlined. This
approach enhances the efficiency and speed of the simulation, allowing for more accurate and timely
analysis without compromising the precision needed for effective energy yield assessments.

3.3.3. Assignment of Indices to Nodes
For the purposes of the simulation, both the floaters and the solar modules mounted on them are dis-
cretised into nodes. The spacing between these nodes is a variable parameter, influencing the model’s
resolution and the accuracy of power output calculations. Adjusting node spacing affects the compu-
tational demand: finer resolutions, while more accurate, significantly increase computational time due
to the shading model. This modelling approach allows for the extraction of detailed irradiance data at
a modular level, facilitating an analysis of how string arrangements might contribute to power losses.
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Parameter Dimension [meters]
Hub height 140

Rotor diameter 220
Tower width 6

Nacelle (L x B x H) 10 x 8 x 4
Blade base diameter 4

Figure 3.4: Wind Turbine Dimensions

Figure 3.5: Wind Turbine Geometry

Such losses occur due to variations in the IV curve formation and discrepancies in the maximum power
points across different strings.

Each node within the model is assigned specific module and string index numbers, enabling precise
differentiation and analysis of shading effects on each module’s irradiance. Figure 3.6 displays a visu-
alisation of the floater, with modules color-coded according to their index numbers in the strings.

3.3.4. Azimuth Angles Considered for Shading
Due to the computational intensity of the shading model, initial computations are made to determine
the angles at which shading is possible, thereby restricting the model’s operation to conditions where
shading effects are likely. This pre-computation step involves identifying the minimum azimuth angle
for which shading on a particular floater is feasible. Figure 3.7 illustrates the scenario for a specific
floater, highlighting the conditions under which the shading model is activated.

In the simulation, the wind turbine is modelled as a cylindrical structure with a diameter equal to that of
the rotor. The shadow cast by the turbine is analysed by tracing its boundary lines to ascertain whether
they intersect with the floater. This method ensures that the shading model is only engaged when the
floater lies within the projected shadow path, optimising computational resources and model efficiency.

This approach employs a simplified representation of the wind turbine’s cylindrical boundary using
points spaced at regular intervals. This discretisation can lead to minor inaccuracies in determining the
exact intersections of the turbine’s shadow with the floater. As a result, there are instances where the
actual azimuth angle at which shading occurs may be underestimated. This occurs when the tangential
shade boundary line representing the cylinder crosses the floater, but the spaced points fail to capture
this intersection fully. Consequently, the shading model might omit certain shading events, leading to
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Figure 3.6: Module Index Number Assignment Illustrated With a Colormap on a Floater

a slight overestimation of power output. In a simulated scenario where a floater was positioned 200
meters north of a wind turbine, this methodological error resulted in a power calculation error of approx-
imately +0.023%. Despite these small inaccuracies, the method remains valid and effective for most
practical purposes.

3.3.5. Finding the Vertices of Shadow Boundaries
To delineate the shadow boundaries, it is essential first to establish the precise coordinates, dimensions,
and orientations of the wind turbine. These include the hub height, tower centre position, blade azimuth
angle, yaw angle, blade endpoints and nacelle corners. Based on the position of the sun—specifically
the solar elevation and azimuth angles—the length of the shadows cast by the turbine tower and blades
are calculated and from this length and solar azimuth angle, the endpoints of the shadow boundary are
calculated. This calculation employs a specific equation designed to accurately model the shadows
based on the geometric and positional data. Figure 3.8 from [64] illustrates the methodology employed
for this calculation, demonstrating the application of the equations 3.19 and 3.20 in determining shadow
endpoints:

Shadow Length = h× tan(θzenith sun) (3.19)

Shadow Azimuth = ϕazimuth sun + 180◦ (3.20)

Upon determining the endpoints of the shadows cast by the wind turbine’s structural components, the
subsequent step involves tracing these points to the endpoints of a line orthogonal to these points, sit-
uated proximally to the wind turbine. The length of this orthogonal line is contingent upon the specific
component of the turbine being considered—either the tower or the blade. Specifically, the line’s length
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Figure 3.7: Minimum Azimuth Angle Considered to Run the Shading Model

Figure 3.8: Illustration of How the Length of the Shadow Is Calculated. Derived from [64]

varies according to the base diameter of the component responsible for the shadow. For the turbine
tower, the width of the tower significantly influences the length of this orthogonal line. Similarly, for
the blades, their rotational base diameter dictates the length of this orthogonal line. This methodical
approach allows for a precise mapping of the shadow’s reach and configuration, ensuring that all po-
tential shading effects on the floaters are accurately assessed and incorporated into the shading model.
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3.3.6. Finding the Nodes Within This Approximate Boundary
Upon establishing the vertices that delineate the shadow boundaries-a rectangle for the turbine tower
and a triangle for the blades—the next critical step involves identifying the nodes within these bound-
aries. This identification is efficiently executed using MATLAB’s inpolygon function. This function is
selected for its computational speed and accuracy, surpassing the performance of any custom-coded
alternatives that could be developed for this purpose.

The inpolygon function cross-references the coordinates of each node against the defined polygonal
boundary (either rectangular or triangular, depending on the turbine component). The nodes within
these boundaries are then processed to update the solar irradiance impact matrix. In this matrix, each
node is assigned additional binary shading indices where a value of ’1’ indicates the node is shaded,
and ’0’ indicates it is not shaded. This binary shading index crucially informs subsequent calculations
regarding the PV output efficiency under various shading scenarios.

The effectiveness of the inpolygon function in identifying shaded nodes is depicted in a scatter plot,
which illustrates the shadow of the wind turbine on the floater during a specific instance. Figure 3.9
shows this distribution, highlighting the precise areas impacted by shading, and providing a clear visual
representation of the shadow of the wind turbine.

Figure 3.9: Illustration of the Shade Caused by a Wind Turbine at [0,0] on a Floater When the Blade Azimuth Angle = 0◦, Wind
Direction = 225◦and, Solar Azimuth Angle = 225◦, Solar Elevation Angle = 50◦

3.3.7. Irradiance Calculation of Each Module
The new effective plane of irradiance for the solar modules is calculated by adjusting for shading im-
pacts. This involves compiling a matrix with node coordinates, string assignments, module assign-
ments, and shading data, which is then filtered to remove any entries without module or string assign-
ments. Unique combinations of string and module indices are identified to calculate the total shading
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occurrence count for each combination. The proportion of shading for each module is computed by
dividing the total shading occurrences by the number of nodes for that module.

This proportion is used to adjust the direct irradiance received by each module. Specifically, the effec-
tive POA irradiance for each module is calculated by subtracting the product of the direct irradiance
and the proportion shaded from the total irradiance. This method ensures that the irradiance values
are adjusted to reflect the actual light exposure after shading.

Figure 3.10 displays a plot of the modules, categorized by the effective POA irradiance they receive
after shading. This plot provides a clear visualization of how shading influences the irradiance received
by different modules.

Figure 3.10: Scatter Plot for the Proportion of Shade of a Module

3.4. DC Power Calculation
In this section, the calculation of the DC power generated at the DC side of the inverter neglecting DC
cable losses. This part of the model runs after the shading model which calculated the POA irradiance
for each module.

3.4.1. Estimation of Module Temperature
An accurate estimation of the temperature of photovoltaic (PV) modules is crucial for understanding
their performance and efficiency. In an offshore floating PV installation this effect is more important to
capture as the modules operate at a lower temperature due to cooling effect and higher wind speeds
than in in-land installations which increases the energy yield [65, 66].
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The module temperature is determined by a function that incorporates air temperature, irradiance, and
wind speed, following the modelling approach proposed in [67] in their study on photovoltaic cells. This
method, selected for its detailed consideration of environmental variables, utilises a set of coefficients
which are calculated empirically that relate these environmental factors directly to the module temper-
ature. Specifically, the model calculates the module temperature as a linear combination of the air
temperature, irradiance, and wind speed, adjusted by coefficients that reflect the thermal properties
and exposure characteristics of the solar panels as seen in equation 3.21.

Tmod = c1 · Tair + c2 · Irad + c3 · Vwind + c4 (3.21)

Where c1, c2, c3, and c4 are coefficients derived from empirical data and manufacturer specifications
that account for the thermal rise due to irradiance and the cooling effect of wind. Tair is the air tempera-
ture, Irad is the POA irradiance of the module and, Vwind is the estimated speed of the wind at 2m height
from sea level. This formula ensures that the temperature calculation is sensitive to real-time changes
in environmental conditions, thereby providing a dynamic input into the subsequent calculation of DC
power output.

The selection of this model is based on its ability to provide a realistic simulation of the module’s ther-
mal behaviour under various environmental conditions. This temperature modelling is essential for the
next step in the simulation process, where these temperatures, along with irradiance data, are used
to estimate the voltage, current and subsequently power produced by the PV modules under varying
environmental influences.

3.4.2. Calculation of I-V Curve for Solar Modules
The I-V curve for a solar module is calculated using a single-diode model alongside series and shunt re-
sistances to reflect real-world inefficiencies. This model is essential for understanding how solar panels
will perform under various environmental conditions, including changes in irradiance and temperature.

Assumptions in the I-V Curve Modelling
In the development of the I-V curve model for the floating PV modules, certain simplifications were
adopted to streamline the computations and focus on the core objectives of the thesis. Notably, the
model does not incorporate the effects of bypass diodes typically used in PV modules to mitigate the
impact of partial shading. This assumption is primarily due to the spatial resolution of the nodes used in
simulating the floating platform, which are larger than individual solar cells and the width of the strings
in the considered PV panel. Accurately modelling the influence of individual bypass diodes would re-
quire a finer resolution to capture variations within a module, as each diode protects a subset of cells
within the module. Additionally, including bypass diodes in the model would significantly increase com-
putational complexity without substantially influencing the goal of this thesis, which is to determine a
placement strategy for OFPV clusters relative to wind turbines.

Moreover, the model assumes uniform irradiance across each module when shaded. This assumption
reduces the complexity of the simulation and is justified because the primary objective is to assess
macro-level interactions between the solar array and environmental factors, rather than detailed micro-
level interactions within each module. This approach allows for a more streamlined analysis and is
sufficient for understanding the overall system behaviour under typical operational conditions. It en-
sures the focus remains on evaluating the significant effects of relative positioning and environmental
influences on energy production, thereby providing robust insights needed for strategic planning and
development of integrated solar and wind energy systems.

Photocurrent Calculation
The photocurrent (Iph) for the solar module is derived from Equation 3.22:

Iph = (Isc + ki · (Tmodule − Tref )) ·
Irad
Gref

(3.22)
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where Isc is the short-circuit current under standard test conditions, ki is the temperature coefficient of
the short-circuit current, Tmodule is the module temperature, Tref is the reference temperature which is
298.15 Kelvin, Irad is the irradiance, and Gref is the reference irradiance which is 1000 W/m2. This
equation adjusts the photocurrent based on the actual irradiance and temperature relative to standard
test conditions.

Reverse Saturation and Saturation Current Calculation
The reverse saturation current (Irs) is calculated using Equation 3.23:

Irs =
Isc

exp
(

q·Voc

Ns·k·A·Tmodule

)
− 1

(3.23)

where q is the electron charge, Voc is the open-circuit voltage, Ns is the number of cells in series, k is
the Boltzmann constant, A is the ideality factor of the diode.
The saturation current (Is) is calculated using the diode Equation 3.24 adjusted for temperature:

Is = Irs

(
Tmodule

Tref

)3

exp
(
q · Eg

k ·A

(
1

Tref
− 1

Tmodule

))
(3.24)

where Eg is the band gap energy of the semiconductor. This formula accounts for variations in the
reverse saturation current due to temperature changes, which significantly affect the diode character-
istics.

I-V Curve Computation
The parameter z for the Lambert W function is computed using Equation 3.25:

z =
RsIs
AVth

· Rsh

Rsh +Rs
exp

(
Rsh

Rsh +Rs
· Rs(Iph + Is) + V

AVth

)
(3.25)

where Rs is the series resistance, Rsh is the shunt resistance, Iph is the photocurrent, A is the ideality
factor, and V is the voltage across the solar cell.

Using the Lambert W function, the current I is then calculated using Equation 3.26:

I =

(
Rsh

Rsh +Rs

)
(Iph + Is)−

V

Rsh +Rs
− AVth

Rs
W (z) (3.26)

This equation is solved iteratively over a range of voltages to generate the I-V curve. This approach,
utilising the single-diode model with empirical corrections for temperature and irradiance, provides a
framework for predicting solar cell performance. By accurately modelling these characteristics, we can
better understand and optimise the energy output of photovoltaic systems under varying environmental
conditions.

3.4.3. Generation of I-V Curves for Series-Connected Solar Module Strings
To accurately assess the performance of photovoltaic (PV) systems under real-world conditions, it is
essential to model the I-V characteristics of series-connected solar module strings. This modelling is
particularly critical in scenarios where module strings are subjected to non-uniform irradiance due to
shading or other environmental factors.

Handling Non-Uniform Irradiance
When modules within a string experience varying levels of irradiance, the output I-V curve of the string
is influenced by the module receiving the least amount of sunlight. This is because, in series connec-
tions, the string current is limited by the least illuminated module, akin to the behaviour in electrical
circuits where current through a series path is dictated by the component with the minimum current
carrying capacity.
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To model this, the I-V curve for each module is first calculated based on its specific irradiance and
temperature conditions. The total current (I) for each voltage (V ) in the string’s I-V curve is determined
by the lowest current available from all modules at that voltage. This approach simulates the behaviour
of ideal string diodes, which prevent any amount of reverse biasing and protect less illuminatedmodules
by allowing the current to bypass them.

Uniform Irradiance Handling
Under uniform irradiance conditions, all modules within a string are exposed to the same level of solar
radiation. This uniformity simplifies the computation of the string’s I-V curve, as the I-V curves for all
modules will be identical. Therefore, the string’s total current at each voltage point is simply the sum of
the currents from each module at that voltage. This method significantly reduces computational com-
plexity and ensures quick computations without sacrificing accuracy for scenarios where shading does
not affect the solar array.

3.4.4. Power and Energy Calculations for the Floating PV System
This subsection elaborates on the methodologies employed to compute the power output at every time
step and annual energy yield of the PV system, underlining the use of an ideal maximum power point
tracker (MPPT).

Power Curve Generation
The power curve of a PV module is derived from the product of the voltage (V ) and current (I) across
the module as shown in equation 3.27:

Pcurve = V · I (3.27)

This equation calculates the instantaneous power for combinations of voltage and current generated
with a certain resolution for voltage from 0 to Voc under varying irradiance conditions. The power curve
is crucial for identifying the operating points where the modules can deliver maximum power output.

Maximum Power Point Tracking
To maximise the energy output from each PV module, the system is assumed to employ an ideal MPPT.
This simply means that the maximum power from the Power-Voltage curve of a string is found and taken
as the DC power output of that particular PV string.

Aggregate Power and Energy Calculations
The total power output for the PV floater is calculated by summing the power of all strings within the
floater and then averaging these over the number of blade angles (in this simplified model, considered
as one) considered in the static shading model in the 10 minute time frame. The annual energy yield for
the cluster is then calculated by integrating the power output over time and dividing by the appropriate
scaling factor to convert the result into megawatt-hours (MWh). This computation assumes that the
power output is summed over ten-minute intervals throughout the year, providing an estimate of the
total energy produced under typical operational conditions. Equation 3.28 is used to compute the
annual energy for each floater from the power timeseries values which have a time resolution of 10
minutes and is computed in W:

Annual Energy [MWh] =
∑52418

time_idx=1 Pmpp · 10
60× 106

(3.28)

3.5. Supporting Tasks
This section delves into various auxiliary analyses and methodologies employed throughout the course
of this project. It begins with an examination of the node spacing sensitivity analysis, highlighting how
different node resolutions influence the simulation results. Following this, the section discusses the
impact of the number of blade positions considered in the static shading simulation. Attention is then
given to the code optimisation methods that were implemented to enhance the efficiency and perfor-
mance of the simulations. An overview of the lookup table created for the I-V curve is also provided.



3.5. Supporting Tasks 30

Additionally, this section describes the utilisation of a remote computer cluster and finally, the use of
ChatGPT for this work is discussed.

3.5.1. Node Spacing Sensitivity Analysis
In the node spacing sensitivity analysis, the impact of varying the distance between nodes in a rectan-
gular grid mesh on the speed and accuracy of the model was examined. This analysis aimed to identify
an optimal balance between computational efficiency and model precision for the selection of the node
spacing value in the main simulation.

Given that the dimensions of a PV module are 1.3 m by 2.3 m, the node spacing must be less than
the smallest dimension, i.e., less than 1.3 m. However, with a node spacing of 1.3m, each PV module
would be represented by just two nodes, leading to shading representations of 0%, 50%, or 100% when
the shading model is applied. Reducing the node spacing increases the resolution, allowing for more
granular shading fractions and, consequently, a more accurate model. Nonetheless, finer node spac-
ing also results in increased computational load and longer execution times, necessitating a trade-off.

The sensitivity analysis involved calculating the annual energy output and recording the execution time
for different node spacing values for a specific floater affected by shading. As shown in the table below,
a node spacing value of 0.35m was identified as the most appropriate for the main simulation, offering
a suitable compromise between accuracy and computational efficiency.

Node Spacing (m) Annual Energy (MWh) Execution Time (s)
1.0 258.15 71
0.5 257.98 86
0.35 257.95 93
0.25 257.94 111
0.1 257.94 240

Table 3.1: Node Spacing Sensitivity Analysis

This analysis underscores the importance of selecting an optimal node spacing value that balances the
need for accurate shading representation with the practical considerations of computational time.

3.5.2. Sensitivity Analysis of the Number of Blade Azimuth Angles in Static Shad-
ing Model Simulations

The static shadingmodel initially considered only a single blade azimuth angle, fixed at 0 degrees, within
each 10-minute time frame. This simplification does not account for the dynamic nature of wind turbine
blades, which in reality, sweep out a disc or elliptical area influenced by the yaw angle (determined by
wind direction) and the solar azimuth and elevation angles. The fixed blade position assumption could
lead to inaccuracies as it ignores the varying shadow cast by the rotating blades.

To address this, a sensitivity analysis was performed to evaluate the impact of considering multiple
blade azimuth angles on the accuracy and execution time of the model. The analysis aimed to balance
between computational efficiency and the precision of shading representation. The speed of blade
rotation was deemed irrelevant for this study due to the assumption of ideal MPPT, which negates in-
verter losses caused by the MPPT’s inability to continuously track the maximum power point. Hence
an average of all the blade positions is an appropriate way of going about this analysis. In reality if the
rotation of the blades is faster, that could lead to more variations in the IV curve of the PV module and
thus make it harder for the MPPT of the inverter to track the maximum power point and subsequently
lead to higher inverter losses.

In the analysis, different configurations were tested to understand the impact of considering multiple
blade azimuth angles on the accuracy and execution time of the model. Initially, one blade azimuth
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angle at 0 degrees was considered. To improve accuracy, the analysis then included two blade azimuth
angles at 0 and 60 degrees, followed by three angles at 0, 40, and 80 degrees and so on. These angles
were chosen based on the symmetry of the wind turbine’s three blades, where angles between 0 and
120 degrees provide distinct shadow patterns, with 120 degrees being equivalent to 0 degrees due to
rotational symmetry. For cases with multiple blade angles, the average power loss was calculated to
account for the varying shade on the floater depending on the blade position.

The selection of angles was based on the symmetry of the wind turbine’s three blades, where angles
between 0 and 120 degrees provide distinct shadow patterns, with 120 degrees being equivalent to 0
degrees due to rotational symmetry. For cases with multiple blade angles, the average power loss was
calculated, reflecting the variation of the shade on the floater depending on the blade position.

A scenario with 360 blade azimuth angle positions considered in the static shading model represents
the most accurate model, was used as a reference to calculate the error. The analysis revealed that
the error in annual energy calculation was minimal even when considering only a single blade position
at 0 degrees. Therefore, for computational efficiency, the main simulation adopted this single blade
azimuth angle approach.

In figure 3.11a, the annual energy is plotted against the number of blade angles considered in that
position. In figure 3.11b, the time taken for the shading model to run is plotted against the number of
blade positions considered. This analysis is performed for one floater that is affected by shading and
is located north of the wind turbine. The array of considered number of blade azimuth angle positions
is: [1, 2, 3, 4, 5, 6, 8, 10, 20, 30, 40, 60, 80, 100, 120, 240, 360].

The reasoning behind selecting 1 blade angle can be justified by the fact that the percentage error is not
significant, as shown in Figure 3.11a, and it is logical to reduce the runtime of the model. Additionally,
the time taken to run the shading model increases linearly with the increase in the number of blade
angle positions considered, as can be seen in Figure 3.11b.

(a) Annual Energy vs. Number of Blade Azimuth Angles (b) Runtime vs. Number of Blade Azimuth Angles

Figure 3.11: Sensitivity Analysis of Number of Blade Azimuth Angles w.r.t Accuracy and Time Taken by the Static Shading
Model
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3.5.3. Code Optimisation
The optimisation of the code for this project was a critical step to ensure efficient and timely simulations.
The MATLAB Profiler was employed to identify functions that acted as bottlenecks and particular lines
of code that significantly slowed down the execution. The primary focus was on the main simulation,
which involved running the energy simulation for an entire year with the shading model for a floater
grid map surrounding a wind turbine. This simulation was originally implemented using nested for
loops: the outer loop iterated through each floater in the grid map, the middle loop iterated through
each time instance, and the inner loop, which was conditionally executed, iterated through the strings
on the floaters if shading was detected. The outer loop is run using parfor loops to leverage parallel
processing and speed up the execution of the code. This comprehensive yet computationally intensive
approach necessitated various optimisation techniques.

To enhance the execution speed, several logical tricks were employed. Firstly, the entire time step was
skipped if no irradiance data was available, eliminating unnecessary computations. When no shad-
ing occurred on a string, the IV curve for the string was obtained by simply scaling the IV curve of a
single module, leveraging a mathematical simplification to avoid redundant calculations. Furthermore,
the shading model, a significant bottleneck, was executed only when shading was physically possible,
reducing the frequency of its computation.

A function was also developed to dynamically create the layout of the floaters based on input parame-
ters such as floater dimensions, size of the grid map, and the centre of the floater. This function returned
the spatial data of the floaters in a cell, facilitating the execution of shading models. This dynamic layout
generation not only streamlined the initial setup but also ensured that the spatial configuration could
be easily adjusted for different simulation scenarios.

Overall, these optimisation strategies played a crucial role in achieving the performance required for
the simulations, enabling more extensive and detailed analyses within a reasonable time-frame of 3
hours for a grid map containing 676 reference floaters surrounding a wind turbine. This grid map or
collection of floaters is centred at [0, 0] and the wind turbine is placed at [0, -360] as shade due to it
would be more prominent in the north then south so it was placed such that there are more floaters
north of it than south. The time taken for the code to run for a particular floater is also dependent on it’s
relative position to the wind turbine as that dictates the number of times the shading model runs which
is one of the major bottlenecks of the code.

3.5.4. Lookup Table for IV Curve
One of the strategies employed to accelerate the run time of the code was the creation of a three-
dimensional lookup table storing the IV curve of the photovoltaic module for different irradiance and
module temperature values. Solving for the IV curve typically relies on numerical methods, which can
become a bottleneck and redundant for similar input parameter values. To address this, a lookup table
of dimensions 600 × 2301 × 119 was generated. Each IV curve consists of 600 points, with irradiation
values ranging from 0W/m2 to 1150W/m2 at intervals of 0.5 W/m2, and temperature values ranging
from -18°C to 41°C, also at 0.5°C intervals. This lookup table provides a 600-point IV curve array with
current values for a predetermined voltage range for the irradiation and temperature values closest to
the input, serving as an approximation to expedite the process.

Although this approach significantly reduced the run time on local hardware, it proved less effective on
the remote cluster. The retrieval of data points took longer than the actual execution of the numerical
methods on the cluster, leading to its exclusion from the main simulations. However, with modifications,
this method holds potential for optimising the process for specific solar modules on different hardware
configurations. The error in the annual energy calculation using this lookup table was found to be only
-0.06%, primarily due to rounding down the input parameters. There remains scope to further reduce
this error, though it was not explored in this study.
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3.5.5. Utilisation of Remote Computer Cluster for MATLAB Simulations
To ensure efficient and expedited execution of the MATLAB code for the simulations, a remote com-
puter cluster with high-performance specifications was utilized. The cluster is equipped with an Intel(R)
Xeon(R) Gold 6326 CPU running at 2.90GHz. This CPU configuration includes 2 sockets, each host-
ing 32 cores, which collectively provide a total of 64 logical processors. Additionally, the system is
endowed with 128GB of RAM.

The deployment of this high-performance computing environment was pivotal in managing and expedit-
ing the complex calculations inherent in the simulations. The extensive computational requirements are
addressed through the implementation of parallel processing techniques, specifically using the parfor
loops available in MATLAB. The parfor loops enable parallel iteration over the simulations of each
floater throughout the year, effectively distributing the computational load across multiple cores. This
approach minimises overhead and optimises processing time, with each iteration of the loop taking be-
tween 1 to 3 minutes to execute. By leveraging the multiple cores of the CPU, the parallel processing
capability significantly reduces the overall execution time of the code.

Moreover, the ample RAM capacity of 128GB provides a substantial advantage when handling large
matrices, which are common in these simulations. The increased RAM allows for the accommodation
of larger datasets and more extensive calculations without running into memory limitations. This is
particularly beneficial for the tilt model simulations, where multiple data points are considered within
ten-minute intervals to achieve a more precise and detailed analysis. The large memory space ensures
that these sizeable matrices can be efficiently managed and processed, enhancing the accuracy and
reliability of the simulation results.

However, it is important to note that utilising all available cores does not necessarily translate to the
fastest execution times. Due to the phenomenon of diminishing returns, there is an optimal number of
cores that maximises efficiency without incurring unnecessary overhead. Through empirical testing, it
was determined that employing approximately 50 logical processors strikes the best balance between
performance and resource utilisation. This configuration provides the fastest execution times for the
MATLAB code while avoiding the diminishing returns that can occur when attempting to utilise all avail-
able cores.

In summary, the combination of high CPU core count, substantial RAM, and strategic use of parfor
loops has enabled significant improvements in the execution speed and efficiency of the MATLAB sim-
ulations. The remote computer cluster’s capabilities have been instrumental in facilitating the complex
and resource-intensive computations required for the simulations, ultimately contributing to the robust-
ness and accuracy of the simulation outcomes.

3.5.6. Utilisation of ChatGPT for Modelling and Documentation
In the course of developing the algorithm and pseudo code for the shading model in this thesis, the
entire process was initiated and conceptualised independently. The algorithm was meticulously broken
down into smaller, manageable functions. To aid in the development of these functions, ChatGPT was
employed as a valuable tool to assist in writing the initial code structure.

Given the mathematical nature and complexity of the functions required for the shading model, sig-
nificant edits and modifications were necessary to ensure their correctness and functionality. While
ChatGPT provided a robust foundation and overall structure for these coding blocks, careful refinement
was essential to address the intricate mathematical computations involved. Despite these challenges,
the assistance from ChatGPT greatly facilitated the construction of the shading model from scratch,
streamlining the development process.

Furthermore, ChatGPT has been instrumental in enhancing the clarity and coherence of the language
used in this report. By leveraging its capabilities, certain sections of the report were polished and re-
fined to improve readability and ensure that the technical content is communicated effectively.



3.5. Supporting Tasks 34

The use of ChatGPT has been a complementary tool in both the development of the shading model
and the documentation of this thesis. Its contributions have ranged from providing structural support
in coding to refining the language in the written report, thereby supporting the overall objectives of this
research.



4
Results and Analysis

In this chapter, the results obtained from various simulations conducted throughout this study are pre-
sented and analysed. The chapter is structured into five sections, each focusing on different aspects
of the results and their implications. First, the outcomes of the tilt model are examined, providing
a detailed analysis of the implications and significance of the results. Next, different irradiance and
frequency maps surrounding the wind turbine are presented. These maps illustrate how shading influ-
ences the irradiance distribution and how wind direction impacts the frequency of shading on the nodes.
In the third section, the main simulation results are showcased, highlighting the energy and irradiation
grid maps for a floater grid around a wind turbine. This section provides insights into the energy yield
of the floating PV system in the presence of wind turbines. The fourth section focuses on the daily and
annual power curves, exploring how the percentage loss of energy varies over the course of a year.
This analysis highlights the temporal aspects of energy production and identifies periods of significant
energy loss for a particular set of floaters. Finally, the last section discusses the constraint map used
for analysis of the placement of a PV cluster within a specific wind farm configuration. This section em-
phasises the importance of strategic placement to maximise energy yield and minimise shading losses
in a potential real-life scenario.

4.1. Tilt Model Analysis
In this section, the analysis of the tilt model is explored, which is a crucial component in understand-
ing the performance of floating PV systems under varying sea conditions. The inputs used for the tilt
model are first discussed. Next, the pitch and roll values obtained for the floater over the course of a
year are analysed. Following this, the power intermittency experienced during three different days with
varying wind speed conditions is explored. Finally, an annual analysis of how tilt affects energy yield is
conducted.

4.1.1. Input parameters
The wind speed and wind directions, obtained from KNMI with a resolution of 10 minutes, have been
modified using linear interpolation to achieve a time resolution of 1 minute. This adjustment allows for a
more granular analysis of the wind conditions affecting the floating PV system. The PV modules placed
on the floater are flat, meaning their tilt angle will mirror that of the floater itself.

The tilt of the floater has been computed for every second. While the actual wave period is much
longer, typically around 5-6 seconds, this high-resolution computation is necessary because the model
employed is statistical. Therefore, it requires more data points within the time intervals to accurately
represent the overall characteristics of the tilt. The objective of this model is not to simulate real-time
tilt accurately but to provide an overview of how the floater responds to waves and to better understand
the power intermittency caused by wave action.

35
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4.1.2. Pitch and Roll Values from the Tilt Model
The tilt model provided a comprehensive set of pitch and roll values for the floater. The histograms in
figures 4.1 and 4.2 illustrate the distribution of these values, with the y-axis presented on a logarithmic
scale. It is observed that some values appear to be extreme. These can be justified by acknowledging
that the assumptions underpinning the model do not hold in all cases. To achieve a simplified model
that could be effectively implemented in MATLAB, numerous assumptions were necessary. One of the
most significant assumptions was regarding the interaction between the waves and the floater. The
model presumes that the waves remain unaltered by the presence of the floater, which is an unrealistic
scenario and likely contributes to the occurrence of such large values.

Figure 4.1: Histogram of Pitch Values

The distribution of roll and pitch values is influenced by the frequency of wind speeds predominantly
coming from the west, as evidenced by the wind rose plot in figure 4.3. Consequently, there are more
extreme pitch values than roll values. It is crucial to highlight that the dataset comprises 31 million data
points, with an angle computed for each second of the year. However, it is important to note that the
frequency of these extreme values is negligible when compared to the total number of data points, with
the majority of values falling between 0 and 5 degrees.

4.1.3. Power Intermittency Analysis
This section explores the power intermittency analysis, focusing on three distinct days categorised as
rough, moderate, and calm, based on their average wind speeds. The windrose plots for these three
days are presented in figure 4.4, illustrating the distribution of wind directions and speeds.

The purpose of this analysis is to understand how variations in wind speeds affect the tilt of the floater
and, consequently, the plane of array irradiance.

On the calm day, the irradiance profile appears typical without any significant variations, as shown in
figure 4.5 . This day serves as a baseline for comparison with the other two days.

Moving on to the moderate day whose irradiation curve is shown in figure 4.6, the analysis reveals
noticeable increases in power intermittency. This is evident in the irradiance plot for that day, where



4.1. Tilt Model Analysis 37

Figure 4.2: Histogram of Roll Values

Figure 4.3: Wind Rose for the Year 2022

fluctuations are clearly visible, indicating greater variability in the power output.

Lastly, the rough day shown in figure 4.7 is characterised by extremely high intermittency, as depicted
in its irradiance plot. It is crucial to note that some values observed on this day are extreme and may
be highly exaggerated due to the assumptions and the model’s stochastic nature.



4.1. Tilt Model Analysis 38

Figure 4.4: Windrose Plots for Rough, Moderate, and Calm Days

Figure 4.5: Irradiance Plot for the Calm Day

4.1.4. Annual Energy Analysis
Now, the annual energy analysis is discussed, focusing on the impact of tilt on the energy production of
a floater. The tilt can result in the panels facing towards or away from the sun, causing an increase or
decrease in the generated power at a particular time instance. To understand the overall effect of tilt on
the annual energy yield, a comprehensive analysis was conducted. Given that the tilt model relies on
statistical methods, a single simulation does not provide a complete picture. Therefore, 100 simulations
were carried out, and the annual energy for each instance was calculated, as illustrated in the figure 4.8.
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Figure 4.6: Irradiance Plot for the Moderate Day

Figure 4.7: Irradiance Plot for the Rough Day

The average annual energy was determined from these simulations. It was observed that in some
instances, the annual energy slightly decreases, while in others, it slightly increases. For a scenario
without tilt, the annual energy of a floater was found to be 259.40 MWh. In comparison, the average
energy for the 100 tilt simulations was 259.37 MWh. This indicates that, for this specific case where
the panels are placed flat on the floater, the effect of tilt does not significantly impact the annual energy
production.

However, it is important to note that this conclusion may not hold if the panels are placed at an angle
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Figure 4.8: Annual Energy Yield for 100 Simulations of the Tilt Model

on the floater. Such a scenario would require separate simulations to accurately understand how tilt
affects energy production in that configuration.

4.2. Irradiance and Frequency Node Maps
In this section, the irradiance and frequency node maps derived from various simulations are discussed
to illustrate the impact of wind turbine shading on the irradiance distribution in the surrounding area.
The analysis includes both annual and daily timescales to provide a comprehensive understanding of
the shading effects. The irradiance node maps demonstrate how the presence of a wind turbine influ-
ences the irradiance levels in it’s surrounding, highlighting areas that experience reduced sunlight due
to the turbine’s shadow. These maps are crucial for identifying regions with significant shading and
understanding the overall impact on energy production.

Additionally, the frequency node maps show the number of times a node is shaded over different du-
rations. This includes both annual and daily analyses, providing insights into the consistency and
variability of shading over time. By examining these maps, the shading patterns can be better under-
stood with the wind direction being a parameter. The combination of irradiance and frequency node
maps offers a detailed view of the spatial and temporal variations in shading, which is essential to under-
stand how wind direction affects the characteristics of the shade that occurs surrounding a wind turbine.

4.2.1. Annual Irradiance Map
The integration of floating photovoltaic (FPV) systems within offshore wind farms presents unique chal-
lenges, particularly regarding the shading effects caused by wind turbines on surrounding FPVmodules.
The variability in shading can lead to non-uniform irradiance across the photovoltaic modules, affect-
ing their efficiency and overall energy output. The necessity of this analysis arises from the need to
maximise energy yield in hybrid wind-solar farms. Accurate mapping of irradiance helps in identifying
high irradiance regions for placing FPV modules, minimising shading losses, and enhancing the overall
efficiency of the energy farm. It also assists in predicting and mitigating the adverse effects of shading,
thereby improving the design and layout strategies for future implementations.
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The methodology employed involves simulating the annual irradiance received by each node in the
vicinity of a wind turbine. The simulation incorporates various factors, including the geometric config-
uration of the wind turbine, the position of the sun throughout the year, the wind directions and wind
speeds. The simulation is configured with a grid map representing the area around a wind turbine.
Each node in this grid represents a point on the surface where the irradiance is measured. The irradi-
ance is computed every 10 minutes.

The shading model is used to determine the shading effect of the wind turbine on each node. The
irradiance values are aggregated over the entire year to obtain the annual irradiance map. This ag-
gregation helps in understanding the long-term effects of shading and provides a comprehensive view
of the energy potential of each node. The resulting annual irradiance map, as shown in figure 4.9,
illustrates the distribution of irradiance around the wind turbine. The colour scale represents the total
energy received by each node over the year, with higher values indicating greater irradiance.

Figure 4.9: Annual Irradiance Per Node

The map clearly shows a region of reduced irradiance north of the wind turbine, where the shadow
of the turbine blades frequently falls. This area exhibits lower energy values compared to the regions
further away from the turbine. The irradiance distribution follows a pattern that reflects the the position
of the sun throughout the year. Nodes located to the south of the turbine generally receive higher irra-
diance, suggesting these areas are less affected by shading due to the wind farm being in the northern
hemisphere. The insights gained from this map can be used to better place the FPV modules. By
avoiding areas with significant shading and placing modules in high irradiance zones, the overall en-
ergy yield of the FPV system can be maximised. The results highlight the importance of considering
shading effects in the design and layout of hybrid energy farms. By integrating the shading model into
the design process, it is possible to enhance the efficiency of these systems.

4.2.2. Annual Frequency Shading Node Maps
The annual shading frequency node maps illustrate the frequency at which each node is shaded sur-
rounding a wind turbine, represented using a colormap with a log scale. This log scale provides a better
distribution of colours, enhancing the visual clarity of the plots. These maps are generated on an an-
nual scale with a time resolution of one minute to capture the temporal dynamics of shading accurately.
To achieve these results, nodes within the elliptical disc formed by the wind turbine blades at each
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time step are considered. This is different from the static shading model where only one blade azimuth
angle was considered for the annual energy calculations. This approach helps in understanding how
the movement of the blades affects the shading frequency map. The yaw angle, which aligns the axis
of rotation of the wind turbine blades with the wind direction, is also accounted for in these simulations.

In figure 4.10, the wind direction is taken to be constant at 0◦, while in figure 4.11, it is based on the
interpolated input data with a time resolution of one minute. The comparison between these two cases
reveals differences in the boundary of the most frequently shaded nodes. This is due to the fact that
the most dominant wind direction for this year is west ward and so the disk formed by the shadow
due to the blades have a higher probability of being bigger during sunrise and sunset which is why the
boundary of the most frequently shaded nodes in red are elongated more towards the east and west
of the wind turbine as compared to the case with a constant wind direction. In the case with constant
wind direction, as the plane of the blades is aligned with the x-axis, during sunrise and sunset the disc
formed by the blades would be very narrow, almost following the shape of the blade thus leading to the
pattern that is observed. This same explanation can be used to describe why this red area is further up
north in the case with constant wind direction. This information helps in understanding how the wind
direction influences the shading of areas surrounding a wind turbine.

Figure 4.10: Annual Shading Frequency with Constant Wind Direction at 0 degrees (Towards South)

The assumption of uniform wind direction based on input data in these simulations provides a general
understanding of shading patterns. However, in reality, wind directions can be heterogeneous in a wind
farm due to the influence of multiple wind turbines. This heterogeneity can lead to variations in shading
patterns among different turbines. The model presented here offers a framework that can be adapted
if detailed wind direction data is available, allowing for more accurate predictions of shading effects.
These maps can inform better placement strategies for floating photovoltaic modules to minimise shad-
ing losses and maximise energy yield and can help identify areas most susceptible to dynamic shading
effects due to the blades of the wind turbine.

4.2.3. Daily Node Shading Frequency Map
Themethodology used to derive the daily node shadingmap is identical to that described in the previous
section. However, in this case, the duration of the simulation is limited to a single day. This approach
allows for a detailed examination of shading patterns over shorter time frames. Figures 4.12 and 4.13
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Figure 4.11: Annual Shading Frequency with Variable Wind Direction Based on Input Timeseries Data

illustrate the node frequency maps for January 1, considering two different wind direction scenarios. In
the first scenario, the wind direction is held constant at 0 degrees i.e. from North to South. As shown in
figure 4.12, the nodes that are most frequently shaded are located to the north of the wind turbine. This
observation aligns with the expectation that the shadow cast by the turbine blades forms the largest
disc when the sun is positioned to the south of the wind turbine.

In the second scenario, the wind direction is held constant at 90 degrees i.e. from East to West. As
depicted in figure 4.13, the nodes to the north of the wind turbine are among the least frequently shaded.
This outcome is due to the fact that the axis of the plane of the turbine blades is orthogonal to the south.
Consequently, when the sun is to the south, the shadow disc formed by the blades is smallest, leading
to less frequent shading in the northern region.

By examining these daily shading maps, it is possible to gain a deeper understanding of the impact of
wind direction on the shading patterns around a wind turbine over shorter periods. In reality, the wind
direction is not constant and varies throughout the day. To illustrate this, the shading frequency map
for May 26th, a day when the wind directions are relatively consistent, has been analysed. On this
particular day, the predominant wind direction is north-east. The frequency shading map for May 26th,
shown in figure 4.14, reveals an asymmetry where the nodes to the east of the wind turbine are shaded
more frequently than those on the west side. This asymmetry is attributed to the dominant yaw angle,
which is influenced by the prevailing wind direction.

Another notable observation is the difference in the area surrounding the wind turbine that is shaded,
compared to the January 1st plot. This discrepancy is due to the significant difference in solar angles,
specifically the solar elevation and solar azimuth angles, between these two days. The solar angles
greatly affect the extent and shape of the shaded region for any particular day.

Understanding that the wind direction, which determines the yaw angle of a wind turbine, can be pre-
dicted or known beforehand is crucial. By identifying regions that are susceptible to more dynamic
shading or higher frequencies of shading, better power variability predictions and energy estimations
can be made. This information is valuable for placement strategies of PV modules to minimise shading
losses and enhance energy yield.
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Figure 4.12: Daily Node Shading Map for January 1 with Wind Direction Constant at 0 Degrees (Towards South)

Figure 4.13: Daily Node Shading Map for January 1 with Wind Direction Constant at 90 Degrees (Towards West)

4.3. Floater Energy and Irradiance Grid Maps
In this section, the annual irradiance and energy grid maps derived from the simulation are presented.
The setup for this simulation is described as follows: The time resolution is set to 10 minutes, and
the simulation runs for an entire year. The wind turbine is strategically placed at coordinates [0, -360],
surrounded by a grid of floaters. The centre of the grid map is fixed at [0, 0], but the size of the grid can
be adjusted as needed.

The decision to place the wind turbine 360 meters south of the centre of the cluster is based on the
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Figure 4.14: Daily Node Shading Map for May 26 with Predominant Wind Direction (towards North-East)

geographical consideration that the wind farm is located in the northern hemisphere. In this setup, sig-
nificant shading effects south of the wind turbine are minimised. The shading to the south will primarily
occur due to two factors. First, during the summer months, the sun rises and sets with a solar azimuth
angle of less than 90 degrees and more than 270 degrees, respectively, which results in long shadows
during these times. Second, shading can also occur directly south of the wind turbine due to the blades,
which is possible due to the yawing motion of the turbine but it is not possible for this shade due to the
blades to go out of the clearance area of the offshore wind turbine south of the wind turbine. The clear-
ance area has been considered to be the area around the wind turbine that has a radius equal to the
radius of the blade of the wind turbine.

To enhance the efficiency of the simulation, it is executed iteratively using parallel for loops for all the
floaters. This approach significantly speeds up the execution time. The output values from this simu-
lation are used to generate the figures presented in the following sections, representing the irradiance
and energy data for each floater in the grid.

4.3.1. Irradiance Map Analysis
The annual irradiance map shown in figure 4.15 illustrates the distribution of irradiance across the
floater grid surrounding the wind turbine. It is observed that there is a very negligible loss in the ir-
radiance values for all floaters located south of the wind turbine on an annual scale. This negligible
loss is expected due to the position of the wind turbine in relation to the sun’s path. As anticipated,
the irradiance losses are most significant for the floaters situated near the wind turbine. The floaters
directly north of the wind turbine are the most affected by shading-induced irradiance losses. A distinct
mushroom-shaped gradient can be seen, similar to the pattern observed in the most frequently shaded
nodes in the annual node shading frequency map.

Furthermore, it is noticeable that the floaters located to the north-north-west (NNW) of the wind turbine
experience more shading losses compared to those in the north-north-east (NNE). This discrepancy
is due to the higher irradiation during the times when the floaters in the NNW are affected by static
shading from the turbine tower, compared to the floaters in the NNE. This observation is corroborated
by the cumulative irradiance data binned by solar azimuth angles, as shown in the figure 4.16.

The magnitude of the shading losses is predominantly dictated by the cumulative irradiance for the
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those ranges of solar azimuth angle which cause shading on that respective floater, more so than the
wind direction, which primarily affects the shape of the shadow. This conclusion holds true for the an-
nual time scale and the larger spatial resolution of a floater. Also to be noted that changes in the spatial
resolution do not significantly alter the observed characteristics, as corroborated by the irradiation map
presented in the previous subsection. The maximum irradiance loss experienced by a reference floater
in the simulation is 4.5%. In contrast, the maximum loss for a floater located outside the clearance area
designated for wind turbines in this particular wind farm is significantly lower, at just 1.4%. This com-
parison highlights the impact of proximity to the wind turbine on irradiance losses and underscores the
importance of strategic placement of floaters to minimise shading effects.

Figure 4.15: Annual Irradiance Floater Grid Map

4.3.2. Annual Energy Map Analysis
The energy grid map for the entire year exhibits a similar pattern to the annual irradiance grid map
as shown in figure 4.17. However, it is observed that the energy loss for the floater experiencing the
highest loss is 10.5% compared to a floater that does not experience shading losses. This higher per-
centage of energy loss compared to the maximum loss percentage for irradiance can be attributed to
the nature of PV string operation.

If there is a 20% loss of irradiance distributed over some modules in a string connected in series, a
mismatch is created in the power output of the modules within that string. The proportion of power lost
is greater than the proportion of irradiance lost. This phenomenon occurs because the current in a PV
string, where modules are connected in series, must remain the same. When finding the maximum
power point for a string with uneven shading over the modules, this effect becomes pronounced. Al-
though a similar phenomenon occurs for individual strings of solar cells within a solar module depending
on how the shade spans across a module. This level of detail has not been modelled in the simulation
models.
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Figure 4.16: Cumulative Irradiance Data Binned by Solar Azimuth Angles

The maximum energy loss for a floater outside the clearance area, which is relevant for an offshore
installation, is 2.9%. These losses are a reasonable approximation of the energy loss. However, it is
important to note that the shading model used is a static shading model. In reality, these DC losses
could be much higher due to the inverter’s inability to track the maximum power point accurately under
dynamic shading caused by the wind turbine blades. Consequently, these loss estimations provide a
lower bound for predicting the loss percentage for these floaters.

4.3.3. Blade-Induced Energy Loss Map
The energy grid map in figure 4.18 which represents the difference between the energymap considering
all shading elements and another energy map where the blades have not been simulated, specifically
isolates the energy losses attributable to the blades alone. This map effectively highlights the floaters
most susceptible to dynamic shading, excluding overlaps with the turbine tower or nacelle.

This analysis demonstrates which floaters are particularly affected by dynamic shading due to the
blades. In reality, the blades will be moving based on the wind speed, which determines their rota-
tion speed, thus dynamically altering the shading pattern. The energy loss values derived from this
static model would be higher in a real scenario, influenced by the choice of inverter and its ability to
track the maximum power point under dynamic conditions.

For large PV installations, this static model can be instrumental in decision-making processes. For
instance, if two floater positions have similar parameters influencing potential losses but differ in their
susceptibility to dynamic shading, the floater with less dynamic shading would be preferable. This de-
cision, based on minimising dynamic shading losses, is crucial for increasing energy yield. However,
this approach remains an idealised method of analysis. In real-world scenarios, many additional fac-
tors and complexities need to be considered to accurately predict and mitigate energy losses due to
dynamic shading.
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Figure 4.17: Annual Energy Floater Grid Map

4.4. Daily Power Curves and Energy Loss Analysis
In this section, for a floater that experiences shade and one that does not, first, an analysis of the daily
power curves for three different days categorised based on wind speeds will be presented. Following
this, the annual energy variation will be examined. Finally, the variation in the percentage of energy
loss for a floater throughout the year will be discussed.

4.4.1. Daily Power Curves for 3 Cases
In this section, the daily power curves for three different days—calm, moderate, and rough—are anal-
ysed. These days were previously discussed in the results for the tilt model section. The reference
floater considered for shading is located north of the wind turbine, just outside the clearance area.

Figure 4.19 compares the power curves for a calm day between two floaters: one that experiences
shading losses and another that does not. During the shading period for the shaded floater, it is ob-
served that the initial power loss is minimal but increases later. This increase is due to the blades
initially causing shading on the floater, followed by additional shading from the turbine tower and na-
celle, resulting in more significant power losses. This pattern repeats towards the end of the shading
period. On a calm day, there are minimal power fluctuations on a smaller time scale.

In the next figure, the power curve for the moderate day is presented in figure 4.20. There are more
variations in power due to changes in tilt, but the same power loss pattern is observed during shading
as on a calm day. This highlights how moderate wind conditions affect the power output intermittently.

Figure 4.21 shows the power curve for the rough day, where the variations in power are more pro-
nounced than on the moderate day. These variations in power follow the fluctuations in irradiance.
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Figure 4.18: Blade-Induced Energy Loss Grid Map

Figure 4.19: Power Curve Comparison for a Calm Day Between a Floater Affected by Shade and One Unaffected by Shade

The power loss observed is lesser because the irradiance values are generally lower, indicating a
mostly cloudy day. Shading losses of diffuse horizontal irradiance (DHI) are negligible and hence not
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Figure 4.20: Power Curve Comparison for a Moderate Day Between a Floater Affected by Shade and One Unaffected by
Shade

considered. The period in a day when shading is expected for a particular floater varies based on its
position relative to the wind turbine and is predictable, corresponding to the solar azimuth angles for
that time.

Figure 4.21: Power Curve Comparison for a Rough Day Between a Floater Affected by Shade and One Unaffected by Shade
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4.4.2. Annual Energy Curves
In the next subsection, the annual energy curves are discussed. The first figure 4.22 shows the energy
produced with a time resolution of one day. The same two floaters are considered for these plots as
before: one that does not experience shading and another located north of the wind turbine outside the
clearance zone that does experience shading.

Figure 4.22: Daily Energy Production Comparison for a Floater North of the Wind Turbine Affected by Shade and a Floater
Unaffected by Shade

From the graph, it can be observed that the magnitude of energy loss is lesser during the winter months
and higher during the summer months. There are noticeable dips in 4.22 the energy produced on cer-
tain days, which can be attributed to cloudy weather leading to reduced overall irradiance. On these
cloudy days, the power loss is minimal due to the lower levels of direct sunlight. The annual energy
for the floater with no shading is 259.4 MWh, whereas for the floater experiencing shading, it is 247.46
MWh.

In figure 4.23, the weekly energy production is plotted on the X-axis. This plot makes it more evident
that there is a greater loss of energy during the summer months compared to the winter months.

4.4.3. Energy Loss Variation
In this subsection, the variation in the percentage of energy lost due to shading on a floater is illustrated.
Figure 4.24 shows the percentage loss of energy in a day for four floaters, compared to a floater that is
not affected by shading. These floaters are located north of the wind turbine at increasing distances.

The first observed trend is that floaters closer to the wind turbine experience higher percentage losses
in energy, which is expected from previous months. The second trend is that the percentage of energy
lost due to shading is higher during the winter months and lower during the summer months. Although
the percentage loss is lesser in the summer, the magnitude of power loss can be greater due to higher
energy production during these months, as seen in the previous subsection.

This trend can be explained by two factors. First, the solar elevation angle is higher during the summer
months, resulting in shorter shadows that do not reach the floaters. Second, the range of daylight hours
is longer in the summer, increasing the range of azimuth angles. The loss experienced by a floater will
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Figure 4.23: Weekly Energy Production Comparison for a Floater North of the Wind Turbine Affected by Shade and a Floater
Unaffected by Shade

be related to this range, as the period during which it experiences shading remains constant. This
trend, although not always proportional due to daily variations in irradiance, is generally observed.

Spikes indicating higher percentage losses than surrounding data points can be attributed to increased
shading during periods of peak direct sunlight received on that day. Conversely, lower spikes can be
explained by shading during cloudy times or low irradiance time for that day. This plot is useful for
understanding expected energy losses throughout the year for floaters at various distances from the
wind turbine.

4.5. Strategies for Cluster Placement Analysis
In this section, the focus will be on the strategies for cluster placement within the wind farm. The analysis
will begin with an examination of the constraint map, highlighting various limitations and considerations
for placement. Following this, different strategies for the best possible placement of the floating PV
clusters will be discussed to maximise energy yield and minimise shading losses.

4.5.1. Constraint Map
In this subsection, the constraint map overlaid on top of the wind farm map and the energy grid map
as seen in figure 4.25 is discussed. This map was obtained from actual data provided by [47]. The
North Sea Energy Atlas is an online platform which provides comprehensive spatial information about
various energy-related activities and constraints in the North Sea.

The spatial information was acquired in a GeoJSON format and subsequently imported and utilized in
MATLAB. The dimensions for the smallest spatial pixel were 170m x 170m. Given that the mooring
and anchoring lines of the floating installation will be placed on the seabed, it is not feasible to place
any installations within the restricted areas. The constraint map considers three primary restrictions:
shipping lanes, military areas, and electric cables.

It is noteworthy that the electric cables might appear to overlap with the strings of the wind farms. This
overlap is a result of the hypothetical layout and coordinates of the wind farm, while the data derived
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Figure 4.24: Daily Percentage Energy Loss for Floaters With Increasing Distances North of the Wind Turbine

from the North Sea Atlas is based on real-world data. This constraint map serves to illustrate how the
energy grid maps can be used in a practical example, highlighting the importance of considering spatial
restrictions in the placement of floating PV clusters.

Figure 4.25: Constraint Map Overlaid on Wind Farm Map and Energy Grid Map
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4.5.2. Cluster Placement Analysis
In this subsection, the analysis for placing the floating cluster around a wind turbine is discussed. A triv-
ial solution would be to place the cluster south of the wind turbine, beyond the clearance area. However,
this is not always feasible due to constraints such as wind turbine string cables or other restrictions. As
illustrated in the figure, one such wind turbine scenario is analysed to understand how the energy map
can be utilized for maximising energy extraction from the cluster while considering constraints.

Due to the size of the clusters considered in the wind farm, the clusters are positioned near the wind
turbine and do not span so far as to be situated between two wind turbines. This scenario could only
occur if the cluster dimensions were in the range of a kilometre, but they are less than 400 meters on
any side. Consequently, the shading analysis for the energy grid map of the wind farm considers the
impact of only one wind turbine. Even if a cluster is affected by shading from another wind turbine, it
would occur during sunrise or sunset when the solar elevation angle is very low. Given the distance
between wind turbines, which is several kilometres, the irradiance values at these times are already
very low. Thus, it is justified to assume in the model that shading is caused by only one wind turbine
for the offshore wind farm.

In the observed case, it is not possible to place the cluster south of the wind turbine due to the presence
of electric cables running through that area. Consequently, the cluster must be positioned outside the
clearance area of the wind turbine. Based on the grid map, a good place for the placement of the
floating cluster is identified as shown in the figure 4.26. In the worst-case scenario, placing the cluster
northwest of the wind turbine would result in producing approximately 100 MWh less energy.

This grid map proves useful in determining the placement for maximising energy yield. However, en-
ergy production is not the sole parameter for consideration when attempting to quantify and find an
optimal placement for the floater. The positioning of the MV/HV transformer has not been considered
in this study. For this placement analysis, the cluster has been positioned as close to the clearance
area as possible to minimise cable costs and AC power loss for the cables connected to the wind
turbine. However, this aspect has not been quantified. The optimal point could potentially be slightly
further from the clearance area if research quantifies the LCOE and finds that overall shading losses
exceed the combined losses and cable costs. In such a case, it would be advantageous to place the
cluster further from the clearance area. This optimal placement is dependent on the configuration of
the cluster, which has not been explored in this thesis.
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Figure 4.26: OFPV Placement Strategy Analysis for a Floating Cluster Around a Wind Turbine With Constraints in its Proximity



5
Discussion and Conclusion

In reflecting on the research objectives, themodelling sub-objective involved two critical aspects. Firstly,
it was essential to consider the effect of sea waves on the tilt of OFPV systems. A model developed
in [43] was employed, which, although stochastic and unable to predict power in real time, effectively
quantifies the power variability caused by tilt. This model provides insights into how waves affect en-
ergy output over longer timescales. While adequate for this thesis, real-time modelling on a smaller
timescale would necessitate 3D modelling software to accurately capture wave-floater interactions.

Secondly, the shading model, which was built from scratch, uses an analytical approach by represent-
ing the floating platform with a node gridmesh and employing a simplified geometry for the wind turbine.
This model aligns with previous work and offers more flexibility, particularly in modelling dynamic shad-
ing effects from the wind turbine blades. However, it remains a simplified approach as it does not
model the bypass diodes in the PV modules. Further improvements and optimisations could enable
more detailed and dynamic simulations, providing deeper insights.

The second sub-objective aimed to qualitatively understand where to place an OFPV cluster within a
wind turbine array for the considered simulation scenario. To achieve this, a grid map showing the
energy output surrounding a wind turbine was developed. From this analysis, it was concluded that
the placement for these OFPV clusters would be to the south of the wind turbines beyond it’s clear-
ance zone for maximum energy output. However, this solution is not always feasible due to real-life
constraints. Therefore, various constraints were considered to identify potential areas around the wind
turbine where the OFPV cluster could be placed to maximise energy output while remaining within
constraint-free zones.

5.1. Implication of Findings
The findings from the tilt model have significant implications for predicting and understanding the vari-
ability of power generation on a daily or smaller time scale with a fine time resolution. By incorporating
the tilt effects caused by waves, the model provides insights into how the power output from floating
PV systems can fluctuate due to the dynamic sea conditions. This variability is crucial for optimising
energy production and managing grid integration of offshore PV systems.

On an annual time scale, the effect of tilt on the energy produced by the floating PV systems is found
to be minimal. These findings match with the findings in [43] where it was found that the loss in an-
nual energy was about 0.1%. The simulations showed that the tilt could cause both increases and
decreases in the energy output, essentially balancing out over the course of a year. This indicates
that while tilt-induced variability is an important consideration for short-term energy management, its
impact on long-term energy yield is negligible. This finding simplifies the long-term energy modelling
and planning for floating PV installations.

56
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Shading losses were identified as a critical factor influencing the energy yield in the wind farm config-
uration studied. The simulation results indicated that shading losses are most prominent to the north-
northwest (NNW) of the wind turbine. This pattern is not only a consequence of the wind turbine’s
placement but also significantly influenced by the input irradiance data. The prevailing solar angles
and the alignment of the wind turbine create a shading effect that predominantly affects the NNW re-
gion, leading to higher energy losses in these areas. Understanding this spatial variation in shading
losses is essential for optimising the layout and placement of PV floaters to minimise energy deficits.

The irradiance map in Figure 4.9 shows a pattern similar to those found in [64], though the method for
determining the shadow cast by the blades differs. Specifically, their approach considers an elliptical
area affected by the wind turbine blades’ shade. Additionally, the trend for energy loss observed in our
study aligns with that seen in [68], and the figures illustrating the cumulative shading effect resemble
the pattern seen in the figures showing the frequency of the nodes which are shaded on an annual
time frame presented in Section 4.3. However, due to the lack of details on the wind turbine’s location,
dimensions, and PV array specifications in the referenced study, a direct comparison of the percent-
age of energy loss is not possible. Furthermore, in our study, the percentage loss for a floater is highly
dependent on its physical configuration, making direct comparisons challenging.

5.2. Challenges and Limitations of this Work
While the tilt model developed in this study offers valuable insights, it is specifically tailored to the se-
lected type of floater platform and relies on several simplifying assumptions. These assumptions were
necessary to make the model feasible within the scope of this work and to understand how the tilting of
the floater affects power and energy output. However, it is crucial to note that this model is statistical in
nature, aiming to provide an overall effect of tilt rather than a real-time representation. Achieving real-
time accuracy would require the use of advanced 3D simulation software incorporating fluid dynamics,
which is beyond the scope of this study. Additionally, the current tilt model may not be applicable to
different types of floating solar configurations, as the dynamics of each setup can vary significantly.

The shading model also presents certain limitations. One significant aspect not modelled is the impact
of bypass diodes and shading on individual solar cell strings within a module. The presence of bypass
diodes and non-uniform shading can considerably reduce the energy output, depending on the shape
and extent of the shadow on the module. The current assumption that a shaded module is uniformly
shaded simplifies the modelling process and does not capture the detailed effects of partial shading.
This could lead to an underestimation of shading losses and, consequently, an overestimation of the
energy output.

Moreover, the model does not account for potential dynamic shading effects caused by the moving
blades of the wind turbine, which can further impact the energy yield. These simplifications, while nec-
essary for this study’s scope as mentioned in section 3.4.2, highlight areas where future work could
focus on enhancing the model’s accuracy and applicability to various floating solar PV configurations.

5.3. Practical Applications and Novelty
Themethodologies and findings of this study lay the groundwork for developing a comprehensive frame-
work for optimising the placement of floating PV systems integrated within offshore wind farms. This
novel approach can significantly contribute to the efficient design and operation of hybrid energy farms
by maximising energy yield while minimising losses due to shading and other environmental factors.

The shading model presented in this thesis introduces a novel analytical approach where the geometry
of the wind turbine is approximated to simple shapes. In previous approaches [40, 64], the effects
of the wind turbine blades have been approximated, focusing primarily on quantifying irradiance loss
or introducing new terms such as land-loss. However, these methods do not consider the impact of
shading on the power output of PV panels located near wind turbines. An exception is the work by [68],
which investigates this effect taking into account the shape of the wind turbine, the yawing of the wind
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turbine and, the power loss in PV arrays using a 3D shading simulation tool that leverages a graphical
processing unit (GPU). Unlike these approaches, the model developed in the course of this project
aims to provide a more straightforward yet effective means of analysing shading impacts without the
need for complex simulations or oversimplification.

The innovative shading model developed in this research, which calculates the energy output of ref-
erence floaters surrounding a wind turbine, is instrumental in identifying floaters most susceptible to
dynamic shading. This identification is crucial for considering inverter configurations and ensuring bet-
ter performance of the hybrid system. Understanding which floaters experience the most dynamic
shading allows for strategic placement and better inverter selection, ultimately improving the overall
energy efficiency and reliability of the wind farm.

Furthermore, this work enhances the prediction accuracy of energy production and provides deeper
insights into power variability for hybrid offshore wind-solar energy farms. By incorporating detailed
models and simulations, stakeholders can make informed decisions regarding the layout and opera-
tional strategies of these renewable energy systems. The improved understanding of shading impacts
and energy variability can lead to more robust and adaptive designs, ensuring that such hybrid systems
can meet energy demands more effectively and sustainably.

5.4. Summary of Key Findings
The key findings from this research indicate that the tilting of the floater, on average, does not signifi-
cantly affect the annual energy output. The variations in energy due to tilt tend to smooth out over a
long duration, particularly for the floating PV configuration considered in this study. This suggests that,
while tilt-induced intermittency is notable on shorter time scales, its impact on long-term energy yield
is minimal.

In contrast, shading due to the wind turbine has a more pronounced effect on the annual energy out-
put of the floating PV system. In the worst-case scenario, a floater situated near the wind turbine can
experience up to a 10% reduction in annual energy output due to shading. For floaters positioned
in an offshore installation beyond the clearance area of a wind turbine, the annual energy loss is ap-
proximately 3%. These findings underscore the importance of strategic placement to mitigate shading
losses and optimise energy production in hybrid offshore wind-solar farms.

5.5. Significance of This Research
This research significantly advances the understanding of the impact of wind turbine shading on the en-
ergy output of photovoltaic (PV) systems. By developing and applying a more detailed shading model,
this study helps better understand how wind turbines can influence the performance of PV modules in
hybrid offshore wind-solar energy farms and the model can be transferred to land based hybrid wind-
solar energy farms as well. The model helps predict power variability and annual energy output more
accurately, which is crucial for optimising the design and placement of floating PV installations.

One of the aspects of this research is the integration of a tilt model to assess the impact of sea con-
ditions on the performance of floating PV systems. This inclusion provides valuable insights into how
tilt-induced intermittency affects daily and annual energy yield, contributing to a more nuanced under-
standing of floating PV performance in real-world conditions.

The shading model developed in this research is novel and has been meticulously crafted from scratch,
providing a unique approach to understanding the shading effects of wind turbines on floating PV sys-
tems. Unlike previous studies that often approximated the effect of turbine blades by considering them
as simple discs, this model takes into account the precise geometry of the blades. By accurately mod-
elling the shape and movement of the blades, the shading effects are more realistically represented,
offering a detailed and nuanced analysis. This advanced modelling approach enables a better pre-
diction of shading impacts, leading to more reliable energy output assessments for hybrid wind-solar



5.6. Future Research Directions 59

installations.

Furthermore, the detailed irradiance and energy grid maps allows for a precise identification of areas
most susceptible to shading. This can inform better placement strategies for floating PV clusters, en-
hancing the efficiency and reliability of hybrid renewable energy systems. These insights are not only
applicable to offshore installations but also hold potential benefits for land-based hybrid wind-solar
energy farms. Overall, this research lays the groundwork for future studies aimed at optimising the
integration of PV systems with wind farms, ultimately contributing to more sustainable and efficient en-
ergy solutions.

5.6. Future Research Directions
The current study opens up several avenues for future research to enhance the accuracy and applicabil-
ity of the models used. One significant direction is the incorporation of non-ideal Maximum Power Point
Tracking (MPPT) modelling. By simulating different MPPT algorithms, it is possible to quantify the ad-
ditional inverter losses caused by the dynamic shading of the wind turbine blades. These simulations
should be validated against real-life experimental data to ensure accuracy and reliability. However,
such detailed simulations would need to be conducted over very small time scales due to their compu-
tational intensity, making it impractical to extend them over an entire year.

To improve the shading model, the implementation of more efficient data structures could significantly
reduce the runtime, thereby allowing for an increase in node resolution. This would enable more de-
tailed and accurate modelling of the strings of solar cells within each module, incorporating the effects
of bypass diode action under various shading conditions. Such enhancements would provide a more
precise representation of the energy output and shading losses in the floating solar PV system.

Another future direction for this research involves leveraging the developed model to build a compre-
hensive framework for determining the optimal sizing of floating PV clusters integrated with wind farms.
By conducting an in-depth analysis of the curtailment in inter-array cables connected to the offshore
substation, the model can provide insights into the best possible configuration and size of the floating
installation. This analysis would involve evaluating how different sizes and placements of the floating
PV clusters affect the curtailment rates and overall efficiency of the hybrid renewable energy system.
Furthermore, the model can be utilized to perform a detailed assessment of how varying the size of the
floating cluster impacts the Levelized Cost of Energy (LCOE) of the entire system. By integrating eco-
nomic factors with technical performance metrics, this approach aims to identify a balance between
maximising energy output and minimising costs. The findings from such an analysis can guide the
design and deployment of floating PV systems, ensuring that they contribute effectively to the overall
energy mix while maintaining economic viability. Ultimately, this framework can serve as a decision-
making tool for stakeholders, providing data-driven recommendations on the optimal sizing and place-
ment of floating PV clusters within offshore wind farms. This would not only enhance the performance
and reliability of hybrid renewable energy systems but also support the broader goal of sustainable and
cost-effective energy production.

Future studies could also explore the integration of advanced fluid dynamics simulations to better un-
derstand the real-time interactions between the floater and sea waves. This would address one of
the current model’s limitations, providing a more realistic depiction of the tilt and its impact on energy
production. Additionally, further research could investigate the optimal placement of floaters in various
configurations and environmental conditions, considering not only energy yield but also factors like ca-
ble costs, AC power losses, and overall system efficiency.
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