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Abstract

We investigate whether a teacher-student curricu-
lum learning approach using a teacher network with
a simpler structure than the student network can
achieve better results at meta-learning. The goal of
meta-learning is to learn from a set of tasks, and
then perform well on a new, structurally similar
but unseen task with minimal retraining. Instead
of sampling uniformly from all data to create the
training batches, the curriculum-learning approach
aims to create a sequence of mini-batches that en-
hances the training process, also known as a cur-
riculum. During teacher-student curriculum learn-
ing a “teacher” network is trained in the standard
manner, and then its outputs are used to order the
training samples by difficulty and categorise them
into mini-batches. This curriculum is then used
to train the student” network. Previous teacher-
student models either had pre-trained more com-
plex teachers, or teachers with the same structure
as the student network. We investigate whether a
teacher network with a simpler structure can also
increase accuracy, while preserving computational
resources. We find that using such a curriculum
worsens performance compared to not using any
curriculum at all.

1 Introduction

When encountering a new task, which is structurally similar
to one that has been solved before - such as writing down a
word n times, once you already know how to write it once or
twice - human intelligence performs well with minimal extra
learning (Finn et al., 2017a). The formalized version of this
problem is known as “meta-learning” - learning the structure
across several tasks, and after minimal retraining, performing
well at a new task that has not been encountered before. This
is a problem that artificial agents struggle with to this day.

A promising strategy for speeding up meta-learning is
known as curriculum-learning. Instead of sampling uni-
formly from all tasks, a model using curriculum-learning
learns from tasks in a specific order - also known as a cur-
riculum - similar to how a human child might start with
learning easier concepts, before understanding more intri-
cate ones (Wu, 1999). Curriculum-learning has been used
to achieve better results across diverse domains in machine
learning from object detection (Wang et al., 2018) and lan-
guage translation (Platanios et al., 2019) to reinforcement
learning (Mehta et al., 2020).

There have been several attempts at incorporating
curriculum-learning in meta-learning in recent years. Cub-
Meta (Zhang et al., 2021) and SepMeta (Zhang et al., 2022)
are both meta-learning architectures that use curriculum-
learning. CHAML is a curriculum-learning enhanced meta-
learning architecture, which was specifically built for solving
the task of “next Point of Interest” recommendation (Chen
et al., 2021). Google DeepMind also successfully used cur-
riculum learning for meta-reinforcement learning with their

model AdA (Bauer et al., 2023) While these architectures
show that using curriculum-learning can make meta-learning
more efficient in specific scenarios, it still is not clear which
concrete curriculum-learning technique might provide the
best performance or if there is even a significant difference.

There are several families of approaches towards
curriculum-learning. Most prominently curriculum-learning
techniques can be classified as predefined curriculum, self-
paced learning, teacher-student curriculum learning, and RL
teacher methods. (Wang et al., 2021) As Wang et al. (2021)
note, predefined curriculum is not well fitting for a more
general-theoretical investigation, as it aims to exploit expert
knowledge for a specific domain. A noted drawback of RL
teacher methods is that they are computationally far more
expensive than the alternatives. Self-paced learning aims to
solve the problem without expert knowledge, and uses the
structure of the model during training to score the difficulty
of data points. Two significant weaknesses arise from this:
first, as the structure constantly changes during training, the
scores also have to be recomputed, the curriculum reordered,
which has a significant computational cost. Second, the ini-
tial curriculum can be far from accurate, as the initial model
is also far from correct.

To overcome these weaknesses, we use a teacher-student
approach, illustrated in figure 1. This technique first trains a
learner without curriculum-learning, then utilizes the results
of this learner to better understand which task is better to learn
first - just like how a human teacher might aid a human pupil
in designing a curriculum.

Figure 1: An illustration of the teacher-student strategy. The teacher
network on the left is trained without curriculum, and then the order-
ing of the data points (the curriculum) is created using its outputs.
The student network on the right is trained using this ordering.

The success of a model using teacher-student curriculum
learning depends on the details of the teacher. Previous
teacher-student curricula either used more complex networks
pretrained on a more extensive dataset, also known as trans-
fer teachers, or networks with the same structure as the stu-
dent trained on the very same dataset, known as bootstrap-
ping CL (Hacohen and Weinshall, 2019). Our hypothesis is
that similar results can be achieved by using smaller networks
as teachers, which also speeds up training. Thus the research
question that we will investigate is: Can a teacher-student



curriculum using a less complex teacher structure than the
student network improve the accuracy of meta-learning?

Our contributions are the following: we propose a teacher-
student curriculum learning approach for achieving better re-
sults in meta-learning. We implement this approach for the
neural processes meta-learning algorithm, and evaluate its
performance against different metrics.

2 Background

We aim to tackle the problem of meta-learning by using the
neural processes algorithm (Garnelo et al., 2018b), and en-
hancing its performance with a teacher-student curriculum
strategy (Hacohen and Weinshall, 2019). In this section, we
first explain the abstract problem setup of meta-learning, then
describe the neural process model, and finally look at the gen-
eral abstract setup of a curriculum strategy.

2.1 Meta-Learning Problem Setup

Meta-learning aims to train a model, that is able to - using
minimal additional training samples and with minimal re-
training - perform well on unseen tasks. Consider a model
M : X — A, which maps observations in the set X to pre-
dictions in the set .A. This model is meta-trained over a set of
tasks .S, with the goal of being able to adapt well to unseen
tasks in this set. In the current paper, we only consider meta-
learning for supervised learning, and not for reinforcement
learning, each task can be formalized in a simple manner: a
task ' = (L, q) where L : X x A — R is the loss function,
q € P(X) is the distribution for observations.

The model is trained so that it can learn a new task 7;; sam-
pled from a distribution p(T") from seeing K samples drawn
from g; and seeing the corresponding feedback got from L.
Following the meta-training phase, the meta-testing is done
on new tasks sampled from p(T').

2.2 Neural Processes for Meta-Learning

The meta-learning algorithm we use is a Neural Process.
Neural Processes combine neural networks and Gaussian pro-
cesses - most importantly, they are able to estimate uncer-
tainty in predictions (like Gaussian processes) but are com-
putationally efficient (like neural networks) (Garnelo et al.,
2018b). Neural Processes are able to meta-learn a wide vari-
ety of tasks, amongst them 1-D regression, which is relevant
for our paper (Garnelo et al., 2018a). Neural Processes are
conditioned on context points, and then generate predictions
for target points.

The architecture of the Neural Process model consists of
three core components:

1. An encoder h, parameterised as a neural network. It
takes in pairs of context values (x, y); and produces a
representation r; for each of them.

2. An aggregator a which summarizes the inputs encoded
by h. It does so by taking their mean: Y-, r; This is
used as parameterisation of the latent distribution z.

3. A conditional decoder, which takes as input the latent
distribution z as well as the target points, and outputs the
predictions.

The network is trained over functions sampled from S.
For each function, our dataset has a set of (x, y); tuples,
which during the training are separated into context and tar-
get points. The loss function that we aim to minimize dur-
ing training is the negative evidence lower bound, or negative
ELBO (in other words, we are trying to maximize ELBO).
The ELBO provides a lower bound to the log likelihood, and
is defined the following way:

logp(yl:n | xl:n) Z Eq(z|x1m,y1m) [Z logp(yz
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2.3 Curriculum Learning

Curriculum strategy is an approach for enhancing learning,
where instead of uniformly sampling from all training sam-
ples, the training samples are used for training in an order
that aims to maximize learning. Usually this means using
”simpler” training samples first, and leaving more compli-
cated ones for later, by some measure of difficulty.

For the intuition behind curriculum strategy, we can imag-
ine a human pupil learning about a complicated subject. We
would first teach them simple examples, and only later on
delve into “edge cases”, or complicated outliers. We can ex-
pect the same principle to be useful in training a machine
learning model, which can initially learn more on the simple
examples, and later refine its weights on the outliers.

The general curriculum learning algorithm takes as input a
pacing function, a scoring function and the training data X,
as shown in the figure Algorithm 1. The scoring function is
some function f : X — R, where the assigned real number
denotes the difficulty, the greater the number, the more diffi-
cult we find the given example. The pacing function is some
function g : [M] — [N] which determines a sequence of sub-
sets of the data X, from which we uniformly sample the data
to form the training batches. After taking these two functions
as input, we use f to order X, and then, using g we sample
M batches. These are the training batches that our learning
algorithm will receive during the training.

Based on what the pacing and scoring functions look like,
several main approaches have been identified for curriculum
learning: predefined curriculum, self-paced learning, teacher-
student, and RL teacher (Wang et al., 2021). In this paper, we
use the teacher-student approach to enhance meta-learning.

Curriculum design for human education is studied by psy-
chologists and other social scientists. The classical method of
designing a curriculum for human learners involves asking an
expert - such as academic faculty - who is familiar with the
domain to plan the order of the educational materials in a way
that they most facilitate the learning process. (O’Neill, 2010)
This is also the intuition behind the teacher-student approach:
to understand how difficult a given data point is, we should
look at how well a trained network performs on it. This gives
us a good curriculum right from the moment when we start
training the student network (as opposed to self-paced learn-
ing, where the initial curriculum might be less accurate) with-



Algorithm 1 General Curriculum Learning Algorithm (Ha-
cohen and Weinshall, 2019)

Input: pacing function g, scoring function f, data X
Output: sequence of mini-batches [Bj, ..., B},]
Sort X according to f, in ascending order
Initialize result < []
for i = 1to M do

size « g(i)

X+ X[1,...,size]

Uniformly sample B] from X/

Append B; to result
end for
return result

—
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out requiring any human domain knowledge (as opposed to
predefined curriculum).

A weakness of this approach is that it requires the training
of an additional network, the teacher network. Two ways can
be considered to mitigate this burden of extra training of the
teacher: applying pretrained teachers for transfer learning, or
speeding up the training of the teacher by making the network
smaller. The first approach is also called transfer teacher, and
has been used by Weinshall et al. (2018). If we have access
to an already trained network, which has been trained in the
past for a different purpose, we do not burden ourselves with
extra training. While this might be a practical approach for
real-life applications, it also has the trivial downside that it is
dependent on an already existing, relevant network to exist.
It would be great if we could come up with an approach that
can be used for an arbitrary dataset. Hacohen and Weinshall
(2019) use an approach called bootstrap CL where the teacher
has the same structure as the student. We investigate whether
this can be continued - could we also find a useful curriculum
with a smaller teacher network than the student?

3 Teacher-Student Curriculum Learning

We use curriculum learning with the teacher-student approach
to enhance our training for the meta-learning problem. This
approach is based on using two neural networks during the
training: the teacher and the student. The teacher network
is trained without any curriculum, and used to calculate the
difficulties for the training sample. The student network is
trained using a curriculum based on these difficulties.

As mentioned in subsection 2.3 the curriculum learning
takes as input a pacing function and a scoring function in ad-
dition to the data. In the case of the teacher-student approach,
to get the scoring function we take the trained teacher net-
work, and use it to compute a difficulty score for each input.

We use a smaller, simpler version of the same network as
the teacher network. Previous work only investigated ap-
proaches where the teacher is at least as large as the stu-
dent. Larger teachers are called transfer teacher, such as
the one used by Weinshall et al. (2018), where a more com-
plex network pretrained on a more extensive dataset is used as
the teacher. Teachers with the same structure as the student
are called bootstrap CL, such as in Hacohen and Weinshall
(2019) which is pretrained on the same dataset. These ap-

proaches have some clear drawbacks: we need to have these
pretrained networks, and in the case of the first, the larger
dataset. We hypothesize that a smaller teacher will already
be able to increase accuracy, while using less computational
resources - a sort of mini bootstrap CL. More precisely, we
have two hypotheses:

Hypothesis 1 (H1): We can improve the accuracy of our
model using a teacher-student curriculum, where the teacher
has the same structure as our student model, and is trained
on the same dataset.

Hypothesis 2 (H2): We can improve the accuracy of our
model using a teacher-student curriculum, where the teacher
has a less complex structure than our student model and is
trained on the same dataset. This accuracy increase should
be similar in degree to the accuracy increase in the case of
the teacher and the student sharing the same structure.

As the scoring function, we simply take the ELBO of the
teacher network on the samples. This is the same as the loss
function of the main model, which is the dominant difficulty
measure used in the teacher-student curriculum learning liter-
ature (Wang et al., 2021).

Hacohen and Weinshall (2019) propose varied exponential
pacing as a general form of pacing functions, and investigate
single step pacing, fixed exponential pacing as special cases
of it. As the success of general varied exponential pacing
highly differs based on its hyperparameters, we only look at
a representative from the two specific cases. In this paper, we
will call them single step pacing and multi step pacing, and
we aim to evaluate which one works better for our method.

To make it more precise, the single step pacing function
is defined as: ¢(i) = {p 1fz < step-length
1 if i > step_length
step_length are hyperparameters. p is the starting percentage
of data that we sample from, and step_length is the step size.
The multi-step pacing function has a further hyperparameter:
the growth of the percentage of data that we sample from, as
we only achieve sampling from the full training dataset over
several steps. Both of these pacing functions are illustrated in
figure 2.

where p and
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Figure 2: The pacing functions investigated in this paper.



4 Experimental Setup and Results

4.1 1-D function regression

The specific problem that we use for experiments is 1-D func-
tion regression on sinusodial functions. Each task of the mul-
titask meta-learning problem is one function sampled from a
distribution of structurally similar functions.

During training, the training losses are saved. Further-
more, the model-in-training is evaluated on additional sets of
data points using the root mean squared error (RMSE) met-
ric. These RMSE values are not used for training, but indi-
cate how well the model is able to perform and generalize
on unseen data. RMSE is defined as />, | €7, where ¢; is
the difference between the i-th prediction and the ¢-th target
value (Hyndman and Koehler, 2006).

4.2 Results

—— Student (normal network) losses without curriculum.
Student losses with single-step pacing.

—— Bootstrapped losses with single-step pacing.
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Figure 3: Negative ELBO losses during training between different
curriculum setups. The dotted line indicates when the curriculum
changes to include all training samples.

Figure 3 shows the negative ELBO losses during train-
ing. The curriculum-using models both show drastically bet-
ter performance during the first 2500 training steps than the
no-curriculum network. However, this is skewed by the fact
that the set of possible samples is smaller here, because of
the curriculum setup, and as shown on figure 4, this does
not translate well to the full dataset for the model with the
simpler teacher network. This is also demonstrated on figure
3 after the curriculum “unlocks” the full training dataset at
training step 2500. While the bootstrapped network still per-
forms significantly better than the no-curriculum model, the
model with the simpler teacher performs significantly worse.

The curriculum designed by the more complex teacher (the
bootstrap) unsurprisingly performs better than the one de-
signed by the simpler teacher. More importantly, we see that
the curriculum designed using our method performs worse,
while using more computational resources, than the one with-
out any curriculum. This is somewhat in accordance with the
findings of Hacohen and Weinshall (2019), who found that
the anti-curriculum, which first teaches the difficult training

— No curriculum.
Student single-step-pacing.
—— Bootstrapped single-step-pacing.
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Figure 4: In-task RMSE during training. The teacher-student CL
with a simple teacher performs worse than the no-curriculum and
the bootstrap models.

samples and then progressively the easier ones decreases per-
formance compared to no curriculum. The idea that a bad
curriculum is worse than no curriculum is reinforced - and
our less complex teacher network seems to not be able to
learn useful insights, instead misclassifying which training
samples are actually useful to learn.

20 I
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Figure 5: Comparison of pacing functions on different teachers. Ver-
tical lines indicate when the curriculum changes. The different pac-
ing functions lead to similar performance on both models.

Both pacing functions achieve similar performance for
both the simple-teacher and the bootstrapped models. This
is in line with the findings of Hacohen and Weinshall (2019).
On the other plots only the models using single-step pacing
function are presented for easier understanding.

In accordance with (Setlur et al., 2021), our model is evalu-
ated both on samples from in-task and out-task distributions.
However, this is tricky, as the current out-task distribution
seems too similar to the in-task, as seen on the similar results
on figure 4 and figure 6; but with a less similar one, we risk
losing the shared structure that makes meta-learning possible.

Our findings confirm that a bootstrapped curriculum
improves the accuracy of our model (1) in accordance
with Hacohen and Weinshall (2019). However, they directly
contradict our hypothesis that a teacher network with a

5000
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Figure 6: Out-task RMSE during training.

less complex structure can improve accuracy (2), which
considering the additional computational resources used for
training the teacher and creating the curriculum make this ap-
proach infeasible.

4.3 Limitations

The most important finding of our paper is that using curricu-
lum learning with a teacher having a simpler structure has a
negative effect on model performance. Two important ques-
tions arise related to this: does this also hold for other model
architectures and other domains?

The basic principle of a bad curriculum being worse than
no curriculum is not only trivially true on a theoretical level
(unless the no curriculum is the worst possible ordering of
the data, we can theoretically create a curriculum that will
make the model perform worse), it has also been empir-
ically demonstrated previously by Hacohen and Weinshall
(2019). Therefore as long as a simpler model is unable to
learn enough to create a curriculum that is as good as a ran-
dom ordering, the finding will hold for other model architec-
tures. However, we do not see any specific reason why the
line would be specifically drawn at the complexity of the stu-
dent - it is possible that for really complex models, even a
somewhat simpler teacher will already be able to learn from
the data well enough to provide a useful curriculum.

Our results do not use any special feature of 1-D func-
tion regression with sinusodial functions that would uniquely
prompt this behaviour. Therefore we expect this behaviour to
hold generally in other domains as well.

5 Responsible Research

This research is a theoretical investigation, using only syn-
thetic, non-real life data. Consequently, most common in-
tegrity concerns that could make research unethical, such as
mistreatment of the people participating in experiments, do
not arise. However, it is important to consider the possible
applications of our results. Even though this research is theo-
retical, theories are often applied to the real world. While the
exact degree of responsibility a researcher has for the practi-

cal use of their research is debated, it is clear that to some de-
gree it is present, especially in research related to engineering
(Forge, 2004). However, the domain of this paper - making
meta-learning more efficient - is not obviously unethical, to
the contrary, once used in practical applications it can bene-
fit society. The primary uses of meta-learning lie in robotics
(Finn et al., 2017b) (Kaushik et al., 2020) and personalized
federated learning (Fallah et al., 2020), which could both pro-
vide meaningful improvements in the quality of life of many
people.

Furthermore, the work keeps itself to foundational sci-
entific guidelines and frameworks, paying specific attention
to the Netherlands Code of Conduct (KNAW, 2018). The
Netherlands Code of Conduct lists five principles as the ba-
sis of integrity in research: honesty, scrupulousness, trans-
parency, independence and responsibility (KNAW, 2018).
This research takes honesty seriously, by being critical about
our proposed method of improving meta-learning, and also
being clear about the limitations of our experiments. Scrupu-
lousness and transparency are present with the used data,
results and used code. This is not particularly challenging in
this case, as our data is synthetically generated, not collected
from the outer world. The study is also independent in the
sense that it is not guided by any non-scholarly considerations
(such as commercial interests). Finally, it responsibly takes
into account the needs of individuals and society at large, as
detailed above.

The research is highly reproducible, as all code used is
shared in a public GitHub repository !. As the data used for
the experiments is not gathered from outside sources, but syn-
thetically generated, generating the data can also be repeated
by other researchers, and we need not care about possible
mistakes commited during data gathering.

6 Conclusions and Future Work

Our findings indicate that a curriculum learning algorithm
based on a less complex teacher than the student model does
not increase performance in meta-learning, it slightly de-
creases it, while using more computational resources. This is
unlike the behaviour of models trained with a curriculum cre-
ated by a teacher using the same structure as the student (also
known as “’bootstrap CL”"), which we also find to achieve bet-
ter performance than the model with no curriculum. Both
of these stay true for both single-step and multi-step pacing
functions.

These findings did not completely align with our expecta-
tions, as we expected the curriculum designed by the simpler
teacher to still improve upon model performance. Providing a
theoretical framework that can better predict what properties
a teacher needs for the teacher-student curriculum to perform
better could improve upon these findings. It is also not clear
what exact properties a model architecture needs in order for
this phenomenon to be present - investigating different mod-
els and their features, such as in an ablation study, would be
useful to better understand where teacher-student curriculum
learning can provide advantages.

'The repository can be accessed at the following URL:
https://github.com/bbkovacs/CL _teacher_student
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A Use of LLMs

OpenAl’s ChatGPT 40 model was used as a grammar-
checking or “autocorrect” tool during at the final stage. It
was prompted the following way:

This is the [chapter name] chapter of a scientific paper. Is
it clearly written? Highlight your changes in bold.

This was done for each chapter separately, including the
abstract ([chapter name] was always changed accordingly).
This was then used to fix minor grammar mistakes, primarily
with the use of commas.
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