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 A B S T R A C T

Beach groundwater dynamics play a critical role in coastal ecosystem functions, particularly in low-lying 
beach habitats used for nesting by endangered species like sea turtles. Incubating nests are susceptible to 
prolonged inundation below the groundwater table (GWT), as flooding duration critically affects egg viability. 
Understanding how oceanic processes and rain drive GWT fluctuations in the nesting area is essential for 
evaluating nest relocation strategies and designing nature-based solutions that mitigate nest flooding. Here, 
we analyze how infragravity waves, tides, storm surge, and rainfall drive short-term fluctuations (hourly to 
weekly) in the beach GWT on Galveston Island, Texas—a dissipative, mild-sloping barrier island system along 
the northwestern Gulf of Mexico coast. Applying tailored spectral analyses to field observations collected in 
2023, we show that surge and rainfall dominate short-term GWT response in the nesting area, while higher-
frequency wave and tidal signals are increasingly damped landward. To facilitate this analysis, we classify 
observed water levels into groundwater, mixed, and submerged regimes based on estimated wave runup. A 
flooding threshold analysis reveals multiple, prolonged nest inundation events (exceeding 12 h) across the 
backshore, even for the shallowest nests. This strongly suggests that Galveston Island’s beaches are currently 
unsuitable for turtle nesting, underscoring the need to continue the ongoing nest relocation program and 
further research nature-based solutions that enable sea turtle nesting (e.g., turtle-friendly nourishments).
1. Introduction

The increasing shift towards nature-based solutions in coastal engi-
neering has led to a need for more research on how coastal processes 
and engineering interventions affect the local ecology, biodiversity, and 
ecosystem services (de Vriend et al., 2015; Nel et al., 2014). In this con-
text, beach groundwater dynamics —the spatial and temporal variation 
of groundwater and moisture within the beach matrix — play a pivotal 
role in coastal ecosystem functions (Richardson et al., 2024), as they 
influence habitat health (Masterson et al., 2014), freshwater resources 
and salt intrusion (Bear et al., 1999; Holding et al., 2016), coastal 
flooding (Rotzoll and Fletcher, 2013; Delisle et al., 2023), and sediment 
transport dynamics (Bauer et al., 2009; Masselink et al., 2009). They 
are particularly important in low-lying habitats like barrier island 
systems (Holding et al., 2016; Housego et al., 2021; Masterson et al., 
2014) and for endangered species like sea turtles, who depend on sandy 
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beaches for nesting. Yet, despite its significance, groundwater is often 
overlooked in the design and analysis of coastal interventions (Rotzoll 
and Fletcher, 2013).

Sea turtles—key species in many coastal ecosystems worldwide
(e.g., Christianen et al., 2023; Meylan, 1988)—bury their eggs in 
beach sand, where they incubate for 6–8 weeks. Successful incuba-
tion requires a relatively narrow range of temperature and moisture 
conditions that facilitates the exchange of gases, water, and heat be-
tween the eggs and surrounding sand (Ackerman, 1997; Mortimer, 
1990). Consequently, turtle nests are highly susceptible to sea- and 
freshwater inundation, which has been reported as a major threat to 
sea turtle populations (e.g., Gammon et al., 2023; Patrício et al., 2021; 
Van Houtan and Bass, 2007; Ware et al., 2021) and has motivated 
various management efforts, including nest relocation (Pintus et al., 
2009). Although the species-specific tolerance of nests to inundation is 
not yet fully understood, recent studies suggest that both the duration 
https://doi.org/10.1016/j.coastaleng.2025.104795
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and frequency of flooding events are critical factors affecting egg viabil-
ity (Foley et al., 2006; Limpus et al., 2021; Pike et al., 2015). Flooding 
itself mainly occurs overland through wave runup, storm surges, high 
tides, rainfall, or a combination thereof. These driving processes can 
raise the groundwater table (GWT) in the nesting area of the beach. 
Given the significance of inundation duration, the response of the 
GWT to these processes plays a large role in determining the fate of 
individual nests (McGehee, 1990; Patino-Martinez et al., 2014). While 
studies that investigate the implications and drivers of nest inundation 
are increasing (e.g., Carpio Camargo et al., 2020; Caut et al., 2010; 
Gammon et al., 2023; Lyons et al., 2022), very few actively include 
the GWT in their analyses (Foley et al., 2006; Guard et al., 2008; Ware 
and Fuentes, 2018). Therefore, understanding what drives groundwater 
fluctuations in the nesting area of the beach is critical to evaluate 
the need for management practices like nest relocation and to design 
nature-based solutions that can help mitigate the flooding of turtle 
nests (Limpus et al., 2021; Ware and Fuentes, 2018).

Numerous studies have analyzed the influence of coastal hydro-
dynamics on beach groundwater. In general, both field studies (e.g., 
Nielsen, 1990; Raubenheimer et al., 1999; Turner et al., 1997) and 
laboratory experiments (e.g., Cartwright et al., 2004) have demon-
strated that the beach matrix functions as a low-pass filter, resulting 
in the attenuation of oceanic fluctuations (e.g., tidal signal) in the 
GWT as they propagate inland, accompanied by increasing phase lag 
and asymmetry. Analytical and field observations have shown storm-
driven pulses (due to surge and wave effects) in the GWT to propagate 
further and faster inland than tidal oscillations (Housego et al., 2021; 
Li et al., 2004). These oceanic forcings, along with rainfall, can drive 
considerable short-term variability (>1 m) in the beach GWT (Housego 
et al., 2021). Above the GWT lies the capillary fringe (CF), an additional 
saturated zone where negative pore pressures draw water upward 
from below (Gillham, 1984; Turner, 1993). On longer time-scales, the 
combination of tides and waves drives a super-elevation of the beach 
GWT, as it rises more quickly than it drops (Nielsen, 1989; Turner 
et al., 1997)—i.e., the mean GWT is above mean sea level. Furthermore, 
the GWT is expected to follow sea level rise (Bjerklie et al., 2012; 
Michael et al., 2013), which could compound short-term fluctuations, 
for example by increasing wave runup (Delisle et al., 2023).

Short-term variations in the GWT and the CF are influenced by 
a complex interplay of factors, including beach slope (Sous et al., 
2013; Turner et al., 1997), sediment size and permeability (Gourlay, 
1992; Raubenheimer et al., 1999; Turner et al., 1997), hydrological 
factors (Holding et al., 2016; Turner et al., 1997), and hydrodynamic 
forcing (Delisle et al., 2023; Turner et al., 1997). For instance, the 
relative super-elevation and CF width are expected to be higher in fine-
grained, mild-sloping beach systems, which have lower permeability 
and therefore slower drainage (Turner and Nielsen, 1997). However, 
not all of these processes are fully understood and their interactions 
vary across different coastal environments, so it remains challenging 
to generalize findings between different environmental settings (Horn, 
2006; Turner et al., 1997).

Here, we analyze how ocean processes and rainfall drive short-
term (hourly to weekly) fluctuations in the beach GWT, specifically 
focusing on events that cause sea turtle nest inundation. We use data 
collected during an extensive field campaign in the fall of 2023 on 
Galveston Island, Texas, USA (Christiaanse et al., 2025)—a dissipative, 
mild-sloping barrier island beach system along the northwestern Gulf 
of Mexico coast. The observations enable us to assess the influence of 
infragravity waves, tides, storm surge, and rainfall on measured water 
levels between the shoreline and the dune toe. However, because the 
extent of the swash zone varied over time, the observed water levels did 
not always represent the pure beach GWT. To facilitate interpretation, 
we categorize the observed water levels into three regimes based on 
estimated wave runup: groundwater, mixed, and submerged. While we 
use the term GWT throughout this paper, our analysis explicitly focuses 
on ocean processes and rainfall acting directly on the beach system, and 
2 
does not include inland groundwater processes (e.g., aquifer recharge 
or regional groundwater flow). Our results (1) provide new observa-
tions on the interplay of coastal hydrodynamics and the beach GWT 
on mild-sloping beaches (to our knowledge, the first such observations 
in the Gulf of Mexico); (2) aid local coastal managers in evaluating 
nest relocation strategies; and (3) support research towards nature-
based solutions that enable sea turtle nesting on Galveston Island 
(e.g., turtle-friendly beach nourishments).

2. Methods

2.1. Study area

Galveston Island is one of many low-lying barrier islands along the 
northwestern Gulf of Mexico coastline. It is located along the upper 
Texas coast, roughly 45 km southeast of Houston (Fig.  1a), and forms 
an important part of the Texas coastal protection system, as it shelters 
Galveston Bay from the Gulf of Mexico (USACE, 2021). Similar to other 
Texas barrier islands, Galveston Island began forming approximately 
4500 years ago as submerged sandbars. These gradually evolved with 
an accumulation of fine sand deposits on top of older Pleistocene-era 
sediments (Garner, 1997). The island’s surficial aquifer consists of a 
10–15-m sand stratum, underlain by the confining Beaumont Forma-
tion—a Pleistocene unit primarily composed of clay with interbedded 
sand and silt (Capuano and Jones, 2022; Kreitler et al., 1977; Petitt 
and Winslow, 1957). The GWT is generally within a few feet of the 
surface (Garner, 1997). The surficial aquifer depth is comparable to 
those reported for other US barrier islands (e.g., the North Carolina 
Outer Banks; Housego et al., 2021). Following past studies, the re-
gional aquifer structure is therefore approximated as homogeneous, 
despite small-scale heterogeneity (e.g., Housego et al., 2021; Rotzoll 
and Fletcher, 2013; Befus et al., 2020).

Galveston Island’s beaches are mild-sloping and fine-grained (𝐷50 ≈
100–160 μm; see Christiaanse et al., 2025; Maglio et al., 2020; USACE, 
2022, for full grain size distributions) and are backed by about 1–3
m-high dunes. In front of the city of Galveston — located on the 
northeastern part of the island — the beach is interrupted by groins 
every 300–500 m and backed by a 17 km-long concrete seawall, which 
essentially replaces the dune. Although situated in a mixed-diurnal 
micro-tidal setting (mean spring tidal range ±0.8 m), local water levels 
show considerable variability, often deviating from the astronomical 
tide by a factor of two (NOAA, 2024). This variability is likely caused by 
a complex interplay of barotropic and baroclinic processes, such as at-
mospheric pressure variations and wind- and wave-induced setup (Huff 
et al., 2020). In addition, the region has experienced high sea level 
rise over the past century (around 6.5 mm/year since 1904) and is 
prone to hurricanes during the Atlantic hurricane season from June to 
November (Paine et al., 2021).

The Kemp’s ridley (Lepidochelys kempii) is the main sea turtle species 
to nest on Galveston Island, with sporadic nesting by loggerhead sea 
turtles (Caretta caretta) (Valverde and Holzwart, 2017; Seney and 
Landry, 2008). The Kemp’s ridley is the most critically endangered 
sea turtle in the World and is endemic to the western Gulf of Mexico, 
although more recently nesting is occurring in the northern Gulf of 
Mexico and southeast US coasts. The nesting season occurs from April 
to July for Kemp’s, and from May to October for loggerheads (Marquez, 
1994). Galveston Island is outside the historic Kemp’s ridley nesting 
range (which lies further south in Mexico), but the species was intro-
duced to Texas through a large-scale head-starting program over the 
past decades (Marquez et al., 2005; Shaver and Caillouet, 2015). As a 
result, the number of nesting females in Texas is steadily increasing. 
Moreover, Galveston Island’s geographic position may enable it to 
become an important future climate refuge for the species. However, 
the continuous erosion and frequent inundation of Galveston’s beaches 
combined with their low-elevation setting make it uncertain whether 
they can function as a suitable long-term nesting habitat for sea turtles. 
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Fig. 1. (a) Location of the study area in North America. (b) Geographic overview of the study area. The two field sites are marked in their respective colors, and external 
observation stations (NOAA & NWS) in black. (c), (d) Cross-shore profiles and instrumentation at the two field sites.
Due to the critically endangered status of the Kemp’s ridley sea turtle, 
the current policy is to relocate all sea turtle nests in Texas to an 
incubation facility or corrals at Padre Island National Seashore, with 
a few exceptions (Shaver and Caillouet, 2015).

2.2. Field measurements and data

Measurements of groundwater, hydrodynamics, and sand character-
istics were collected during the TURTLE field experiments on Galveston 
Island in the fall of 2023. Here, we give a summary of the part that 
is relevant for this study. For a detailed description of the complete 
field site, experimental setup, instrumentation, collected data, and 
technical validation, see Christiaanse et al. (2025). The local cross-
shore coordinate systems and station numbers defined in Christiaanse 
et al. (2025) have been adopted here for consistency.

The data were collected at two field sites: Tipsy Turtle (TT), located 
about 10 km southwest of Galveston (in front of the Tipsy Turtle Sea 
Bar & Grill); and Sea Wall (SW), located in front of the sea wall between 
Galveston’s 18th and 19th Street (Fig.  1b). At TT the beach system is 
more natural with no recent nourishments, whereas nourishments have 
been carried out occasionally at the SW site. The main difference in 
the cross-shore profiles of the two locations was the initial presence 
of a berm on the backshore at TT, whereas the SW profile showed 
a fairly constant backshore slope (see black lines in Fig.  1c, d). This 
berm however eroded during storm conditions on 13/14 November, 
after which the two profiles were more similar.

For this study, we used the data from the two main deployments: 
2 November to 4 December 2023 at TT (32 days) and 7 November to 
4 December 2023 at SW (27 days). Both deployments had the same 
experimental setup, consisting of nine measurement stations along 
the cross-shore profile: At station 0, located about 1.5 km offshore, 
a directional wave buoy recorded the incoming wave conditions. At 
stations 1 and 2, submerged pressure loggers (PL) measured the in-
coming waves and water levels in the foreshore. Stations 3 to 8 were 
spread over the backshore, roughly between the high tide line and 
3 
the dune toe. At each of these six stations a PL measured the GWT 
inside a 1.5-m-deep slotted PVC well, and a buried temperature logger 
(TL) recorded the sand temperature at a typical turtle nesting depth 
(±40 cm). Additionally, at station 8 (dune toe), a vertical array of 
six buried moisture, temperature, and electrical conductivity loggers 
(spaced at 10-cm depth intervals) was installed. Due to the berm at TT, 
the logger at station TT6 was deployed slightly higher than the ones at 
TT7 and TT8 (Fig.  1c), whereas the logger elevations at SW increased 
monotonically between SW3 and SW8.

Next to the field observations, we used astronomical tide predictions 
from NOAA station 8771510 (Pleasure Pier, PP) and observed water 
levels from station 8771341 (North Jetty; NOAA, 2024). We also used 
hourly precipitation totals from a weather station at Galveston Scholes 
Field Airport (GLS), accessible through the National Weather Service 
database (NWS, 2024). Finally, 30-year monthly precipitation statistics 
for Galveston were collected from the NCEI U.S. Climate Normals data 
base (NCEI, 2023).

2.3. Data processing

While most of the processing steps are described in detail in Christi-
aanse et al. (2025), we did a few additional processing steps here. The 
time series were recorded at varying sample rates, depending on the 
PL type (RBR Solo and Hobo U20L) that was used. At the upper well 
stations (TT7 and TT8 and SW6 to SW8) the Hobo loggers recorded at 
1∕15 Hz. At TT5, TT6, and SW5 we used 2-Hz RBR Solo’s and at all other 
stations 16-Hz RBR Solo’s. For the analyses presented in this study, we 
resampled the original time series to different time intervals depending 
on the analyzed process (Section 2.5).

Most time series contained short gaps caused by data offloads or 
other maintenance activities. These were generally in the order of 
minutes and were interpolated linearly to yield continuous time series. 
On 16 November all loggers were retrieved for 2–3 h for a data offload 
and maintenance check. This was done on the rising (falling) tide at 
TT (SW), so the resulting gaps did not include high or low water. 
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Therefore, they were linearly interpolated as well. However, some time 
series contained longer gaps that could not be interpolated. Specifically, 
there is no data at TT8 from 21 November 16:25 to 27 November 
9:03, at SW5 from 13 November 13:15 to 14 November 10:30, and at 
SW8 on 13 November from 13:20 to 20:35 (all times in CST/UTC-6). 
In supplementary section S1, we explain the data gaps and how we 
handled them in this study in more detail.

2.4. Water level regimes and wave runup

The observed water levels at the backshore stations did not always 
represent the pure GWT, as some of the stations (particularly the lower 
ones) were regularly submerged, during high tide and surge events. 
When fully submerged, the observed water level represents the free 
surface elevation. Even when the beach at a given station was not fully 
submerged, water level observations may be affected by wave runup 
(wave setup + swash). Therefore, we classified the observed time series 
of the backshore stations (3–8) into three different water level regimes, 
based on the horizontal excursion of the mean water level at station 2 
and the estimated 2%-exceedance value of the wave runup (𝑅2%). These 
values were computed at 30-min intervals to classify the observed water 
levels as:

1. Groundwater : onshore of the 𝑅2% position,
2. Mixed: between the 𝑅2% position and the shoreline based on the 
water level at station 2,

3. Submerged: seaward of the shoreline.

We estimated the vertical elevation of 𝑅2% based on Stockdon 
et al. (2006), who provide empirical formulations to compute 𝑅2%
from offshore wave conditions based on two components: wave setup 
and swash. They give a general formulation, which also includes the 
beach slope (𝛽) and a formulation for very dissipative conditions, 
recommended for a surf similarity parameter 𝜁 < 0.3 (Iribarren number, 
after Iribarren and Nogales, 1949). Video-based observations of the 
wave runup at SW on 13 and 14 November 2023 showed that the 
dissipative formulation provided the most accurate 𝑅2% estimate (RMSE 
= 0.08 m; van der Grinten et al., 2025), whereas the general formulation 
overestimated 𝑅2%, even for a mild beach slope (𝛽 = 0.016). The 
estimated wave runup must be added to a reference water level to 
compute the total elevation. Given that the observed water levels at 
stations 1 and 2 already include part of the wave setup, we used the 
dissipative 𝑅2% formulation added to the observed water level at the 
NOAA Jetty station: 
𝑅2% = 0.043

√

𝐻0𝐿0 + ℎ𝑁𝑂𝐴𝐴 (1)

where 𝐻0 and 𝐿0 are the deep-water significant wave height and wave 
length, and ℎ𝑁𝑂𝐴𝐴 is the 30-min observed water level at the NOAA 
Jetty. The offshore wave conditions were derived from wave conditions 
measured by the wave buoy at TT0, located at a water depth of about 
8 m, approximately 1.5 km offshore of TT. We did not use the buoy at 
SW0 because it only recorded reliable data between 3 and 12 November 
2023. However, the conditions measured at SW0 correlated very well 
with those at TT0 over this period (𝑟 = 0.94; Christiaanse et al., 2025). 
We used linear wave theory to convert the measured significant wave 
height, 𝐻𝑠, and peak period, 𝑇𝑝, to 𝐻0 and 𝐿0 (Holthuijsen, 2007). 
The deep-water wave length was computed as 𝐿0 = 𝑔𝑇 2

𝑝 ∕2𝜋, while 𝐻0
was derived from the linear shoaling coefficient (𝐻0 = 𝐻𝑠∕𝐾𝑠). The 
computation and formulae are explained in detail in the supplementary 
material (Section S2.1).

The wave buoy at TT0 was active between 3–26 November, after 
which it started drifting away (Christiaanse et al., 2025). Unfortunately, 
there was no alternative wave data available in the region, because 
the offshore NOAA wave buoy (ID 42035) was down during the entire 
deployment. However, the computed wave runup correlated well with 
√

𝐻 𝐿  at TT1 (𝑟 = 0.88) and SW1 (𝑟 = 0.86). We therefore used a linear 
𝑠 0

4 
regression based on √𝐻𝑠𝐿0 to derive the wave runup for the conditions 
outside the operational buoy window (mostly beyond 26 November). A 
detailed explanation of this interpolation and the final estimated R2% 
are presented in the supplementary material (Section S2.2).

2.5. Spectral analysis

We used spectral analysis to quantify the influence of four driving 
processes on the observed groundwater fluctuations across the back-
shore (stations 3–8): infragravity (IG) waves, astronomical tide, rainfall, 
and storm surge. We excluded the water level on the bay side from 
this analysis, as it closely followed the sea level fluctuations and there 
was no significant change in the water level due to a residual sink 
or source (e.g., river inflow). We used the Fast Fourier Transform 
(FFT) to convert the observed time series from the time domain to 
the frequency domain. To ensure stationarity, we tailored the spectral 
analyses specifically to each driving process, explained in detail in the 
following sections.

2.5.1. Infragravity waves
To quantify the propagation of IG waves into the beach matrix we 

applied the FFT on the time-scale of sea states, assuming a stationar-
ity window of 30 min. We used (resampled) 2-Hz time series where 
available (TT1 to TT6 and SW1 to SW5) and 1∕15-Hz time series at 
the upper well stations (TT7 and TT8 and SW6 to SW8, see Fig.  1c, 
d for the instrument locations). The Nyquist frequency at the upper 
wells was therefore 1∕30 Hz, giving a shortest resolvable wave period 
of 30 s. A common definition for the IG frequency band is from 1∕250 to 
1∕25 Hz (Bertin et al., 2018), however that would have included waves 
with periods between 25 and 30 s, which could not be resolved from 
the 1∕15-Hz time series. We therefore applied a bandwidth of 1∕250 to 
1∕30 Hz in our analysis.

We used FFT to compute the power spectral density (PSD) over 30-
min windows along each time series (except for the gaps). Following 
Welch’s method, we divided each 30-min window into four blocks 
of 7.5 min (Welch, 1967). The final PSD was obtained by averaging 
the spectra computed over the four blocks. The choice of four blocks 
was based on a trade-off between reducing noise and retaining enough 
resolution to accurately resolve the longest periods in the considered IG 
bandwidth (250 s). We then used the 𝑛th-order spectral moment (𝑚𝑛) of 
the PSD to compute the significant IG wave height (𝐻𝑚0,𝐼𝐺) and mean 
IG wave period  (𝑇𝑚−10,𝐼𝐺; Hofland et al., 2017; Holthuijsen, 2007): 

𝑚𝑛 = ∫

1∕30

1∕250
𝑓 𝑛𝑃𝑆𝐷(𝑓 )𝑑𝑓 , (2)

𝐻𝑚0,𝐼𝐺 = 4
√

𝑚0, (3)

𝑇𝑚−10,𝐼𝐺 =
𝑚−1
𝑚0

(4)

2.5.2. Tide
Given that the astronomical tide is characterized by a sum of 

multiple constant harmonics, it is inherently stationary. In principle, 
spectral analysis through FFT is therefore well suited to analyze the 
propagation of the tide into the GWT. However, FFT does not directly 
provide information about the phase lag between the two time series, 
which is needed to understand how the ocean tidal signal is delayed in 
the GWT.

To analyze the propagation and relative phase shift of the tide, 
we computed the cross-spectral density (CSD), which is the Fourier 
Transform of the cross-correlation function between two time series. 
The magnitude and phase of the CSD represent the shared power and 
relative phase shift between the two signals at each frequency band, 
respectively. Combined with the PSDs of the individual signals, the CSD 
was used to compute the coherence, which quantifies the consistency of 
the relationship between the signals at each frequency band from 0 (no 
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coherence) to 1 (perfect coherence). Robust estimation of the CSD and 
coherence generally requires averaging over blocks to reduce noise and 
spectral leakage, as in Welch (1967). However, given our time series 
were relatively short compared to the dominant diurnal tidal periods, 
this would have led to poor frequency resolution.

We therefore used the multitaper method (MTM) introduced by
Thomson (1982), a statistically robust alternative that enables spectral 
estimation over the entire time series using several orthogonal data 
windows (tapers). MTM is widely used in neuroscience but has also 
successfully been applied in hydrology (e.g., Van Hoek et al., 2016) 
and ocean sciences (e.g., Anarde et al., 2020; Jeyaseelan and Balaji, 
2015; Percival and Walden, 1993). In short, the original time series is 
tapered (= multiplied) by 𝑘 members of the Slepian functions (Slepian, 
1978), which are orthogonal and thus statistically independent. From 
the resulting tapered versions of the original time series, 𝑘 statistically 
independent eigenspectra are computed through FFT. The final spectrum 
is obtained by the (weighted) average of the 𝑘 eigenspectra. Compared 
to conventional spectral analysis, MTM reduces bias and spectral leak-
age (Babadi and Brown, 2014; Bronez, 1992; Percival and Walden, 
1993). Moreover, it is possible to derive an internal estimate of the 
variance through jackknifing (Thomson, 2007).

To reduce high-frequency noise, we resampled the time series to 
10-min intervals. We then used the multi_taper_csd() function from the
Nitime python library (Nitime, 2019) to estimate the PSD at each station 
and the CSD between station 1 and every other station. We used a time 
half-bandwidth of 𝑁𝑊 = 3, yielding 𝑘 = 5 tapers. The tapers were 
adaptively weighted and filtered for low bias using the adaptive_weights
and low_bias options in Nitime. The phase difference was computed as 
the argument (angle) of the complex CSD estimate, resulting in a value 
between −𝜋 and 𝜋 (radians) at each frequency. A positive (negative) 
phase difference translated to a lag (lead) in the signal compared 
to station 1. Hereby, the phase wraps around the two limits [−𝜋, 𝜋], 
which represent a fully out-of-phase signal. The time lag/lead at each 
frequency (𝑓 ) was computed by dividing the phase difference by 2𝜋𝑓 . 
The coherence, 𝐶𝑥,𝑦(𝑓 ), between each pair of time series (𝑥 and 𝑦) was 
computed as: 

𝐶𝑥,𝑦(𝑓 ) =
|𝐶𝑆𝐷𝑥,𝑦(𝑓 )|

2

𝑃𝑆𝐷𝑥(𝑓 ) ⋅ 𝑃𝑆𝐷𝑦(𝑓 )
, (5)

where 𝐶𝑆𝐷𝑥,𝑦(𝑓 ) is the cross-spectral density and 𝑃𝑆𝐷𝑥(𝑦)(𝑓 ) is the 
power spectral density of 𝑥 (𝑦). We quantified an uncertainty esti-
mate for the coherence and the phase difference using a jackknifing
technique, as outlined in Thomson (2007). This involved creating 𝑘
separate estimates using a ‘‘leave-one-out’’ approach—i.e., estimating 
the coherence and phase 𝑘 times by excluding one of the 𝑘 tapers every 
time. The internal variance of the coherence was then derived from 
the error between each separate estimate and the average estimate. For 
the circular phase, we used a simple uncertainty estimate based on the 
maximum and minimum of the 𝑘−1 jackknife estimates. For a detailed 
explanation of the coherence and phase uncertainty estimation, we 
refer to supplementary section S3.1.

We quantified the amplitude decay and phase lag of the tidal signal 
across the stations over two frequency bands based on the dominant 
diurnal and semi-diurnal constituents at Galveston Island. At NOAA’s 
Pleasure Pier Station (NOAA PP in Fig.  1b), the diurnal tide is domi-
nated by the 𝐾1, 𝑂1, 𝑃1, and 𝑄1 coefficients, with a combined amplitude 
of ±42 cm. The semi-diurnal tide is dominated by the 𝑀2, 𝑆2, and 
𝑁2 coefficients, with a combined amplitude of ±21 cm. Based on the 
frequencies of these harmonics and the frequency resolution and width 
of the tidal spectral peaks in the computed PSDs, we defined:

• The diurnal frequency band between 1 ⋅ 10−5 and 1.25 ⋅ 10−5 Hz
(22.2 to 27.8 h periods).

• The semi-diurnal frequency band between 2.12 ⋅ 10−5 and 2.35 ⋅
10−5 Hz (11.8 to 13.1 h periods).
5 
To quantify the tidal amplitudes at each station, we took the square 
root of the integrated PSD over the corresponding frequency band: 

𝐴𝑡,𝑖 =

√

∫

𝑓ℎ𝑖

𝑓𝑙𝑜𝑤
𝑃𝑆𝐷𝑖(𝑓 )𝑑𝑓 , (6)

where 𝐴𝑡,𝑖 is the total diurnal or semi-diurnal amplitude at station 𝑖, 
𝑃𝑆𝐷𝑖(𝑓 ) is the PSD at station 𝑖, and 𝑓𝑙𝑜𝑤 and 𝑓ℎ𝑖 represent the limits 
of the frequency band. We then quantified the phase lag (in hours) of 
the (semi-)diurnal tide at each station relative to station 1. The phase 
lag was computed as the average of all CSD phase values within the 
respective frequency band, retaining only frequencies with coherence 
𝐶 ≥ 0.5. This threshold ensured that the estimated phase lag was based 
on coherent frequency components only.

This analysis required full continuous time series without missing 
data. Therefore, we interpolated the data gaps at TT8, SW5, and 
SW8 (see Section 2.3) linearly, even though this may have introduced 
artifacts. The results were interpreted with this caveat in mind. At SW5 
(±21 h) and SW8 (±7 h) the gaps were relatively short, so we do not 
expect the results to be affected significantly.

2.5.3. Surge and rainfall
The stationarity assumption does not hold for the surge component 

of the total water level. As the corresponding frequencies are not known 
a priori and may vary over time, isolating the meteorological surge 
signal from the rest of the time series was difficult. We applied a low-
pass FFT filter to reconstruct the low-frequency signal at each station. 
We used the same 10-min resampled time series as for the tidal analysis 
and a cut-off period of 36 h (≈ 7.7 ⋅ 10−6 Hz) for the FFT filter, to 
prevent potential spectral leakage of the diurnal tide (±25-h period) 
from influencing the surge signal.

Next to the meteorological surge, the low-passed time series also in-
cluded residual components, such as low-frequency tidal variations and 
the smoothed GWT response to rainfall. Based on the tidal predictions 
at NOAA PP, there are two relevant low-frequency tidal constituents 
that we could not isolate from the signal: solar semi-annual (SSA) 
and solar annual (SA) (NOAA, 2024). However, both have amplitudes 
below 10 cm, so on the time-scale of our observations (±30 days), 
we assumed these to be negligible relative to the surge component. 
Moreover, the foreshore water levels should not be affected by rainfall. 
We therefore assumed the low-passed signal to be an acceptable proxy 
for the meteorological surge at stations 1 and 2. At the groundwater 
stations (3–8), however, the response to rainfall was significant in the 
low-passed signal. Due to the lack of local high-resolution rain data 
and the difficulty of separating the surge and rain responses in the 
groundwater, we decided to include the rainfall in this part of the 
analysis. It should be noted, however, that the actual response of the 
GWT to rainfall occurs on shorter timescales (minutes to hours). We 
discuss this further in Section 4.1.

We selected five separate events to analyze the groundwater re-
sponse to the surge and rainfall from the low-passed signals (Table 
1). We used hourly precipitation rates from the GLS weather station 
(NWS GLS in Fig.  1b) and two-hour averaged wind speed and direction 
data from the NOAA’s North Jetty station (NOAA Jetty in Fig.  1b), to 
determine whether each of the five events was influenced by surge, 
rain, or both. One event was rain-only, two events surge-only (one 
with a reverse surge), and two storm events with both surge and rain. 
For each event we analyzed the corresponding maxima (minimum for 
the reverse surge) in the low-passed signals across the station. The 
amplitude at each station was computed as the difference between the 
maximum and the preceding minimum (vice-versa for reverse surge) 
and the time lag was quantified relative to the maximum (minimum) 
at the most seaward station. Data gaps that could not be interpolated 
(see Section 2.3) were excluded from the analysis, meaning that TT8 
was excluded from the reverse surge and surge, and SW5 and SW8 were 
excluded from storm 1.



J.C. Christiaanse et al. Coastal Engineering 201 (2025) 104795 
Table 1
Overview of events considered in the low-pass FFT analysis of groundwater response 
to the meteorological surge and rainfall.
 Event name Date Surge influence Rain influence 
 Rain 9/10 Nov No Yes  
 Storm 1 13/14 Nov Yes Yes  
 Reverse surge 21/22 Nov Yes (negative) No  
 Surge 25/25 Nov Yes No  
 Storm 2 30 Nov/1 Dec Yes Yes  

2.6. Nest flooding analysis

Kemp’s ridley turtles typically nest between the high tide line and 
the first dune, with most nests near the vegetation line in front of the 
first dune, and their nests are typically 30–40 cm deep (Culver et al., 
2020; Marquez, 1994). That mainly corresponded to the area covered 
by the upper three stations (6–8) at each site. For each of these stations, 
we quantified the number and duration of nest inundation events. An 
inundation event was defined as the GWT exceeding the nest depth 
threshold and lasted until the GWT dropped below the threshold again. 
6 
We used a threshold of 30 cm below the sand surface at the start of the 
deployment, representing the shallowest nests.

Given the data used in this study was mostly gathered in November 
2023, outside the nesting season, our results were not directly transfer-
able to actual nests, which are in the sand from April to potentially 
late September. Therefore, we performed a statistical comparison of 
historical water levels and rainfall rates between the nesting season 
and November to assess if similar conditions could be expected. We 
used 23 years of historical hourly water levels at the North Jetty 
station (2001–2023) which we detrended using simple linear regression 
to account for sea level rise. For rainfall, we used 30-years monthly 
precipitation normals from the GLS weather station (1991–2020).

3. Results

3.1. Observed water levels

There was considerable variability in the observed water levels, 
both at the foreshore stations (1 and 2) as well as the backshore stations 
(3–8, Fig.  2). In the foreshore the mean water level was around 0.35 m 
+ NAVD88 (North American Vertical Datum of 1988) and the total 
range was about 1.6 m (double the mean spring tidal range in the area 
Fig. 2. Summary of observed (ground)water levels across the field stations. Boxes show the inter-quartile range, whiskers the entire observed range, bars the median, and dots 
the mean. The corresponding bed profiles are shown for reference.
Fig. 3. Water level regimes (every 30 min) at the backshore stations of TT (upper panel) and SW (lower panel). The observed water levels are categorized into three regimes: 
groundwater (beach surface above 𝑅2%), mixed (beach surface between 𝑅2% and water level at station 2), and submerged (beach surface below water level at station 2).
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of ±0.8 m). The mean water level at the backshore stations steadily 
increased towards the dune to 0.83 m (0.95 m) at TT8 (SW8), resulting 
in a super-elevation of about 0.5–0.6 m at the dune toe. The observed 
water levels also became increasingly positively skewed towards the 
dune. Notably, the lowest observed GWT at the six upper backshore 
stations (6–8) was above the mean water level in the foreshore. The 
total range varied but was in the region of 1 m at most backshore 
stations, roughly two-thirds of the water level range in the foreshore. 
Note that the time series at TT6, TT8, SW5, and SW8 contained some 
gaps which may have slightly influenced the results presented in Fig.  2 
(see also Section 2.3).

Based on the water level regimes, the lowest groundwater stations 
(TT3/SW3) were submerged several times during high tides, particu-
larly TT3 (Fig.  3). TT4, SW4, TT5, and SW5 were mainly submerged 
during the two storm events. All lower backshore stations (3–5) had 
significant periods of mixed water level regimes, when the station 
was between the 𝑅  and waterline. Particularly TT3, which had the 
2%

7 
lowest elevation of all backshore stations, was in mixed or submerged 
conditions roughly 50% of the time. All other stations were in the 
groundwater regime at least 75% of the time. At stations 6–8 the 
observed time series mainly reflected groundwater conditions, with 
only short periods of the mixed regime during the storms at stations 
6 and 7.

3.2. Drivers of GWT fluctuations

3.2.1. IG waves
Most of the IG wave energy was observed during the two storms 

on 13 and 30 November, when the significant IG wave height, 𝐻𝑚0,𝐼𝐺, 
reached up to 23 cm in the foreshore (Fig.  4). This storm IG energy 
generally increased at the lower backshore stations (3–5), with 𝐻𝑚0,𝐼𝐺
reaching 40+ cm. During these conditions, the water level at all three 
lower stations represented mixed or submerged conditions (not the 
GWT). The IG wave height within the inner surf and swash is a result 
Fig. 4. Infragravity spectrograms at TT (left column) and SW (right column), from station 1 (top) to station 8 (bottom). The solid colored lines represent 𝐻𝑚0,𝐼𝐺 , while the gray 
dots represent 𝑇𝑚−10,𝐼𝐺 (only plotted for 𝐻𝑚0,𝐼𝐺 > 1 cm, to filter noise). Frequencies were converted to periods for visualization. The blue shaded bar at the top of the subplots of 
stations 3–8 shows the water level regime over time: groundwater (lightest), mixed (middle), submerged (darkest), see also Fig.  3.
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of the balance between shoaling, dissipation by breaking, bed friction, 
reflections, and the non-linear transfer from the sea-swell to the IG 
waves leading up to it (Henderson and Bowen, 2002; Thomson et al., 
2006). These processes are controlled by the beach slope, with shoaling 
generally stronger on milder slopes (Battjes et al., 2004; van Dongeren 
et al., 2007). Conservation of energy flux (𝐻2

√

𝑔ℎ = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡) with 
water depths of ℎ ≈ 2.5 m (TT1), 2 m (TT2), and 0.5 m (TT3) during 
the storms would result in shoaled wave heights of about 1.05 (TT2) 
and 1.5 (TT3) times higher than at TT1. This is roughly consistent 
with the observations in Fig.  4, showing that the IG waves shoal before 
dissipating by breaking and friction.

IG energy at the backshore stations was also highly dependent on 
the tide, with 𝐻𝑚0,𝐼𝐺 dropping to zero during almost every low tide, 
suggesting that IG oscillations only have a strong influence in the 
swash zone. Consequently, at the upper groundwater stations (6–8), IG 
response was primarily limited to the two storm events, with minimal 
IG energy observed at the dune toe (station 8).

In the PSDs of TT1 and SW1, IG energy was mainly concentrated 
around three bands (see purple shaded PSDs in Fig.  4). The main band 
had periods of 60–70 s. A second, lower energy band was at 30–40-s 
periods, and a third band at longer periods (120–200 s), mainly visible 
during the storms. At TT2/SW2, the first two IG bands appeared to have 
8 
Table 2
Mean IG wave period 𝑇𝑚−10,𝐼𝐺 (s) across the three water level regimes and the stations 
at TT. Only periods with 𝐻𝑚0,𝐼𝐺 ≥ 1 cm were included, to filter out noise. The 
bimodal character 𝑇𝑚−10,𝐼𝐺 is clearly visible from the longer periods during groundwater 
conditions compared to mixed/submerged conditions.
 TT1 TT2 TT3 TT4 TT5 TT6 TT7 TT8 
 Submerged 66 68 73 81 83 – – –  
 Mixed – – 92 86 88 83 82 –  
 Groundwater – – 163 166 157 142 134 162 

merged into a single band concentrated around 50–60-s periods. At the 
backshore stations, the IG periods showed a bimodal character, linked 
to the water level regimes (Table  2). During mixed and submerged 
conditions, 𝑇𝑚−10,𝐼𝐺 was similar to the period in the foreshore. During 
groundwater conditions, 𝑇𝑚−10,𝐼𝐺 was significantly larger, along with a 
smaller 𝐻𝑚0,𝐼𝐺. This pattern suggests that the shorter IG bands visible 
in the foreshore were damped out rapidly and only the longer-period 
band propagated into the GWT, consistent with earlier studies showing 
frequency-dependent attenuation (e.g., Nielsen, 1990; Turner et al., 
1997).
Fig. 5. Multitaper spectral analysis of the tidal propagation into along the stations at TT. (a) Observed water level time series at each station, with the blue shaded bar representing 
the inundation regime over time (see Fig.  3); (b) Power spectral density (PSD) computed from the detrended time series; (c) cross-spectral density (CSD, blue) and coherence (pink, 
90% confidence interval given by shaded area) between station 1 and stations 2–8; (d) estimated phase difference (green) between station 1 and stations 2–8 in hours (uncertainty 
given as green shaded area). A positive (negative) phase difference denotes a lag (lead) in the signal at stations 2–8. The maximum phase difference (1/2 period) is denoted by 
the gray borders. In columns b–d, the tidal bandwidths are shaded in blue (diurnal) and red (semidiurnal). For location SW, see supplementary Figure S3.
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3.2.2. Tide
The computed multitaper PSDs at each station showed clear peaks 

around the diurnal and semidiurnal tidal frequencies (Fig.  5b). As 
expected, the spectra at the foreshore stations (TT1 and TT2) were 
nearly identical, confirmed by the CSD and coherence which was near 
1 across the frequency range (Fig.  5c). Towards the dune, the tidal 
signal decayed and the power shifted to lower frequencies. The tide 
already showed significant decay at stations 3–5, but the coherence 
remained near 1 over both tidal bandwidths, with relatively narrow 
90% confidence intervals (low uncertainty). From TT6 on, most of 
the tidal power was damped out and the coherence dropped, with 
increasing uncertainty (confidence intervals). Nonetheless, the diurnal 
peak was still clear in the CSDs at stations 6–8. At TT8 the coherence 
was inconsistent across the frequency range and had no clear peaks 
around the tidal frequencies. This may be partly caused by the missing 
data between 21–28 November, as the tidal coherence at SW8 was 
higher and less uncertain (see supplementary Figure S3).

The total diurnal and semi-diurnal amplitudes computed from the 
PSDs amounted to 48 and 21 cm at TT1 and 47 and 24 cm at SW1, close 
to the predicted values of 42 and 21 cm at the NOAA Pleasure Pier sta-
tion (Fig.  6). As expected, the amplitudes and phases at stations 1 and 
2 were approximately equal. The amplitudes then rapidly decayed to 
below 10 cm at station 8—a reduction of 80%–85% at both TT and SW. 
The computed phase lags relative to station 1 were more inconsistent, 
but generally showed an increasing lag (nearly 2 h) towards the dune. 
The diurnal tide lagged less than the semi-diurnal tide. Uncertainty 
in the estimated phase lags also increased towards the dune, but was 
generally much lower within the tidal bands than outside.

It should be noted that, particularly for stations 3–5, the time 
series represent different water level regimes. Therefore, the computed 
amplitudes and phase lags do not represent pure groundwater signals 
and should be seen as an estimate of the conditions at that particular 
location across water level regimes. We therefore mainly describe the 
trends seen here, rather than absolute values. For instance, the results 
showed an unexpected, but small phase lead (15–20 min) for the 
diurnal tide at TT3 and SW3. However, these stations had the most 
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inconsistent water level regimes (see blue shaded bars in Fig.  5a). This 
lead is likely caused by noise or interference from other processes, as 
it should physically not be possible for the ‘‘groundwater’’ tide to lead 
the ocean tide (see also Section 4.1).

3.2.3. Surge and rainfall
Fig.  7 shows the low-passed time series along with the peaks of the 

five considered events. The Reverse surge (21/22 November) and Surge 
(25/26 November) were the only two events without rain. During the 
reverse surge, all backshore stations were in the groundwater regime 
and the amplitude quickly decayed from ≈0.55 m in the foreshore to 
<0.2 m near the dune toe (Fig.  8). The smaller amplitude of the positive 
surge was relatively stable between stations 1–3 (≈0.15 m), then slightly 
increased at stations 4 and 5. Station 5 was the first station in the 
groundwater regime and from there, the amplitude decreased towards 
the dune toe, similarly to the reverse surge. Both events showed an 
increasing time lag of the peaks towards the dune, with the reverse 
surge showing a larger lag as it propagated a longer distance through 
the groundwater (up to 11–13 h, compared to 3–5 h for the positive 
surge, see Fig.  8).

The rain-only event (9/10 November) shows that rainfall can lead 
to a significant response in the low-passed time series, with amplitudes 
of about 0.1–0.25 m across the stations. There is also an increasing time 
lag of the low-pass rain peak between stations 3 and 8 at both locations. 
This does not represent a landward propagating signal—rather the time 
for the rain to infiltrate increases with the vertical distance to the GWT, 
which generally increases in landward direction (see also Section 4.1).

The two storm events (Storm 1 and Storm 2) consisted of positive 
surges (approximately 0.3 and 0.55 m, respectively, at station 1), 
accompanied by rainfall. During both events, the lower stations were 
fully inundated and the GWT at the upper stations reached the sand 
surface. For Storm 1, rainfall was persistent over the entire day (13 
November) leading up to the surge peak, but less intense and there 
was no rain after the surge peak (Fig.  7c–e). The amplitude in the low-
passed signal was relatively stable across the first three stations (≈0.3
m), before increasing up to 0.55–0.65 m at station 7, and decreasing 
Fig. 6. Summary of tidal amplitudes (diamonds, right y-axis) and phase lags (circles, left y-axis) across the field stations of locations TT (a) and SW (b). The phase lags are given 
relative to station 1.
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Fig. 7. (a, b) Power spectral densities (PSD) computed from single FFT’s of the 10-min time series. The low-pass FFT filter removed all periods shorter than 36 h (gray-shaded 
area); (c), (d) Low-passed and normalized water level recorded at each station. The time series were shifted vertically in steps of 20 cm for visualization purposes. Markers track the 
extrema corresponding to five individual events: rain (triangles, green), storm 1 (pentagons, blue), reverse surge (circles, yellow), surge (diamonds, purple), and storm 2 (hexagons, 
pink). The colored vertical lines show the time of the extrema at station 1 (station 3 for rain); (e) Time series of hourly precipitation rates at the GLS weather station (blue bars), 
and 2-h averaged wind speeds (gray dots) and directions (black arrows) at the NOAA North Jetty station.
slightly at TT8 (there was no data for SW8, Fig.  8). For Storm 2 the 
rain was very intense (up to 50 mm/h at NWS GLS) but for a shorter 
period and closer to the peak of the surge. About one day after the 
peak surge there was another heavy shower (Fig.  7c–e). Moreover, 
the meteorological surge (±0.55 m) was almost double that of Storm 
1, leading to a stronger surge influence compared to the rain. The 
amplitude decreased at station 3 and then steadily increased to >0.8
m at station 8, although only at TT6, TT7, TT8, SW7, and SW8 was the 
amplitude larger than in the foreshore (Fig.  8).

The time lags during the two storms were more inconsistent than 
during the surge-only events. Storm 1 showed an apparent lead of the 
peak at the groundwater stations, compared to the foreshore surge. 
Especially the lower stations (3–5) showed large leads (up to 6 h at 
TT4 and 8 h at SW4). During Storm 2 the time lags were more in 
line with expectations, increasing towards the dune (up to 9–12 h at 
station 8). There were still small leads at TT4/SW4 (about 1 hour), 
even though at TT3/SW3 there was a lag. The phase leads are likely 
related to the response of the GWT to multiple driving processes acting 
simultaneously, notably the surge and rain (see Section 4.1). Next to 
the amplitude and phase changes across the stations, the peaks of the 
two storms also became increasingly asymmetric towards the dune toe, 
with the groundwater rising faster and dropping slower.
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3.3. Nest flooding

The nest depth threshold was exceeded by the GWT several times 
at all upper groundwater stations (6–8) of both TT and SW (Fig.  9). 
The total number of flooding events was highest at TT6 (7) and SW6 
(14) and decreased towards the dune toe, with 3 and 2 flooding events 
observed at TT8 and SW8, respectively (Table  3). At all six stations, 
there was at least one inundation event that lasted between 12 and 
24 h, and all three SW stations had one event lasting more than 24 h. 
At both sites, the longest inundation events happened during the storm 
on 30 November. Flooding events generally lasted for longer at SW 
than at TT. The storm on 30 November was followed by another heavy 
rain shower on 1 December (Fig.  7e). At SW6 and SW7, the water 
level did not drop below the threshold before rising again due to the 
additional rainfall, leading to flooding events of about 70 and 60 h, 
respectively. At TT6, about 25 cm of the beach surface was eroded after 
the first storm (13 November), meaning that any potential nests would 
have likely been washed away. At the other stations, morphological 
changes were milder (5–10 cm) and generally showed more accretion 
than erosion.
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Fig. 8. Estimated amplitudes (top row) and time lags (bottom row) of the extrema of the five considered events at TT (left column) and SW (right column).
Fig. 9. Overview of observed GWTs at stations 6–8 at TT (left) and SW (right). The beach surface and typical Kemp’s Ridley nest depth are added for reference.
Table 3
Overview of nest flooding events at the upper groundwater stations, divided into bins 
depending on the flooding duration.
 Duration [h] TT6 TT7 TT8 SW6 SW7 SW8 
 <3 4 2 6 2  
 3–6 1 4 1  
 6–12 2 1  
 12–24 1 2 2 3 1 1  
 >24 1 1 1  
 Total # 7 5 3 14 5 2  

4. Discussion

4.1. Groundwater response to driving processes
In line with previous studies on beach groundwater (e.g., Cartwright 
et al., 2004; Hegge and Masselink, 1991; Nielsen, 1990; Raubenheimer 
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et al., 1999; Turner and Nielsen, 1997), our results show that the 
beach matrix acts like a low-pass filter, increasingly damping out 
higher frequency fluctuations in the groundwater. The observed super-
elevation (0.5–0.6 m) and vertical variability of GWTs (𝑂(1 m)) are also 
consistent with previous observations reported in the literature (e.g., 
Housego et al., 2021; Nielsen, 1990; Turner et al., 1997). IG waves 
appear to be relevant near the swash zone, where they shoal before 
reaching the shore, also in line with previous studies (e.g., van Don-
geren et al., 2007; Henderson and Bowen, 2002; Thomson et al., 2006). 
Only the lower frequency IG bands propagate into the GWT, shown 
by a bimodal behavior of the mean IG period across groundwater and 
mixed/submerged conditions. The tidal signal becomes increasingly 
damped, asymmetric, and phase-lagged towards the dune toe. Both IG 
and tidal fluctuations are damped to a degree that they have little influ-
ence on the GWT near the dune toe. Hence, of the considered processes, 
the surge and rainfall dominate the observed GWT fluctuations in the 
upper backshore, including the nesting area.
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As multiple driving processes simultaneously interact with the 
beach matrix, their combined effects result in a conditional GWT 
response. During storm 1 the ocean surge peak occurred on the falling 
tide, whereas during storm 2 it occurred on the rising tide, much closer 
to the high tide. This partly explains the higher water levels observed 
during storm 2. Rainfall and bed level also contribute, particularly 
because they often coincide with stormy conditions (Zheng et al., 
2013), as was the case during both observed storms. The GWT time 
series represent the combined response to all these processes, making 
it difficult to isolate the signals of individual drivers, in particular those 
acting on similar time scales. More advanced methods which work bet-
ter on non-stationary data, such as wavelet analysis or empirical mode 
decomposition, could potentially improve the isolation of the surge, for 
example. Another approach could be to assess the surge component and 
overheight using an empirical or analytical model (e.g., Li et al., 2004; 
Nielsen, 1990, 1999). Moreover, longer-term observations (6+ months) 
would enable more detailed analysis as they facilitate more accurate 
spectral estimation and increase the chance of capturing isolated events 
(e.g., high waves but no significant surge, or vice versa).

This combined response to multiple simultaneous drivers may ex-
plain some of the limitations and inaccuracies in our analyses. For 
instance, the observed time leads of the groundwater peaks relative 
to the surge peaks in the foreshore during the storm events (Fig.  8). 
Both storm events were accompanied by rainfall and high wave runup. 
Before the surge peak of storm 1 (13 Nov) there was a ±24-h period 
with several rain showers, elevating the GWT ahead of the surge (Fig. 
10a). Consequently, as the surge and tide increase and wave runup 
reaches further up the beach, the GWT may reach the beach surface 
before the peak of the foreshore water level. Unless the location is fully 
submerged thereafter, the GWT will not rise further, resulting in an 
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earlier low-pass peak. These hypotheses are supported by the second 
storm (30 Nov) showing mostly time lags, as the rain, ocean surge, 
and high tide are more in-sync (Fig.  10b). Finally, bed level changes 
complicated things even further as they changed the potential extent of 
the GWT. For instance, erosion can lower the beach surface and, with 
it, the GWT (e.g., at TT5 and TT6 during both storms 10a,b). As such, 
the GWT can sometimes even be used to roughly track morphological 
changes (Anarde et al., 2020).

The anomalous phase lead of the diurnal tide at TT3 and SW3 
(Fig.  6) is likely the result of noise or interference from surface flows 
(e.g., during the storms). Both stations were regularly submerged (Fig. 
3). During submergence no significant time difference in the tidal signal 
is expected. However, once the beach re-emerges the sediment damps 
and slows the tidal retreat in the GWT. This creates a time-varying 
asymmetry in the signal, as the low tides occurred during groundwater 
conditions (and therefore lag the ocean tide), whereas many high tides 
occurred in mixed/submerged conditions (Fig.  10c). In some cases, the 
groundwater may reach the beach surface ahead of the high tide peak 
and, if the location is not submerged, stop rising until the tide drops 
again, which might translate to a phase lead. However, this is unlikely 
to completely offset the observed lags in the low tide and therefore 
fails to explain the phase leads. These could also be an artifact of 
the spectral analysis being applied to the full time series with mixed 
regimes, essentially violating the stationarity condition, even though 
the ocean tidal signal itself is inherently stationary. The computed 
amplitudes and phase differences shown in Fig.  6 should therefore not 
be used as absolute values but rather to identify patterns (e.g., overall 
increasing lag towards dune).

The full response of the GWT to rain cannot be assessed from the 
low-passed time series because the main response occurs on shorter 
Fig. 10. Observed (ground)water levels at various stations, showing the conditional GWT response to the driving processes and their interaction with the beach matrix. (a) Water 
levels and bed level changes at TT during Storm 1; (b) Water levels and bed level changes at TT during Storm 2; (c) Tidal damping and asymmetry at SW3 compared to SW1; 
(d) GWT response to rain at TT on 9/10 November. Black dotted lines indicate bed levels, while the blue, pink, and green vertical lines indicate the time of the low-frequency 
peak at TT1 (Storm 1 and Storm 2) and TT3 (Rain), see also Fig.  7.
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timescales. The rain event on 9/10 November consisted of several 
showers over a period of about one day, leading to multiple short peaks 
in the GWT (Fig.  10d). These are smoothed into one peak in the low-
passed time series, but the GWT response occurs at higher frequencies. 
At stations 3–5 the response was different compared to stations 6–8, 
with two clear spikes indicating a relatively quick uprush of the GWT, 
before rapidly dropping again. At stations 6–8 the response was more 
gradual and the GWT also dropped more slowly, failing to reach its pre-
shower level before the next increase. This difference is likely due to 
the sediment above the GWT being more saturated at the lower stations, 
reducing the effective porosity, and allowing the infiltrating rain to fill 
the pores more rapidly. Moreover, before the first shower, the GWT is 
about 45 cm below the surface at TT4 compared to about 85 cm at 
TT7 (Fig.  10d). Therefore, the water needs to infiltrate further down 
at the higher stations and will get absorbed into the pore spaces of 
the drier sand, smoothing the response and leading to a time delay, 
which ultimately shows in the low-passed peak as well. Local and more 
frequent measurements of rainfall at the study site could help better 
identify and describe the GWT response to rain.

4.2. Impact on nest flooding

Our results suggest that the surge and rainfall are the dominant 
drivers of nest flooding on Galveston’s beaches and that the nest 
threshold was breached several times at each station. Past studies have 
indicated that both the frequency and duration of flooding events are 
critical for egg viability. For example, turtle eggs have been reported 
to tolerate short inundation periods (1–3 h), but egg mortality rates 
start to increase quickly after six hours (Pike et al., 2015). Moreover, 
eggs in the first or last 20% of their incubation periods are practically 
intolerant to flooding of any duration, with hatching rates already 
decreasing drastically after inundations as short as one hour, especially 
for saltwater (Limpus et al., 2021). Rainfall by itself likely has less 
impact on turtle nests than the surge, as eggs are more tolerant to 
freshwater and showers often lead to high but relatively short spikes 
in the GWT. A high surge on the other hand is bound to elevate the 
GWT for at least several hours, especially in combination with wave 
runup. However, compound events, like the rain-elevated GWT ahead 
of the surge during storm 1 still make rain an important factor for nest 
flooding.

The observed frequency and duration of flooding events in this study 
make it highly unlikely that turtle nests on Galveston Island’s beaches 
could yield viable hatchlings (Table  3). The GWT is relatively high, gen-
erally staying within 1 m of the sand surface, and can rise quickly and 
for prolonged time periods. We believe that this is due to a combination 
of the local sediment characteristics and the mild-sloping, low-elevation 
beach and dune system. Kemp’s ridleys sometimes also nest on or 
behind the first dune (Marquez, 1994), potentially to mitigate nest 
flooding. We did not monitor the GWT beyond the dune toe, however, 
the low elevation of the first ‘‘dune’’ (usually below 1 m) makes it 
unlikely that those nests would be safe from inundation. Moreover, we 
used a relatively shallow nest threshold—in reality nests can be deeper 
(especially for other species), thus experiencing more flooding if laid 
in the same region of the beach. Our findings indicate that Galveston 
Island’s beaches currently do not provide an ideal nesting habitat for 
sea turtles, even for relatively shallow nests (we did not quantitatively 
evaluate deeper nest thresholds as these would have been inundated 
even longer). Therefore, we recommend continuation of the relocation 
practices carried out by the State of Texas, as implemented by the state 
sea turtle coordinator and the Padre Island National Seashore’s Division 
of Sea Turtle Science and Recovery.

Moreover, we hypothesize that the CF could similarly disrupt egg 
gas exchange, leading to mortality rates comparable to GWT inun-
dation. Here, we define the CF as the fully saturated zone above 
the GWT (it is sometimes also defined as the full zone of capillary 
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action, reaching into the partially saturated zone with increased oxy-
gen availability). Oxygen availability rapidly decreases in the fully 
saturated CF, suggesting that gas exchange for eggs within that zone 
may be insufficient (Haberer et al., 2014; Jost et al., 2011). Espe-
cially in fine sediments (<0.1 mm), the CF width may potentially 
exceed 0.7 m (Turner and Nielsen, 1997). Unfortunately, our deployed 
moisture sensors were not calibrated properly, and we could not quan-
titatively estimate the CF from the measurements (Christiaanse et al., 
2025). However, a rough estimate of the CF width may be obtained 
from the average grain size: using 𝐷50 ≈ 0.15 mm for Galveston 
Island (Christiaanse et al., 2025) would result in a theoretical CF in the 
order of 0.5 m (Turner and Nielsen, 1997). This could drastically reduce 
the suitability of Galveston Island’s beaches for turtle nesting. Thus, 
despite the absence of existing literature on how the CF might impact 
sea turtle nests, we believe that it could be a significant determinant 
for turtle nests. While gas exchange is important, sea turtle eggs also 
need sufficient moisture levels (Ackerman, 1997; Mortimer, 1990), sug-
gesting they could be optimally placed in the partially saturated zone 
above the CF. Future research should therefore not only investigate the 
tolerance of turtle nests to complete inundation but also to CF exposure, 
for example by extending field/laboratory experiments like Limpus 
et al. (2021) and Pike et al. (2015). Additionally, simultaneous mea-
surements of CF extent and nest depths could shed more light on a 
potential relation and optimal nest depths.

The beach groundwater dynamics during the nesting season (April–
September) may differ to some degree from our observations (mainly 
November). For instance, the higher summer temperatures may lead to 
more evapotranspiration (i.e., faster drying of the beach), and therefore 
a lower mean GWT. However, hourly water levels at NOAA’s North 
Jetty station from 2001–2023 indicate that extreme water levels are 
more common and reach significantly higher values (>1.5 m NAVD88) 
during the nesting season (Fig.  11a). This is most likely due to the peak 
of the hurricane season (August–October) overlapping with nesting. 
Major hurricanes would completely wash away any nests, but regular 
(tropical) storms may frequently bring similar or slightly higher water 
levels than those observed in November 2023. The North Jetty water 
levels are relatively representative of those observed at TT1, though 
TT1 shows higher extremes, likely owing to wind and wave setup (Fig. 
11b). Long-term rainfall data from GLS (1991–2020) suggest that while 
the early nesting season is drier than November, August and September 
are wetter (Fig.  11c). Based on these factors, we expect the risk of nest 
flooding to be similar or even higher during the nesting season. Long-
term observations of the GWT combined with measurements of local 
rainfall and evapotranspiration would help validate this hypothesis by 
improving our understanding of the steady state groundwater flow and 
seasonal GWT variations.

We chose the two field sites for this study because they facilitated 
comparisons between a more natural (TT) and engineered (SW) beach 
setting. While the general results were similar, the engineered SW 
site typically exhibited a higher GWT, slower drainage, and longer 
flooding durations, even though the beach elevation at SW7 and SW8 
was slightly higher than at TT7 and TT8. This is likely the result 
of an interplay of various factors, which may include the engineered 
beach setting at SW. For example, the profile at TT (including the 
berm that eroded during storm 1) may be more effective in preventing 
higher water levels from affecting the GWT in the nesting area. Varying 
sediment characteristics may also play a role, for instance nourished 
beaches can be more compacted than natural ones (Hannides et al., 
2019), which would result in lower permeability and slower ground-
water drainage. Although nourishments in Galveston have generally 
been placed south of SW, the sand was still more compacted than at TT 
and contained visibly more shelly material (Christiaanse et al., 2025). 
The sea wall, paved street, and groins may also affect groundwater 
flow and rainwater runoff in the area. For example, the sea wall 
foundation could present a significant obstacle to groundwater drainage 
towards the landward side. Although both sites are currently not ideal 
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Fig. 11. Statistical comparison of water levels and monthly rainfall during the nesting 
season (April–September) and November. (a) Quantile-Quantile (Q-Q) plot of the 
observed hourly water level at the NOAA North Jetty station in November 2001–2023 
(x-axis) and April–June 2001–2003 (y-axis). (b) Q-Q plot of the observed water levels 
in November 2023 at NOAA Jetty (x-axis) and TT1 (y-axis). (c) NCEI Climate Normals 
mean monthly precipitation totals over 1991–2020 at the GLS weather station.

for nesting, our observations indicate that the engineered site (SW) is 
less suitable than the natural one (TT). This supports previous studies 
that have observed reduced sea turtle nesting suitability on nourished 
beaches (e.g., Brock et al., 2009; Grain et al., 1995; Steinitz et al., 
1998).

Given the interdependence between groundwater dynamics and 
beach slope, elevation, and sediment size (Turner et al., 1997), the 
importance of GWT fluctuations for nest flooding may vary significantly 
among global sea turtle nesting beaches. Specifically, steeper, higher 
elevation beaches with coarser sediments typically have greater perme-
ability and drainage (Turner et al., 1997), meaning that the mean GWT 
is likely deeper below the surface and the CF width is smaller (Turner 
and Nielsen, 1997). In such environments, we do not expect such 
frequent and extended periods of elevated groundwater, and therefore 
also less risk of prolonged nest inundation. That is, nests may still flood 
during high wave or surge events, but if the GWT drops below the 
nests more quickly the risk to egg viability will be lower. Nonetheless, 
continued inundation of nests is a threat on many nesting beaches 
worldwide, including the largest existing green turtle rookery on Raine 
Island, Australia (Limpus et al., 2021). Moreover, Kemp’s ridleys are the 
smallest species of sea turtle, digging the shallowest nests. Other species 
can dig deeper nests (up to about 1 m below the surface), which may 
remain inundated for longer time periods, depending on their location 
in the beach profile. Therefore, while flooding is primarily driven by 
ocean processes (and rain), our results underscore the importance of 
considering the GWT in studies and assessments of nest inundation, 
particularly in low-elevation beach systems. In that context, future 
research should work towards developing a generic framework to assess 
nest inundation on sandy beaches, taking into account local beach 
morphology and aquifer properties, hydrological and hydrodynamic 
forcing, and groundwater dynamics.

4.3. Towards nature-based solutions that enable sea turtle nesting

While it remains uncertain how sea turtles select their nesting 
beaches (Miller et al., 2003), it has been hypothesized that they try 
to reduce the risk of nest flooding by nesting in regions with lower 
tidal ranges and lower extreme surges (Christiaanse et al., 2024), 
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and selecting an appropriate spot or elevation on the beach (Maurer 
and Johnson, 2017). Coarser grain sizes are generally correlated with 
steeper beach slopes (Bujan et al., 2019), and have greater perme-
ability, resulting in faster groundwater drainage (Turner et al., 1997) 
and a thinner CF (Turner and Nielsen, 1997). Based on these relations 
and our observations in a fine-grained, low-elevation beach system, 
we would expect sea turtles to favor higher-elevation beaches with 
coarser sediment. Beach elevation has previously been identified as an 
important factor in determining nesting suitability for Kemp’s ridleys 
specifically (Culver et al., 2020), but also loggerhead, hawksbill, and 
green turtles (e.g., Horrocks and Scott, 1991; Kikukawa et al., 1999; 
Yamamoto et al., 2012). Yet, to date no clear relationship between 
sediment size and turtle nesting has been found (e.g., Foley et al., 
2006; Mortimer, 1990), except that turtles appear to avoid sites with 
extremely high or low grain sizes (Yamamoto et al., 2012). Mortimer 
(1990) hypothesized that too low water content could explain green 
turtles struggling on beaches with coarse sand (±1 mm), but did not 
conclude anything for finer grain sizes.

Beach elevation will become even more important in the light of 
future sea level rise, as the mean GWT is expected to follow mean sea 
level (Bjerklie et al., 2012; Michael et al., 2013). This will increase the 
risk of elevated groundwater due to ocean- and/or rain-driven inun-
dation if the beach morphology cannot keep up with the rising water 
levels. This is particularly concerning in regions with high relative sea 
level rise rates, like the western Gulf of Mexico. However, it may also 
provide opportunities for nature-based solutions to improve the suit-
ability of low-lying beach systems for turtle nesting—for instance, by 
increasing the beach elevation through turtle-friendly beach nourish-
ments. Different beach nourishment strategies for Galveston Island are 
currently being evaluated for coastal resilience and protection (USACE, 
2021) and these studies should include the impact on turtle nesting 
and the flooding of nests in particular. Increasing the beach elevation 
through re-profiling or nourishment has previously been suggested as 
a nature-based solution for nesting beach rehabilitation (Limpus et al., 
2021; Montague, 1993) and has successfully been implemented on 
Raine Island, Australia, in the past decade (Smithers and Dawson, 
2023). However, a lot of care must be taken to ensure that the re-
sulting beach profile and sediment characteristics enable turtle nesting, 
rather than hindering it (e.g., by nourishing with native sediment and 
reducing sand compaction; Grain et al., 1995; Hannides et al., 2019; 
Montague, 1993).

5. Conclusion

Understanding how ocean processes and rain drive short-term beach 
groundwater variability in sea turtle nesting areas is critical for evalu-
ating management practices like nest relocation and designing nature-
based solutions that mitigate nest flooding. In this study, we inves-
tigated the beach GWT response to ocean processes and rain in a 
fine-grained, mild-sloping beach system by analyzing field data gath-
ered on Galveston Island, Texas in the fall of 2023. We quantified 
the influence of IG waves, tide, surge, and rainfall on short-term 
GWT fluctuations between the high tide line and the dune toe by 
performing tailored spectral analyses on ±30-day time series of water 
level observations, categorized into groundwater, mixed, and submerged
regimes.

We observed significant short-term variability in the beach GWT 
across the backshore (𝑂(1 m)). Our results were generally consistent 
with previous studies, showing that the beach matrix acts as a low-
pass filter, with higher frequency signals getting increasingly damped, 
lagged, and distorted landward. Surge and rainfall dominated the GWT 
response in the upper backshore, the primary sea turtle nesting zone. 
The tidal signal was increasingly damped and asymmetric towards the 
dune, whereas IG waves were only relevant near the swash zone. Our 
analysis explicitly excluded inland groundwater processes (e.g., aquifer 
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recharge or regional groundwater flow), focusing solely on ocean and 
rainfall-driven groundwater fluctuations within the beach.

A flooding threshold based on a representative nest depth of 30 cm 
below the surface revealed multiple, prolonged nest inundation events 
(exceeding 12 h), even for the shallowest nests. This suggest that Galve-
ston Island is currently not a suitable nesting habitat for sea turtles as 
nests are likely to get flooded frequently and for prolonged periods. We 
therefore recommend continuing the current nest relocation program. 
Our findings underscore the importance of including the GWT in studies 
of nest flooding and encourage further research towards nature-based 
solutions that enable sea turtle nesting in low-elevation beach systems 
like Galveston Island, for example through the design of turtle-friendly 
nourishments. By integrating insights from coastal science and sea 
turtle biology, we can develop tailored solutions that not only mitigate 
flooding risks but also enhance habitat suitability under future climate 
scenarios.
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