


Abstract
The number of collaborations between humans and
artificial agents has risen steeply in recent years due
to the rapid expansion of AI. Numerous studies in
social sciences have already established that trust
is a crucial factor in ensuring effective teamwork.
While the dynamics of trust in human-human re-
lationships or the effects of human comportment
on the artificial agents’ trustworthiness have been
researched, the changes in human trustworthiness
as a result of different AI behaviors were scarcely
analysed. Therefore, the latter perspective needs to
be thoroughly studied as well. This paper has inves-
tigated how an AI directing the human can affect
human trustworthiness. So far, the directability has
been studied as a notion on its own without being
linked to trust or its effects on human - AI relation-
ships. For this research, subjective and objective
measurements have been used to assess the effects
of an AI directing the human in joint activity. In
order to quantify the human trustworthiness and as-
sess the possible changes, an experiment has been
carried out where participants played a Search &
Rescue game developed in the MATRX software.
The human’s trustworthiness has been calculated
using the ABI model and a questionnaire. The ob-
tained results suggest that there is not a significant
change in human trustworthiness as a result of the
artificial agent directing the human.

1 Introduction
Humans and artificial agents are collaborating and working
together more and more frequently. Humans can adapt faster
and better to new contexts, whereas artificial agents are more
efficient, cheap, and accurate at processing and accessing in-
formation or performing data searches [2; 15]. A success-
ful collaboration brings benefits to both sides, can enhance
performance, and can improve the quality of the final result.
Since the artificial agent is less prone to errors in perform-
ing specific tasks, one may wonder whether a human can be
trusted more and the outcome can be expected to be better
when the AI is directing the human in those contexts. Mutual
trust is essential for accomplishing this effective cooperation
[5]. With regards to human - AI interaction, mutual trust im-
plies that the human trusts the artificial agent, and the artificial
agent trusts the human as well. Therefore, the AI should be
able to form trust beliefs. The goal of this paper is to assess
the changes in human trustworthiness when an artificial agent
directs the human.

Since the dawn of humanity, collaboration has been at the
very foundation of any interaction between two or more par-
ties and it has represented a strong indicator of the progress
of each species. Trust has laid the foundation of success-
ful collaboration and represents a pivotal factor for agents in
the decision-making process of choosing worthy partners for
collaboration for completing tasks in open distributed multi-
agent systems [11]. Trust has played an important role in hu-
man - human interactions too. Therefore, trust represents an

important research topic in various areas such as psychology,
sociology, political science or economics in order to compre-
hend and analyse the humans’ relationships with other human
beings [14; 6]. In the field of artificial intelligence, multi-
agent systems are particularly interesting since the intentions,
characteristics, weak points, limitations, or goals of the au-
tonomous agents are usually concealed and thus, trust is cru-
cial for forming prolific relationships [20]. Joint activities in
these systems imply risk and uncertainty, that can be miti-
gated through trust, and thus trust is especially relevant and
should be studied from various perspectives.

The present paper focuses on the research question: ’How
does (an artificial agent) directing the human affect human
trustworthiness?’. In the context of this research, directing
means that the artificial agent will guide the human in the
process of completing the game by giving orders regarding
what the human should do. Nonetheless, the human decides
whether or not he/she will follow the directions of the artifi-
cial agent. The answers to the research question would then
provide important insight into how AI behaviours can affect
human trustworthiness, thus highlighting ways of enhancing
human - AI interactions. Specifically, the effectiveness and
reliability of these joint activities will significantly benefit as
the agent can rely on human work more and collaborate bet-
ter. In order to analyse trust on as many levels as possible,
this paper examines, using both subjective and objective mea-
sures, the changes in the three dimensions of trust: human
ability, benevolence, and integrity.

The hypothesis is that the human’s trustworthiness will in-
crease when an artificial agent is directing the human. The
reason behind this assumption is that when being directed,
the humans would not have to spend as much time making
decisions about the next move as they would have otherwise
because the agent gave directions. Instead, humans could use
their energy and focus to perform the assigned task fast and
optimally. This would boost the human ability, and since the
ability is a component of trust, then human trustworthiness
should increase. Moreover, the participants of the experiment
share the same values with the artificial agent because they
have the common goal of finding and rescuing the victims as
quickly as possible. This is expected to increase the integrity
values, which in turn will positively affect human trustwor-
thiness.

An important aspect that needs to be mentioned as well is
that pivotal work has already been done in this area, mainly
focusing on the autonomy of agents, trustworthiness in hu-
man - human or human - AI interaction, and trust models.
For example, as noted in previous studies, interdependence is
a crucial characteristic of joint activities between humans and
artificial agents, and therefore, it is necessary that the agents
can model social constructs such as trust in order to be able
to take into account the context as well [2]. Substantial work
has been done regarding the challenges that can be encoun-
tered, the risks and mitigation methods related to these kinds
of relationships, and their design, especially when the trust-
worthiness of each side is required [21].

Nonetheless, there is a lack of research on the perspective
of trust from an artificial agent’s point of view. Due to the
fast-paced and outstanding growth of the technological indus-



try, artificial agents will not only work with humans but may
potentially replace humans in several interactions. However,
humans may not be always competent, willing to collaborate
with an AI, or share the same values with the artificial agent
and these differences between the two parties ultimately af-
fects the teamwork and the results of the activity. Therefore
the agent should be able to evaluate the human’s trustworthi-
ness before deciding on an action or the distribution of tasks
when collaborating, for example. To be more specific, if a
robot designed to help people escape burning offices would
interact with humans, then it should obey the commands (i.e.
There is none else in the building, take me out now!) of a
trustworthy person [23]. Other examples include the aviation
industry, medical industry, car industry, and many others [10;
25]. Consequently, the increasing number of collaborations
between humans and artificial agents brings in risks and un-
certainties that can be mitigated only through mutual trust.

The report is structured as follows: the second section
presents the background, followed by the third chapter re-
garding the methodology, experiment design, and experimen-
tal setup. The analysis of the results is done in the fourth sec-
tion while the fifth part of the report covers the ethical issues
and concerns. The sixth section incorporates the discussion
and interpretation of the results. Afterward, the seventh part
highlights the limitations of the study and the eighth section
contains the future work. Finally, the ninth section concludes
the report and its findings.

2 Background
This section will provide an overview of several concepts that
are important for the scope of this paper.

2.1 ABI model

Figure 1: Model of Trust [16]

The ABI model has been constructed such that it would
have as its focal point trust in a setting consisting of two par-
ties: the trusting one (i.e. trustor) and the one to be trusted
(trustee) [16]. There are three factors of perceived trustwor-
thiness:

• Ability: ”that group of skills, competencies, and char-
acteristics that enable a party to have influence within
some specific domain” [16, p. 717]

• Benevolence: ”the extent to which a trustee is believed
to want to do good to the trustor, aside from an egocen-
tric profit motive” [16, p. 718]

• Integrity: ”The relationship between integrity and trust
involves the trustor’s perception that the trustee adheres
to a set of principles that the trustor finds acceptable”
[16, p. 719]

2.2 Relationship between Trust and
Trustworthiness

It is important to understand that trust is not a static value
and it can vary depending on the current situation, the actions
of the trustee, or the characteristics of the trustor [3]. There-
fore, trust is a relationship between two parties. On the other
hand, trustworthiness is inherent to someone, and whether or
not someone is perceived as trustworthy results in them being
trusted or not.

The ABI model also suggests that trust is the perceived
trustworthiness and the propensity to trust. However, the
propensity to trust is outside the scope of this paper and is
not discussed in this section.

2.3 Teaming Intelligence
Teaming Intelligence is a key driver of effective teamwork
that analyses all dimensions of the dynamics of the team and
the ways of improving the performance [8]. The human’s re-
luctance to work with and trust robots poses real problems to
teaming intelligence in human - AI interactions [7]. Strong
arguments have been made regarding the influence and ne-
cessity of optimally integrating interdependence between hu-
mans and artificial agents in team intelligence in these joint
activities [13].

A good method for designing systems that support human
- AI interactions is by using the coactive design [12]. This
design method emphasises three key elements for a success-
ful collaboration between humans and AI: observability, pre-
dictability, and directability (OPD). It is explained that di-
rectability has further influence on trust because it allows con-
trol, which has a positive effect on trust as well. In other
words, the possibility to modify a teammate’s actions by giv-
ing commands boosts trust in the team behaviour as a whole,
while the opposite, when directability is not allowed, fre-
quently increases mistrust and ”leads to overly conservative
behavior” [13, p. 24].

3 Method
This section contains a description of the experimental setup
and research methodology, more specifically it explains the
systematic techniques used to answer the research question,
motivates the choices that have been made, and aims to prove
the validity and reliability of the methods.

3.1 Participants
In order to guarantee the well-being, safety, and security of
the participants, the experiment has been approved by the
Human Research Ethics Committee at Technical University
Delft before being carried out. All 40 participants that have
taken part in the experiment were recruited through profes-
sional and personal networking. The participants are pursuing
higher education degrees and have highly advanced knowl-
edge in computer science. The age group was 18 - 24 years



old and the cultural backgrounds were European (35), Asian
(3), African (1), and South American (1). The gender distri-
bution was as follows: 29 identified themselves as male, 10 as
female, and 1 as ‘Other’. Half of the participants were used
for the control group and half for the experimental group.

3.2 Search and Rescue Game
The task that the participants had to perform during the ex-
periment was to collaborate with an artificial agent in order
to successfully search and rescue injured victims in an online
environment in the form of a game developed in the MATRX
software1. The game has been developed by Ruben Verha-
gen, a Ph.D. Candidate at Delft University of Technology 2.
The goal of the game was to communicate with RescueBot
in order to find the victims as fast as possible and bring them
to the drop-off zone, which was situated at the bottom of the
map on the left side. There are eight victims to be saved, and
all of them are situated in nine rooms labeled from A1 to C3
as in Figure 2. A crucial element for the success of the game
was communication. The artificial agent will always com-
municate in which it will search, what victims it has found,
or what victims it has picked. The human can communicate
back through the UI using the buttons designed for the ac-
tions of searching a room, finding or picking up a victim, as
in Figure 4. Good communication will speed up the search
and rescue process because, for example, while the human is
carrying the victim to the drop-off zone, RescueBot will start
looking for the next victim that needs to be saved.

Figure 2: Search and Rescue Game

There was a hard interdependence relationship between the
human and the agent which means that the two parties were
required to collaborate in order to finish the game and reach
the goal of saving all victims. The constraints of the game

1https://matrx-software.com/
2https://github.com/rsverhagen94/TUD-Research-Project-2022

were: the game must be finished in a maximum of ten min-
utes, the victims needed to be saved in order from left to right,
and the human needed to pick up the critically injured persons
since the other agent was not allowed to do so and the human
needed to clarify the gender of the injured baby for the robot
since the robot could not distinguish it.

For this research, the structure of the codebase has been
modified, another artificial agent that gives directions to the
human has been created and methods for measuring the hu-
man’s trustworthiness have been implemented. The artificial
agent has two different implementations: one for the control
group in which it will give tips that the human may or may not
follow, and the second one in which the agent will give human
directions that he/she should follow. Nevertheless, the human
will still be autonomous, meaning that ultimately he/she is
free to make the decision of following the agent’s commands
or not. The agent for the control group will introduce itself as
can be seen in Figure 3, meanwhile, the directing agent will
emphasise the fact that it will give commands to the human,
instead of just tips. An example of interaction between the
directing agent and the human can be observed in Figure 4.

Figure 3: Artificial Agent’s Introduction Message for Control
Groups

Figure 4: Communication Between the Human and the Directing
Artificial Agent



3.3 Quantifying Trustworthiness
In order to quantify human’s trustworthiness, both objective
and subjective measures have been used since examining the
data from two opposite approaches results in a more com-
plete analysis. More specifically, the first one is especially
useful for removing biases from the analysis and for ensuring
the accuracy and replicability of the data. The latter one is
important because it incorporates participants’ opinions and
attitudes, which have a significant impact on their actions and
reveal a new dimension that needed to be examined.

A questionnaire has been created in order to analyse the
participant’s perception of their own trustworthiness through
subjective measurements. The questionnaire was designed
such that it would focus on the three dimensions of trustwor-
thiness, namely ability, benevolence, and integrity. For abil-
ity, the participant assessed their own skills needed or desired
in order to successfully perform the task, their own knowl-
edge regarding the task, their own qualification to perform the
task, their communication skills, and the teammates’ faith in
the participant’s ability. Regarding benevolence, it has been
aimed to reveal the participants’ intentions to do good to the
artificial agent, thus the subjects were asked whether or not
they had the agent’s best interests in mind, whether or not
they have been motivated and have been willing and eager to
help the agent in case it needs assistance and/or follow agent’s
commands during the game. As for the integrity measure-
ments, the participants were questioned about whether they
thought they have honoured their word, kept their promises,
and told the truth to the agent.

Additional to the questionnaire, other metrics have been
used in order to guarantee an objective view of the trustwor-
thiness values as well. Specifically, for ability, methods for
checking what amount of moves or clicks it took for a hu-
man in order to finish the game, and the number of victims
that he/she saved, found, or picked up were implemented.
For benevolence, the communication skills were central for
the methods since the human could only show that he/she in-
deed wants to help the agent if he/she communicated when-
ever they found a victim or whenever they helped the agent
identify the gender or pick up someone who was severely in-
jured. However, for integrity, the focus was on whether the
human carried out the activities that he/she said he/she would
do (i.e. communicated they would search a room and fol-
lowed through, helped identify the gender and the gender was
indeed correct, etc.).

3.4 Procedure
The experiment has been carried out as follows: the partici-
pant started by reading the tutorial provided by the researcher
and completing the Consent Form is he/she agrees with being
part of the experiment and accepts the possible risks. The tu-
torial page presented the overall necessary information about
the game such as the goal, where the victims could be found,
how the communication between the participant and the agent
could be carried out, how these two parties could interact, or
what are the limitations of RescueBot. Any questions regard-
ing the procedure, game, or questionnaire can be asked mean-
while. After the possible clarifications that the researcher is
directly responsible to offer, the Search & Rescue game will

start. The game will last a maximum of ten minutes. During
these ten minutes, the participant is supposed to collaborate
with the AI agent such that the game will be completed as
fast as possible. One important aspect to be noted is that the
human can complete the game on his/her own, however, this
is not the goal of the experiment. The participant will inter-
act with either the agent that will give directions or with the
one who gives suggestions and tips. The choice regarding
the nature of the agent that interacts with the participant has
been made randomly. The next step of the experiment after
the game is completed is the questionnaire. In this step, the
participant will answer questions regarding the participant’s
self-evaluation of trustworthiness. The aim of this step is to
collect the attitudes and subjective points of view of the par-
ticipants regarding their performance. The data is automati-
cally collected using PKL files for the game, and the answers
to the questionnaire are stored as a JSON file.

4 Results
In this section, the results of the experiment will be presented.
The aim of the experiment was to establish if the human’s
trustworthiness will increase when the human is directed by
an artificial agent.

4.1 Objective Measurements
Various methods have been implemented in order to accu-
rately and objectively measures the ability, benevolence and
integrity corresponding to the participant’s performance dur-
ing the game. The complete list of methods with description,
and what they measure can be found in Figure 5.

Figure 5: Objective Measurements & Interpretation

The trustworthiness has been computed as the average of



the ability, benevolence and integrity because the time con-
straints did not allow for a deeper research into the most op-
timal weights of these three attributes.

The bar graph from Figure 6 displays the averages of the
participant’s scores for ability, benevolence, integrity and
trustworthiness. In order to generalise, statistical tests have
been used for checking if the difference was random or if the
conclusions were supported by data [18].

Figure 6: ABI Objective Measures Comparison

Table 1: Comparison of Means and Standard Deviations for
Control Group

Mean Standard Deviation
Ability 0.758 0.158
Benevolence 0.566 0.200
Integrity 0.702 0.253
Trustworthiness 0.675 0.161

In order to check for the normality of the data that has been
gathered, the Shapiro-Wilk test (1965) has been used, and the
original constrains of the sample size smaller than 50 did not
represent an issues as the sample size of experiment was 40
[22]. If data was not normally distributed, then the Mann-
Whitney test have been performed to check whether there are
significant changes in the ability, benevolence, integrity and
trustworthiness when the artificial agent is directing the hu-
man. Otherwise, T-test were performed.

The null hypothesis of Shapiro-Wilk test states that data is

Table 2: Comparison of Means and Standard Deviations for
Experimental Group

Mean Standard Deviation
Ability 0.84 0.082
Benevolence 0.581 0.133
Integrity 0.684 0.244
Trustworthiness 0.701 0.101

normally distributed. If p-value is smaller or equal to 0.05,
then the null hypothesis is rejected. This means that data is
not normally distributed. If p-value is greater than 0.05, then
the null hypothesis is not rejected. This means that data may
be normally distributed, but it does not guarantee the normal-
ity.

Table 3: P-values for the Shapiro-Wilk test for Control and
Experimental Groups

Control Group Experimental Group
Ability 0.004 0.29
Benevolence 0.19 0.13
Integrity 0.003 0.21
Trustworthiness 0.28 0.64

From the above table, it can be concluded that data may be
normally distributed in the experimental group for all four di-
mensions (i.e. Ability, Benevolence, Integrity and Trustwor-
thiness). In the control group the data for Benevolence and
Trustworthiness may be normally distributed, while the val-
ues for Ability and Integrity were certainly not normally dis-
tributed. Therefore, for Ability and Integrity, Mann-Whitney
tests have been carried out and T-tests for Benevolence and
Trustworthiness.

The results for these tests were as follows:

• The 20 participants that have interacted with the agent
that was giving directions and commands (M = 0.840,
SD = 0.082) compared to the 20 participants from the
control group (M = 0.758 , SD = 0.158) did not show
significantly changes in the values for the Ability mea-
surement, t(38) = -2.015, p = .051.

• For Benevolence, there was a significant difference in
the scores for the experimental group (M = 0.581, SD =
0.133) and control group (M = 0.566, SD = 0.2); t(38) =
-2.673, p = .011.

• There was no significant variation for Integrity, t(38) =
0.23, p = .819, between the participants in the control
group (M = 0.702 , SD = 0.253) and the ones in the ex-
perimental group (M = 0.684 , SD = 0.244).

• Overall, the participants from the experimental group (M
= 0.701, SD = 0.101) did not show significant differ-
ences regarding their Trustworthiness, t(38) = -1.766, p
= .085, comparing to the control group (M = 0.675, SD
= 0.161).

4.2 Subjective Measurements
In order to measure the internal consistency within the re-
sponses of each participant, the Cronbach’s alpha has been
used since this is the most frequent test for reliability scores
[4]. Below it can be found the table with the value resulted
from the Cronbach’s alpha test for the questionnaire.

Generally, a value of 0.7 or above is regarded as accept-
able, meaning that there is internal consistency within the re-
sponses of the candidates. As it can be seen in the table, the
questions regarding the ability in the experimental group have
a rather low value (0.5), thus this indicates the participants did



Table 4: Cronbach’s alpha Result for Control and Experimental
Groups

Cronbach’s alpha Control Group Experimental Group
Ability 0.742 0.504
Benevolence 0.892 0.787
Integrity 0.904 0.869

not have consistent answers for questions meant to measure
the same aspects. The rest of the values were above 0.7, so
the participants’ responses were consistent.

The questionnaire contains 15 Likert scale questions re-
garding self-evaluation of the ability, benevolence and in-
tegrity of the participant throughout the game. More specifi-
cally, each dimension had five corresponding questions. The
results derived from the questionnaire can be found below.

Figure 7: ABI Questionnaire Score Comparison

In the bar graph from Figure 7, the average values for abil-
ity, benevolence, integrity, and trustworthiness can be ob-
served. Since the Cronbach’s alpha for the ability questions
in the experimental group was low, the corresponding result
derived form the questionnaire can be regarded as not reli-
able. Statistical tests have been used in order to determine
if the difference was arbitrary and the conclusions could be
supported by data.

In order to check for the normality of data, the Shapiro-
Wilk test has been used for the subjective measures, as well
as for the objective ones.

Table 5: Values of the Shapiro-Wilk test for Control and
Experimental Groups according to the Questionnaire

Control Group Experimental Group
Ability 0.478 0.299
Benevolence 0.066 0.111
Integrity 0.008 2.4405119347647997e-06
Trustworthiness 0.401 0.052

The results indicate that the data may be normally dis-
tributed both in the control and experimental group for the

Table 6: Comparison of Means and Standard Deviations for
Control Group

Mean Standard Deviation
Ability 0.726 0.142
Benevolence 0.681 0.262
Integrity 0.820 0.184
Trustworthiness 0.742 0.166

Table 7: Comparison of Means and Standard Deviations for
Experimental Group

Mean Standard Deviation
Ability 0.811 0.101
Benevolence 0.683 0.219
Integrity 0.935 0.123
Trustworthiness 0.81 0.113

questions regarding ability, benevolence, and trustworthiness,
thus T-tests have been performed. The data is not normally
distributed for the questions quantifying integrity in both
groups, therefore Mann-Whitney tests have been carried out.

The results of the tests have been:

• The participants that have interacted with the agent that
was giving directions (M = 0.811 , SD = 0.101) eval-
uated their Ability skills significantly higher, t(38) = -
2.142, p = .039, compared to the 20 participants from
the control group (M = 0.726, SD = 0.142).

• For Benevolence, there was no significant difference
between the self-evaluation scores in the experimental
group (M = 0.683, SD = 0.219) and control group (M =
0.681, SD = 0.262); t(38) = -0.026, p = .98.

• There was a significant increase of the Integrity, t(38) =
-2.257, p = .03, for the experimental group (M = 0.935 ,
SD = 0.123 ) in contrast to the control group (M = 0.820
, SD = 0.184).

• Generally, the participants from the experimental group
(M = 0.81, SD = 0.113) did not show significant dif-
ferences regarding their self-rating of Trustworthiness,
t(38) = -1.459, p = .153, comparing to the control group
(M = 0.742, SD = 0.166).

4.3 Confounding Variables
The participants came with a strong background in Computer
Science and gaming. Therefore, their ability in the context
of successfully completing the game is quite high regardless
of their benevolence for helping the robot to save victims or
integrity. Moreover, several participants have interacted with
the MATRX software before, thus they were more familiar
with the process and design of the game used for the experi-
ment. Therefore, this influences the results of measurements
of trustworthiness.

Another confounding variable could be the English pro-
ficiency of the participant. If their knowledge is vast or if
English is their mother language, then their response time to
the tasks that the AI agent suggests or commands them to do



would be lower since the human would spend insignificant or
no time at all on understanding what is required of them and
how they should answer.

5 Responsible Research
This section comprises a reflection on the ethical implications
and considerations of the experiment and a discussion on the
reproducibility of the research methods. These aspects are
especially relevant since the world has seen horrendous ex-
periments being done, for instance during WW2, that should
never be allowed to be carried out ever again, and lately, more
and more scientists are concerned that a significant part of the
new studies cannot be replicated and thus, their results cannot
be verified accordingly [1].

To begin with, the research has received the approval of
the Human Research Ethics Committee (HREC) at TU Delft
since it is considered to be Minimal Risk. For instance, the
experiment poses no possible physical risks (i.e. injury, dete-
rioration of participant’s health, or any kind of physical dis-
comfort) or psychological risks (e.g. anxiety, mental stress,
loss of self-esteem, or distress as a result of deception). Ad-
ditionally, the experiment does not imply any economic or
social risks such as financial loss, deterioration of reputation,
and social relationships. No specific personally identifiable
information (PII) nor any associated personally identifiable
research data (PIRD) has been collected. However, as de-
fined by GDPR (the General Data Protection Regulation) per-
sonal data such as age group, gender, or childhood place has
been collected during the experiment which implies a certain
amount of risk regarding the safety and security of the partic-
ipants. As a mitigation method for the risk, the personal data
will not be linked in any way to the participants’ responses
and performance in the Search and Rescue game nor stored in
the institutional open repository of TU Delft. Another poten-
tial risk associated with this experiment is that, even though
the participants are not part of vulnerable groups or are in a
subordinate position to the experimenter, they are usually part
of the personal network of the researcher, thus they may feel
pressured to behave in certain ways that would please the re-
searcher. In order to minimise this risk, the participants are
required to sign a consent form where it is stated that they are
allowed to choose to stop their participation in the experiment
at any point without being required to give any explanation.

Furthermore, the reproducibility of this research is guar-
anteed through various steps including automated data anal-
ysis, publishing all the data that has been gathered such that
anyone can inspect it, the experimental setup being explained
in detail, and having two different approaches for quantify-
ing trustworthiness in order to minimise the bias (i.e. sub-
jective measures through questionnaire and objective mea-
sures through programming methods for computing the per-
formance of a participant). The automated data analysis is
performed using the open-source Python library SciPy3, for
example for calculating the independent T-tests or Mann-
Whitney tests. Moreover, the implementation of the agent
or the metrics used for measuring human trustworthiness is
available to anyone upon request.

3https://scipy.org/

6 Discussion

This section will provide a discussion and interpretation of
the results that have been presented in Section 4. The ex-
periment has been carried out aiming to assess how AI be-
haviours, the directing behaviour in this case specifically, af-
fect the human’s trustworthiness.

The results of the experiments indicate that there is no sig-
nificant change in human trustworthiness when the artificial
agent is directing the human in a setting with a simplistic and
common task such as the Search & Rescue game. Therefore,
the hypothesis could not be validated.

On the other hand, the Two-Tailed Test has showed that, ac-
cording to the objective measures, the benevolence increases
when the human is directed by the AI in joint interactions.
For this experiment, assessing human benevolence was done
by measuring:

• How well the human communicated his/her actions with
the agent (e.g. how many times the humans said they
found a new victim compared to the amount of times
when the humans found a new victim)

• How fast the human performed the task that the agent
suggested/directed

• How many times the human performed the task that the
agent suggested/directed compared to the total amount
of times the agent gave suggestions/directions

This result was expected since obedience to authority is a
well-researched phenomenon in social psychology that essen-
tially boils down to the fact that people have a strong tendency
to obey authority [17]. Because the directing agent shows
more authority than the agent which offers suggestions, the
humans were expected to report their actions and to follow
through with the directions more in the experimental group.

Furthermore, the Two-Tailed Tests have indicated that, ac-
cording to the subjective measures (i.e. questionnaire), peo-
ple evaluated their ability higher when they were directed by
the artificial agent. Since it is well acknowledged that the
fields that are using AI had improved their quality and be-
come more efficient, it is natural to think that an improvement
will happen at individual level as well [19]. Therefore, the
increased confidence in their own ability that the participants
from the experimental group have shown was expected. How-
ever, the Cronbach’s alpha, that measures reliability through
internal consistency, indicated that the answers for the ques-
tions aimed to measure the ability were not consistent.

Lastly, the Mann–Whitney U test has revealed that the
participants interacting with the directing agent have self-
assessed their integrity higher than the ones interacting with
the agent that was giving suggestions. This increase in the
perception that people had about their own integrity could
be explained again by the concept of obedience to authority.
This is because the humans complying with RescueBot’s di-
rections may actually result in them having shared values and
goals such as to find and save the victims as fast as possible.
In order to reach this goal, the human had to be honest and
fair.



7 Limitations
The results and conclusions of this experiment need to be con-
sidered taking into consideration various limitations, and thus
the aim of this section is to highlight and interpret them.

The first limitation that can be observed is the small sam-
ple size for the experiment. Due to the time constraints of
this study, only forty participants have taken part in the ex-
periment, therefore the assumption that such a small number
of subjects can be representative of a population of billions
of people is an example of cognitive bias. Additionally, the
confounding variables, as explained in subsection 4.3, could
have impacted the results of the study, thus further experi-
ments with participants with more diverse backgrounds are
vital in order to guarantee the generality and validity of the
conclusion. Moreover, in order to offer the possibility for
the participants to take part in the experiment online, the
port forwarding technique has been used, which had added
latency of a few seconds. This could have affected the perfor-
mance of participants in the experiment, their benevolence,
and ability in special since the human may get irritated be-
cause of the lag or prioritise completing the game and saving
the victims over communicating with the robot, which affects
their trustworthiness. Finally, the diversity of the participants
in terms of cultural and social background is scarce as well
as most of them were recruited through personal networking
which resulted in a pool of participants almost entirely from
Europe. Thus, the results may not be representative of the
overall population and future study of this aspect is strongly
recommended in order to incorporate the ethical differences
between different continents and cultures.

8 Future Work
Several studies advise that Cronbach’s alpha results should
not be used without conditions, recommending the reliability
scores based on the structural equation modeling [9; 24]. For
example, a low alpha score may indicate that there is not a
sufficient number of questions in the questionnaire, instead of
simply meaning that there is low consistency in the responses.
Thus, in this case, more questions could be added in order to
increase and guarantee the reliability of the answers.

For future studies, more diverse sample size is strongly
recommended. People from all backgrounds, and ages, with
various expertise in computer science and gaming, and with
different English proficiency should be recruited in order to
make the results of the study representative of the population.

The participants of the experiments have given their rec-
ommendations for improving the experience of the research.
In summary, they advised having a voiceOver feature when
collaborating with the robot because it is easier and faster to
communicate their actions and to remember and pay atten-
tion to what the RescueBot is telling. More than a quarter of
the participants have said that they would have shared more
information regarding their next or current more if they had
this feature. More than a third of the participants mentioned
that they would have collaborated more with the agent if the
agent was faster. Since the participant was faster than the
RescueBot, they had chosen to go and pick the victims up
themselves instead of communicating to the agent and wait-

ing for it to pick them up. Thus, the behaviour of the agent
needs to be optimised in order to allow faster movements.

9 Conclusion
The aim of this research was to assess the changes in human
trustworthiness as a result of an artificial agent directing the
human in joint activities. In order to quantify the trustworthi-
ness, an experiment in the form of a search & rescue game
developed in MATRX software has been carried out. Both
objective measures and subjective measurements (i.e. a ques-
tionnaire), which can be found in Section 4, have been used.

Statistical tests indicated that neither for the subjective
measurements nor for the objective ones, the hypothesis stat-
ing that trustworthiness would increase when the artificial
agent was directing the human, could not be validated since
there was no significant difference between the values ob-
tained in the control and experimental group.

Nonetheless, the results of the experiment showed a sig-
nificant increase in the objective measurements of the partic-
ipant’s benevolence when the participant interacted with a di-
recting agent. Another positive correlation has been found be-
tween the participants’ self-evaluation of their ability and the
interaction with the directing AI. However, Cronbach’s alpha
for the answers to the questions regarding ability indicated a
low internal consistency. Furthermore, the collaboration be-
tween the human and the directing agent has been found to
be positively correlated with the participant’s self-perceived
integrity as well.

The findings of this study need to be considered in light of
several limitations such as the small sample size and the lack
of diversity of the participants, especially in terms of cultural
background and computer science knowledge. Future work
might use different tests for the internal consistency of the
answers to the questionnaire, and explore more with distinct
definitions of directability.
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