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Summary

Increases in computational power have enabled the growing use of Large Eddy Simulations (LES)
for high-fidelity wind farm modelling. These simulations typically rely on Blade Element Momentum
(BEM) methods to accurately represent the turbine forces. However, use of BEM in industry is often
impossible, as the required turbine geometry is confidential. This limits industry-scale LES to the use
of uniform Actuator Disk Models, which cannot resolve the force distribution over the rotor.

This thesis explored the use of Analytical Body Force Models (ABFM) to compute the blade forces
within LES, requiring only limited knowledge of the turbine geometry. The ABFM was usd to compute
the axial and azimuthal force distributions over the rotor disk based on a turbine operating condition.
For a given average disk velocity, these operating conditions were obtained from a calibration using the
characteristic turbine curves. For uniform inflows, an analytical solution existed, denoted as ABFM-H.

To resolve non-uniform inflows, the ABFM was coupled to the LES by supplying it with the velocity
distribution over the rotor disk, including rotor self-induction. Two coupling strategies were proposed.
For the two-way coupled ABFM-2W, the computed forces were projected back into the LES to simulate
the turbine. The ABFM-1W was one-way coupled, representing the turbine in the LES as a uniform
Actuator Disk.

Verification showed that the ABFM-H could correctly reproduce the results of literature. Further inves-
tigation confirmed that the ABFM-1W and ABFM-2W converged to the same solution as the ABFM-H
for uniform inflow, although some numerical artifacts were observed in the azimuthal force. For uni-
form inflow, all ABFM models compared well to BEM for velocities up to rated. Above rated velocity,
the accuracy decreased, especially for the axial force. Nevertheless, the main trends could still be
captured.

The model was tested under increasingly complex inflow conditions. For sheared inflow the time-
averaged loading remained consistent with BEM, especially for the ABFM-2W. However, azimuthal
fluctuations in loading due to changes in thrust and power at sub-revolution timescales could not be
resolved. In partially waked inflows both ABFM-1W and ABFM-2W resolved the mean loading distribu-
tion, but only the ABFM-2W successfully captured the standard deviation. The difference was caused
by wake characteristics: the wake of the ABFM-1W exhibited significant numerical smoothing, whereas
the ABFM-2W showed a more distinct boundary between wake and ambient flow and captured the root
vortex. As a result the ABFM-2W wake exhibited a higher turbulence intensity.

While the proposed methodology provided reasonable estimates for the force distributions for different
inflow conditions, several areas of improvement remain. It should be investigated whether numerical
artifacts can be further reduced when sampling the disk velocity distribution. Higher accuracy could also
be achieved if the freestream velocity could be estimated with less uncertainty. Further improvements
of the model refer to its ability to resolve more complex flow cases, including corrections for yawed
flow, integration of a turbine controller within the LES, and coupling to a structural solver to assess
aeroelastic effects.
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1
Introduction

In an effort to reduce carbon dioxide emissions, the world is slowly replacing fossil fuel-based electricity
generation with its renewable counterparts. As such, the capacity for both onshore and offshore wind
power is also rapidly rising. According to the Center for Statistiek Statistics (CBS), the wind energy
capacity in the Netherlands increased by more than 280% in the period 2015-2023[11]. In 2023 alone,
this growth was an impressive 35%, adding up to a total of 29TWh being generated by wind resources.
Compared to the total electricity production of 120TWh, it can be concluded that almost 25% of Dutch
electricity in 2023 was generated by wind power.

On a global scale, this development is moving slightly slower, yet the share of wind energy contributed a
not insignificant 7.8% to the total electricity production in 2023, as opposed to a mere 3.5% in 2015[19].
Coupled with this increased interest in wind energy, the industry has benefited significantly from econ-
omy of scales, dropping its costs per kWh to below those of fossil fuels and to levels similar to those of
other renewables, as seen in Figure 1.1[30].

Figure 1.1: Costs per kWh of different renewables, compared to fossil fuels. Graphic obtained from IRENA[30]

This growth is also partially stimulated by significant advances in turbine design, allowing installment of
turbines of ever-increasing size and capacity, as demonstrated in Figure 1.2[89]. The first installment
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of the largest turbine to date, the MySE18.X-20MW by Mingyang Smart Energy, was just finished in
China in August 2024[21]. With a rotor diameter of 260-292m and a sweeping area of almost 67 000m2,
the turbine has a revolutionary rated power of 20MW.

In addition to isolated turbine performance, advances in the fields of Computational Fluid Dynamics
(CFD) allow for a more elaborate investigation of the airflow interaction between wind turbines and their
environment. Current state of the art Large-Eddy Simulations (LES) have advanced the understanding
of intricate flow behaviour regarding wake interference between turbines in a farm, as well as the effects
of complex terrain. This in turn has inspired many different new research branches centered around
wind farm dynamics and wind resource assessment. Unfortunately, LES’ high computational costs
have limited these studied to mostly simplified academic cases, which are not directly applicable in
industry[3].

Figure 1.2: Average capacity of on-shore and off-shore wind turbines in the period 2014-2023. Graphic obtained from Wind
Europe[89]

However, the potential for computational complexity is ever increasing. For decades, processor ar-
chitecture has adhered to Moore’s law, leading to a doubling of transistors in densely integrated cir-
cuits roughly every two years[12]. In more recent years, this growth seems to slow as physical lim-
its are approached. Instead, a greater emphasis is placed on the parallelization of tasks on GPUs,
which is further accelerated by the increasing interest in AI applications, which benefit greatly from this
archetype[40].

All these increases in computational speed, combined with the adaptations of CFD codes for use on the
GPU have allowed significant speedups of LES simulations[60]. As a result, these developments are
gradually being introduced in industry by some companies. One such company is Whiffle, the company
with which this thesis is carried out in collaboration. Whiffle has developed a GPU-based atmospheric
flow LES solver called ASPIRE[28]. Using ASPIRE, they aim to enable the simulation of complete wind
farms. This in turn enables more realistic wind resource assessment and power forecasting.

In this thesis, it will be investigated how current industry LES methods can be improved to calculate the
blade loads of wind turbines. This will be done by extending the integrated wind turbine framework in
ASPIRE. Specifically, the research aims to develop an efficient approach to model the force distribution
along wind turbine blades without extensive geometric details, which are often confidential. The chosen
approach should be viable for application on an industry scale.

The thesis is structured as follows. First, chapter 2 will present an overview of relevant literature. Then,
the methodology and modeling techniques will be discussed in chapter 3. As some of these models are
relatively new, they will be extensively verified in chapter 4. Afterwards, chapter 5 will discuss the results
in a more realistic setup. The thesis will end with a conclusion in chapter 6 and recommendations for
future work in chapter 7.



2
Literature Review

Wind turbine dynamics have been studied for over a hundred years. Many different approaches have
been tried, with varying degrees of success. To implement a new modeling technique, it is essential
to know what has been done before and build on existing ideas. To do this effectively, it is required to
study the current literature.

In this chapter, it will be reviewed how the aerodynamics of wind turbines have been modeled in the
past and in the current times. First, section 2.1 will discuss how the performance of a single turbine
is assessed. Then section 2.2 will extend this framework to the assessment of entire wind farms.
Afterwards, section 2.3 will analyse how these techniques are combined in state-of-the-art research,
but also what limitations are encountered. Based on these limitations it will be seen that there are
several possibilities to apply new LES techniques to industry. This will be further explored in section 2.4,
which discusses the research questions and hypothesis for this work.

2.1. Individual Turbine Analysis
During rotor design, one has to consider many different load cases. Meanwhile, the rotor geometry
can be optimized using a large set of design variables, which all have to be investigated. As such,
the emphasis during this phase is placed on investigating many different scenarios. Simulation tools
should therefore be predominantly fast, while maintaining a reasonable level of accuracy. This generally
requires the use of some assumptions, making these models most suitable for isolated turbine analysis
of relatively simple flow cases. Throughout the years many different techniques have been developed.
The simplest and arguably the most important one is the Blade Element Momentum (BEM) theory,
which is explained in subsection 2.1.1. The next level of complexity consists of vortex models, which
are briefly covered in subsection 2.1.2. Then, subsection 2.1.3 will cover blade-resolved computational
fluid dynamics simulations, which constitute a much more state-of-the-art numerical technique. The
section will end with a discussion on Actuator Methods in subsection 2.1.4, which are used to represent
turbines within a CFD simulation in a simplified manner.

2.1.1. Blade Element Momentum Theory
BEM theory was developed by Glauert already in 1935[22]. Although the theory was originally intended
for propeller design, it is applicable to turbines as well. Despite its simplicity, BEM has proven to be
accurate for a wide variety of commonly occurring use cases, causing it to still be a common tool in
turbine analysis. Sørensen [73] even claims that it is the only approach used by turbine manufacturers
in rotor design. Moriarty and Hansen[46] indeed confirm that this exact formulation forms the backbone
of the ”AeroDyn” module of FAST, a software package often used in academia for the evaluation of rotor
performance.

As the name suggests, BEM theory forms a combination between blade-element andmomentum theory.
The former refers to a technique in which the aerodynamic characteristics of a 3-dimensional turbine
blade are determined by investigating the 2-dimensional airfoil geometry, considering the local value
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2.1. Individual Turbine Analysis 4

of perceived velocity. According to this definition, the radial thrust and torque distribution is given by
Equation 2.1 and Equation 2.2 respectively[73]. Here T refers to the thrust force, Nb to the number of
blades, Fn to the normal force of a single blade per unit of span, ρ to the air density, Vrel to the local
velocity, Cn to the non-dimensional normal coefficient of the airfoil, Q to the torque, Ft to the tangential
force per blade per unit span, r to the radial coordinate and Ct to the tangential force coefficient.

dT

dr
= NbFn =

1

2
ρcNbV

2
relCn (2.1) dQ

dr
= NbFtr =

1

2
ρcNbrV

2
relCt (2.2)

The force coefficients are given by a rotation over the local inflow angle ϕ of the aerodynamic coeffi-
cients of lift and drag to the turbine coordinate system. Following Figure 2.1, it is found that the normal
and tangential coefficients are found from the lift and drag coefficients as in Equation 2.3 and Equa-
tion 2.4. These aerodynamic coefficients, in turn, can be found from tabulated airfoil data at the relevant
Reynolds number. Note that these 2D airfoil data are generally obtained from experiments and need
to be corrected for 3D effects. The angle of attack is found from Equation 2.5, where γ includes the
effect of both the twist of the blade and the pitch.

Figure 2.1: A Blade Element with its corresponding force and angle definitions. Graphic obtained from [73]

Cn = Cl(α) cosϕ+ Cd(α) sinϕ (2.3) Ct = Cl(α) sinϕ− Cd(α) cosϕ (2.4) ϕ = α+ γ (2.5)
If the local conditions are known, the forces can be calculated. Generally, these conditions will be
described as a function of the axial induction factor a and the azimuthal induction factor a′, as in Equa-
tion 2.6 and Equation 2.7. The relation between the induction factor and the loading is in turn determined
from momentum theory, as in Equation 2.8 and Equation 2.9, where F (r) is the tip correction factor.

tanϕ =
U0(1− a)

Ωr(1 + a′)
(2.6)

Vrel =
√
(U0(1− a))2 + (Ωr(1 + a′))2 (2.7)

dT

dr
= F (r)4πρrU2

0 a(1− a) (2.8) dQ

dr
= F (r)4πr3ΩU0a

′(1− a) (2.9)

If the correction factor F (r) is known, Equation 2.1-2.9 form a complete, but implicit, nonlinear system.
Because of that, an iterative approach is generally used to determine its solution. An initial guess for a
and a′ is chosen and used to calculate the loading using Equation 2.1 and Equation 2.2. These results
are then fed back into Equation 2.8 and Equation 2.9, and this cycle repeats until convergence.

It is mentioned by Sørensen [73], Burton et. al[10] and Wilson and Lissaman[88] that when using the
loading to update Equation 2.8 and Equation 2.9, it could be justified to only include the load generated
by the airfoil lift, as the drag forces have a viscous origin and its induction is therefore only of importance
within the narrow boundary layer. However, there does not seem to be a clear consensus on this topic
and as such some BEM solvers, such as FAST, provide both options[46].
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For the tip correction factor F (r), there are many formulations. The original was developed by Prandtl
as an extension of the work of Betz[5]. In this work, Prandtl defined an approximate solution for the
distribution of circulation along an ideal rotor, corresponding to a helical vortex sheet that moves at a
constant induced velocity in the axial direction with a constant helical pitch. By approximating this as
an infinite set of planar wings, a correction of the form of Equation 2.10 was defined. Here, λ is the tip
speed ratio, r the radial coordinate, and R the radius of the rotor disc.

By considering the effect of local inflow from the perspective of induced velocities, Glauert later pro-
posed his famous correction, as defined in Equation 2.11[22]. Although different formulations exist,
Glauert’s correction is the most commonly used[73].

F (r) =
2

π
arccos

[
exp

(
−Nb

2

√
1 + λ2(1− r

R
)

)]
(2.10)

F (r) =
2

π
arccos

[
exp

(
−
Nb(1− r

R )

2 r
R sinϕ

)]
(2.11)

In the case of a heavily loaded rotor, corresponding to a ≥ 0.5, momentum theory predicts a flow
reversal in the wake. In reality however, a turbulent wake state occurs, where flow from outside the
streamtube is entrained into the wake. Based on helicopter measurements, Glauert suggested using
CT = CT1 − 4(

√
CT1 − 1(1− a), with CT1 = 1.816 for a ≥ 0.5[10], instead of the usual CT = 4a(1− a)

that would follow from momentum theory. Wilson and Lissaman[88] instead propose to use CT1 = 1.6.

For many simple cases, BEM is applicable using the format described above. For more complicated
flow systems, additional models are often provided. Due to their complexity and quantity, these will not
be described in detail, but the most important ones will shortly be mentioned. Dynamic, often semi-
empiric, stall models are used to take into account the effect of angle of attack history, circumventing
the quasi-steady assumption of BEM. A common choice is the model of Leishman and Beddoes[34],
but many alternatives exist. In case a more general description of dynamic inflow or wake is required,
large parts of BEM theory have to be supplemented by methods like the ”acceleration potential method”
by Peters and He[52].

The effects of yaw on a turbine, although common, can be hard to describe. This is because a strong
unsteady effect is combined with a potentially large span-wise flow component, breaking the assump-
tion of locally 2D flow[46]. In yaw, the wake axis is not aligned with the free-stream direction, leading
to a skew angle ξ[73]. Most wake models rely on defining a correction on the induced velocity as a
function of this skew angle and azimuthal position, such as the model of Glauert[22] or Snel[69].

2.1.2. Vortex Models
BEM has proven to be a very useful method for predicting rotor performance. Still, the method heavily
relies on assumptions, experimental data, and correction models. Because of that, it is often desired
to make use of models that more explicitly capture the physics of the problem.

Vorticity basedmodels make use of the potential flow equations to approximate the flow physics of lifting
bodies. The first vorticity-based model for 3d geometries was the Lifting Line Theory of Prandtl[55],
developed for the calculation of aircraft performance. The method is covered in many books such as
the work of Anderson[2]. The basis of the method is to replace the presence of the wing by a ”lifting
line”, represented by a bound vortex fillament with a trailing vorticity sheet, see Figure 2.2[2]. In the
discrete case, the lifting line is made up from a collection of horseshoe vortices.
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Figure 2.2: Lifting Line representation of a wing. Figure
obtained from Anderson[2]

Figure 2.3: Free wake representation of vortex filaments.
Figure obtained from Van den Broek et al.[8]

The Lifting Line theories have later been extended to slightly more elaborate methods, like the Vortex
LatticeMethod (VLM) and general panel methods. Where the Lifting linemethod only takes into account
a span-wise variation of circulation, these methods account for stream-wise changes as well. Panel
methods also take into account the effect of thickness and non-lifting geometries, albeit at a significantly
higher cost than the VLM. Therefore, VLM is often used in practice.

Since a turbine is essentially a rotating wing, the vortex methods can also be applied to wind turbines. A
good review is given by Huang et al.[26]. When applying a vortex model to a turbine, one has to account
for the structure of the wake, as the blade rotation will cause a helical wake structure. The simplest
approach is to use a frozen wake model, sometimes called a prescribed wake. Here, a wake shape is
assumed for all trailing vortex filaments, which can significantly simplify the analysis. In a more realistic
model, all vortex filaments will be convected along the flow at the local flow velocity. Every vortex
filament therefore influences the position of every other filament, requiring a time-resolved evaluation
of the flow field. This approach is shown in Figure 2.3. However, evaluating the convection of the vortex
filaments can be computationally intensive. Instead, the wake is sometimes described by convecting
point vortices. This particle wake model is an excellent trade-off between cost and accuracy.

Since vortexmodels are built from potential theory, they can be extended to use for evenmore situations.
The transient behaviour can easily be represented by shedding vorticity from the bound vortex, every
time the turbine loading changes. Additionally, since the model is linear, multiple turbines and their
interaction can easily be included by adding more lifting lines and trailing vortices to the model. Note
that in the case of wake interaction this will require a free wake model.

Especially for lifting line theory, some simple cases can even be solved analytically. These solutions
can then be used for the validation and calibration of other calculations. In fact, many BEM corrections
originate from vortex models, such as the tip correction and several wake models[73].

Still, the methods are not perfect. Being based on potential flow theory, the method is entirely based on
incompressible, inviscid, irrotational flow. Especially the inviscid assumption can be limiting, sincemany
practical cases rely on viscous phenomena. A few examples are the stall of the blades at a high angle
of attack or the turbulent breakdown of the far wake. As such, the vortex model performs best under
design conditions, when flow separation is not present. Its representation of the near-wake structures
is excellent, but ultimately for correct far-wake representations, viscosity has to be considered.

2.1.3. Blade Resolved CFD
While BEM has proven to be an effective approach to analyze rotors under simple conditions, in reality
wind turbines operate in a very challenging and unsteady environment. Combined with the fact that
new rotor models have larger blades, aero-elastic effects are becoming more important. This breaks
the assumption of BEM, which considers the momentum sink of the blades to be within the rotor disc
plane[46]. As such, more advanced analysis techniques are required.

Numerical solutions to the Navier-Stokes equations allow for a very detailed analysis of complex flow
in the presence of a turbine. Since these equations govern fluid flow itself, far fewer assumptions have
to be made, leading to an increased fidelity in the model. To account for the presence of the turbine,
the geometry should be a part of the mesh, as demonstrated in Figure 2.4[68]. Alternatively, the rotor
presence can be modeled, which will be discussed in subsection 2.1.4.
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Figure 2.4: Incorporating the rotor geometry into the mesh. Figure obtained from Sitaraman[68]

The first CFD computation on wind turbine rotors was conducted by Sørensen and Hansen in 1998.
Since computational power was much lower back then, this simulation was not feasible to integrate
into general design cycles. They mention: ”Instead, they can be used to obtain sufficient knowledge,
allowing the engineers to synthesize the necessary airfoil data for the BEM method”[75]. Today, CFD
is slowly finding its way into the design process, such as the work of Congedo and De Giorgi[14],
who did a small optimization of winglets for wind turbine design. Madsen et al.[35] then took this idea
and extended it by coupling their solver to a gradient-based shape optimizer, leading to an automatic
optimization process.

For simulation of the Navier-Stokes equations, an incompressible approach is generally justified. Con-
sidering that Class 1 turbines experience an average wind speed of only 10m

s [96], with design tip speed
ratios of approximately 8[4], the maximal Mach number is approximately 0.23, while below 0.3 the in-
compressible assumption is typically justified. Although it is a common approach, Yan and Archer[93]
addressed that already under rated conditions, the effects of compressibility can cause a reduction in
power of up to 8%. More research on this topic is expected in the following years, but for now wind
turbine analysis is generally done using the incompressible flow equations.

Using the assumption of incompressible flow, the velocity and pressure field are governed by Equa-
tion 2.12 and Equation 2.13[51]. Here U is the velocity field, p the pressure field, ν the kinematic
viscosity, and f some general body force. However, special attention has to be paid to the treatment of
turbulent properties. Many books have been written on this topic, such as the work of Wilcox[87], but
it is still an active topic of research today. If Equation 2.12 and Equation 2.13 were to be solved as is,
this technique would be called Direct Numerical Simulation (DNS). In a DNS, all turbulent influences
must be resolved explicitly, meaning that the grid and time step should be fine enough to capture the
Kolmogorov scale, with a domain large enough to resolve the integral scale[87]. This is generally not
feasible for wind turbine analysis[51].

∇ ·U = 0 (2.12)
∂U

∂t
+∇ · (UU) = −∇p+∇ · (ν∇U) + f (2.13)

Instead, some type of turbulence treatment is necessary. Within engineering, the most common ap-
proach is Reynolds Averaged Navier-Stokes (RANS), as it captures the relevant turbulent flow phenom-
ena for most cases of engineering interest, while introducing minimal complexity and cost[87]. Within
RANS, one solves for the mean component of the flow field. In many cases the statistical mean flow
is steady, so that the time derivative can be neglected. However, in some cases, the mean flow can
show significant deviations over time and must be resolved. This subset of RANS simulation is often
called Unsteady Reynolds Averaged Navier Stokes (URANS).

Due to the non-linearity of the momentum equation, an additional term involving velocity fluctuations will
occur in the averaged momentum equation. Solving for this term, commonly called the Reynolds stress
tensor, introduces new unknowns, which results in the well-known turbulence closure problem. Many
different turbulence models exist, making estimations and assumptions to complete the closure. There
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is no clear best turbulence model for a general case. Instead, several models provide advantages
and disadvantages, dependent on the flow physics considered. For a more extensive overview of the
different types of turbulence models, applications, and validity, the reader is referred to the work of
Wilcox[87].

As an alternative to RANS, where all turbulence is modeled, and DNS, where all turbulence is resolved,
Large-Eddy Simulations (LES) provides a solution that is in between both RANS and DNS in terms of
both accuracy and cost. Many references cover the details of LES, such as the book by Sagaut[58]. In
LES, a filter operation is applied to Equation 2.12 and Equation 2.13 and the equations are solved for
the filtered quantity. All turbulent scales above the filter width are explicitly resolved, whereas all smaller
scales have to be modeled. This effect of the modeled scales is seen in the momentum equation as a
sub-grid stress tensor which, just as for RANS, appears due to the non-linearity in the convective term
when applying the filter operation.

Although LES can be much more accurate than RANS, it still proves to be rather computationally ex-
pensive, especially when boundary layer flow is concerned. As such a variety of hybrid LES-RANS
methods have been developed, as Mocket[43] describes in his thesis. The most common approaches
are Detached-Eddy Simulation (DES) and its subcategory Delayed Detached-Eddy Simulation (DDES).
The idea of DES is to simulate only the largest, energetic turbulent scales using LES, while using the
much cheaper RANS for the remaining part of the spectrum. As such, DES is a promising way to
reduce LES costs while maintaining most of its accuracy.

Many of these CFD techniques have been applied to wind turbines. Rocha et al.[57] and de Oliveira et
al.[51] both investigated turbine effects using URANS and found satisfactory results. Rocha, however,
did mention that experimental data were required to calibrate the turbulence model but is unknown to
what extent this calibration is different between models. Additionally, both mention that cases with high
chance of stall are avoided. Zhang et al.[98, 97] on the other hand performed comparisons between
URANS and DDES in low TSR and parked operation. Both of these conditions are expected to show
large regions of separated flow and in both scenarios it was found that the DDES model was able to
resolve this separated region significantly better.

2.1.4. CFD with Actuator Models
For many investigations, the details of the boundary layer of the turbine blade are of no further interest,
but instead the general characteristics of the wake should be captured. As such, large computational
expenses can be saved if not the complete blades have to be resolved by the CFD, but instead their
influence is captured in a more simplistic way. Since the main goal of a wind turbine is to extract
energy from the flow, its influence can be directly modeled by using body forces that act as momentum
sinks in the Navier-Stokes equations. This approach can be used in RANS, LES and other turbulence
modeling techniques and is generally referred to as ”actuator methods”. Several implementations exist,
a concise overview is provided in the work of Sanderse et al.[59]. The most important models will be
briefly discussed.

2.1.4.1. Types of Actuator Models
Actuator Disk The Actuator Disk (AD) method is a simple method that is used to define a loading
to be projected onto the domain as body forces. The disk itself is seen as a permeable surface that
acts as a momentum sink. In the simplest form of the model, only uniform thrust forcing is considered,
which follows from Equation 2.14[91]. In this equation T is the thrust, CT the thrust coefficient, ρ the air
density, V the free-stream velocity, and Ar the disk area. For a given wind turbine, the thrust coefficient
is known for a given free-stream velocity from the thrust curve of the turbine.

T = CT
1

2
ρV 2Ar (2.14)

Considering the case of a single turbine, the free-stream velocity is generally clearly defined. In this
case Equation 2.14 is used to calculate the total rotor force at a given instant of the LES, which can be
evenly spread over the rotor area. This force then has to be coupled back into the simulation, for which
it has to be projected onto the LES grid as a body force. Since the disk is infinitely thin, directly applying
the force to the grid can lead to numerical instabilities. Instead, a convolution with a 3D Gaussian kernel
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can be used to smear the loading on the grid[70, 42], using Equation 2.15 and Equation 2.16. Here, f
is the body force, F the actuator force,∆V the volume of a cell, ϵ the smearing width and d the distance
between the applied force and the smeared projection.

f =
1

∆V
(F⊗ η) (2.15) η =

1

ϵ3π
3
2

e
−d2

ϵ2 (2.16)

Special attention should be paid to this smearing width. Mikkelsen recommends a value in the order of
1-4 axial cell lengths[42]. Meanwhile, Sørensen and Shen[70] state that the force should be smeared
across at least 2 cells. This requirement makes sense, as it essentially gives the actuator disk a finite
thickness, removing any singularities from the system. A larger smearing width, will lead to a smoother
force distribution and hence give more numerical stability. On the other hand, it should be desired to
keep ϵ as low as possible, since the physical forcing applied by the turbine takes place over a small
axial distance, roughly corresponding to the chord length of the blades. Choosing ϵ such that the force
is smeared on 2 cells therefore seems to make the most physical sense.

At the same time, one could wonder about the validity of using a 3-dimensional Gaussian in the first
place. After all, the instability is linked to the infinitesimal thickness of the disk, which is only present in
a single direction. By smearing the forces in all three directions, part of the load on the outer edges of
the actuator disk is smeared outside the radius of the disk itself. Since the convolution conserves the
total force, the projected force distribution will no longer be uniform. The simulated result will therefore
no longer correctly represent the intended actuator disk formulation. In fact, Mikkelsen[42] realizes this
limitation and instead suggests an alternative smearing approach, using a 1d Gaussian kernel in the
axial direction. In some of his newer work, Sørensen [72] also adopts this strategy. The body forces in
this case are given by Equation 2.17 and Equation 2.18.

f =
1

∆V
(F⊗ η1d) (2.17) η1d =

1

ϵ
√
π
e

−d2

ϵ2 (2.18)

The method described above only introduces an axial force that is uniformly spread over the entire disk.
This completely neglects the tangential forces, which cause a rotation of the wake. Including these
tangential forces therefore better describe the mixing processes in the wake, leading to better wake
characteristics[91, 54]. Additionally, the real turbine forces are not evenly distributed in the disk area.
Here, especially the radial distribution should be of importance, since the azimuthal distribution would
be constant with respect to the average of a revolution under steady conditions with homogeneous
inflow. Still, for highly heterogeneous inflow, the azimuthal dependence could be significant.

Some efforts have beenmade to refine the actuator disk loading distribution model. If the simulated con-
ditions are constant and predictable, a pre-defined loading distribution can be specified. This method
was used in the work of Van der Laan et al.[31]. Alternatively, the distribution can be calculated on
the fly by coupling the LES to some Blade Element (BE) computation. This method is very similar to
BEM, where the loading is calculated from Equation 2.1-2.5. In a typical BEM approach, momentum
theory would then be used to find the local velocity and inflow conditions of the induction factors. In
this coupled approach, however, this information can directly be obtained by sampling the velocity field
from the LES. This is done by discretising the actuator disk onto a polar mesh and then calculating the
load on each of those cells.

This approach takes into account both the tangential load and the radial load distribution and is often
used in literature[54, 91, 75]. If the inflow field is heterogeneous, azimuthal differences in load can even
be included to some extent. However, a major disadvantage is that the BE computation requires many
geometric details, such as airfoil geometry and twist distributions. This information may not always be
available, especially in an industry setting. To couple the forces with the LES, they should be projected
onto the grid, which can again be done by either Equation 2.15-2.16 or Equation 2.17-2.18.

Actuator Line The AD method has been proven in the literature to be a very effective method for
efficient simulation of wind turbines. However, due to the azimuthal spreading of force, the model
fails to resolve tip vortices[99]. These tip vortices characterize near-wake behaviour and are therefore
essential for correctly modeling the flow just behind the turbine.

As a solution Sørensen and Shen[76] created the Actuator Line (AL) model. This model again uses
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a BE approach to calculate the rotor loading. First, all turbine blades are discretized into a set of
segments. For each segment, the velocity is sampled along the quarter-chord line, which represents
the aerodynamic center for a basic airfoil[2], by interpolating between the grid points of the LES. Using
the local blade geometry and the sampled velocity, the loading of the blade segment can then be
evaluated using BE theory. The actuator line locations are updated each time step, so that loading
can be resolved at the exact blade locations. The resulting velocity and vorticity distributions for a
given time instant are shown in Figure 2.5[99], where the effect of the tip and root vortex can be clearly
distinguished. Also note that the tip vortex forms a spiral, whereas this would be a continuous sheet
for an AD.

Figure 2.5: The distribution of axial velocity in the rotor disc (A) and iso surfaces of vorticity of the tip and root vortex (B) for an
AL method. Figure obtained from Zhao et al.[99]

To couple the forces back to the LES, they are smeared along the lines using a kernel. In the sim-
plest approach, the same 3D Gaussian kernel approach from the AD method was used, as shown in
Equation 2.15 and Equation 2.16. Since the AL method specifically aims to resolve the tip vortices,
the choice of force smearing becomes very important. Martínez-Tossas et al.[36] indeed found a large
dependence on the smearing length for the power output, probably related to the influence of the tip
vortex. They also recommend ϵ ≥ 2∆x for stability, as also found by Troldborg[82]. Churchfield et
al.[13] on the other hand found a guideline of ϵ ≈ 0.035D, where D is the diameter of the rotor.

To make the AL method more robust, more research is done on how the force smearing can be opti-
mized. Similarly as for the AD, Mikkelsen[42] argues that using a 3D kernel, forces are spread over a
larger radial distance than the span of the blades. Instead, he proposes an alternative 2D Gaussian
kernel, according to Equation 2.19 and Equation 2.20. Shives and Crawford[66] build on this approach
by considering that the forces should be spread over ”physically meaningful length scales”. They con-
cluded from this that the smearing length should scale with the local chord length, finding good results
for 0.125 < ϵ

c < 0.25 using RANS. Similar results were found with an analytical solution from Martínez-
Tossas et al[37], although confirmation of their validity in LES is not yet provided.

f =
1

∆V
(F⊗ η2d) (2.19) η2d =

1

ϵ2π
e

−d2

ϵ2 (2.20)

Instead of just considering the chord length as relevant scale, some research has focused on shaping
the complete smearing in such a way that the resulting load matches an airfoil loading more closely.
Churchfield et al.[13] used an anisotropic three-dimensional Gaussian kernel, effectively specifying a
radial length scale, a chord length scale, and a thickness length scale, according to Equation 2.21.
Schollenberger et al.[62] expand on this even further by introducing a Gumbel distribution, mimicking
the shape of an airfoil load distribution, as done in Equation 2.22.

η =
1

ϵrϵcϵtπ
3
2

e
−d2r
ϵ2r · e

−d2c
ϵ2c · e

−d2t
ϵ2t (2.21)
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η =
1

ϵrϵc
e

−d2r
ϵ2r e

−dr
ϵr e−e

−dc
ϵc (2.22)

However, introducing anisotropy in the smearing could cause some issues when evaluating the local
velocities required for BE analysis. This is because when evaluating the relative velocity of the blade el-
ement, the local blade freestream has to consider the effects of blade rotation and gross deceleration of
the rotor, while the self-induced velocities caused by the blade bound circulation should be ignored[13].
For radially symmetric kernels, this self-induced velocity will be zero in the midpoint of the kernel, but
for anisotropic kernels this is no longer necessarily the case. Churchfield et al.[13] acknowledged this
effect and avoided it by using a spatially weighted sampling method. Although mathematically sound,
this method significantly complicates the evaluation of the freestream velocity.

Result-wise, Churchfield notes that blade loading near the tip better matches experimental results,
which he attributed to a better representation of the tip vortices. However, other investigations, such as
those by Melani et al.[38], conclude that anisotropic kernels do not improve the loading characteristics
near the tip, but instead increase the uncertainty in angle of attack. It should be noted that Melani did
not use the same spatial velocity sampling as Churchfield. Melani continues by mentioning that the tip
vortex resolved by AL is more diffusive than the one obtained from geometry-resolved CFD.

A possible explanation for this is given by Meyer Forsting et al.[41], who derive that the effect of the
convolution with the smearing kernel is mathematically equivalent to introducing a viscous core to both
the bound and the trailing vortex. According to Lifting Line theory[2] the tip vortex effect is accurately
represented by a potential vortex. As such, it is expected that smearing the forces underestimates the
induction in the (near) wake. Meyer Forsting goes on to derive an equation for this missing induction
and uses it to define a tip-correction for AL methods. The correction seems to hold for general cases,
including yaw, turbulence, and pitch changes.

Actuator Surface In Equation 2.1.4.1 it was seen that some attempts were made to shape the load
distribution of AL methods to better describe the load distribution of an airfoil. The Actuator Surface
(ASF) model, originally developed by Shen et al.[64], addresses this issue by using more elaborate
airfoil data.

In their approach, the airfoil load is spread over a plane in such a way that it resembles the pressure
and shear distribution of the turbine blade. Where for AL only the lift and drag polars are required, ASF
requires a more elaborate understanding of airfoil dynamics, which can be obtained from viscous airfoil
solvers like XFoil. Since XFoil performs steady calculations, a dynamic stall model can be included to
increase the accuracy of the polar[66].

As a big advantage, an accurate representation of the airfoil loading can be projected onto the LES grid.
This also removes the ambiguity in the smearing width encountered for other methods, since it is now
explicitly used to fit the distribution into the correct shape. It was hence also found that the tip loading
of the blade was more realistic[65], causing the resulting fidelity to be between AL and blade-resolved
CFD.

On the other hand, the method is even more complicated than AL and requires a significantly larger
amount of aerodynamic insights of the airfoil, as well as a finer mesh density. Meanwhile, due to
its high computational cost, its application is limited to single wake wind turbines[66]. But for single
rotor analysis, it is also possible to fully resolve the blade geometry, as described in subsection 2.1.3.
As such, the ASF method is currently often not seen as worthwhile, adding to much complexity and
costs for only small increases in accuracy. However, as the results do seem promising, it might be an
excellent method for future use when computational capabilities have been further increased.

Actuator Sector Currently the majority of wind farm simulations are carried out using AD models,
simply due to computational constraints[66]. Still, AD models fail to capture azimuthal trends, such as
tip and root vortices, and therefore fail to correctly resolve near-wake phenomena. As such, there is a
demand for models that can properly model tip loading, while staying at acceptable costs. Based on
this idea, Storey et al.[79] defined the Actuator Sector (AS) model.
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Sometimes also referred to as the Sweeped Actuator Line model[48], the AS model works by smearing
the blade forces over a sector of the rotor disk, representing a time integral of the blade movement
during a time step of the LES. More specifically, the sector is divided into many lines, where each
line is subdivided into different segments, just as for a normal AL approach. Then the forces for each
line segment are calculated using a BE technique and divided by the number of lines, assuming the
contribution of each line to be equal. The actuator forces obtained can then be projected onto the LES
using a convolution kernel, as described in subsubsection 2.1.4.1 and Equation 2.1.4.1. An illustration
of the obtained force distribution compared to AD and AL is provided in Figure 2.6[44]

Figure 2.6: Comparison of the body force distribution obtained from AL (a), AS (b) and AD(c). Figure obtained from
Mohammadi et al.[44]

Although the AS method might seem like adding unnecessary complexity to the AL method, it is com-
pletely justified by the resulting decrease in time-stepping requirements. Storey et al.[78] found that the
AS model greatly increased accuracy as compared to the AD, since now radial and azimuthal gradients
in the flow field could be resolved. The results also compared well to AL, while the computational effort
was significantly reduced. In some test cases, the AS was even faster than the AD method, probably
attributed to a faster convergence of the pressure solver.

A more thorough validation has been performed by Mohammadi et al.[45]. In this study, tests have
been done to remove some of the ambiguity around the method, the largest problem being the velocity
sampling procedure. In an initial approach, the sampling might be done for each line separately to ex-
tract as much local information as possible. However, as explained in Equation 2.1.4.1, the sampling
should be done in such a way that the induction by the bound circulation of the blade is neglected. This
can be difficult, since the total force projection of the sector is not necessarily axisymmetric. Moham-
madi found that sampling at 70% of the sector gives results that are within 1.5% of the results of AL.
A more exact sampling location could possibly be derived using the method of Churchfield[13], which
was also discussed in Equation 2.1.4.1.

2.1.4.2. Analytical Body Forces
In subsubsection 2.1.4.1, several different types of Actuator Models were distinguished, based on the
projection strategy of the forces onto the main grid. However, to project a force onto the LES, its
distribution must first be known. In the majority of literature this is done using either of the following
methods.

The first and easiest method is to assume the force distribution to be uniform. This greatly simplifies the
force calculation, but also neglects a significant part of the wake dynamics. This method is therefore
rarely used in recent literature. A second option is to use a scaled reference load distribution as illus-
trated by Van der Laan et al.[31]. This works fine for simple cases, but might be hard to generalise if the
inflow conditions vary a lot over time. By far the most popular method nowadays is to use a coupling
to BEM to calculate the forces[54, 91, 75]. The BEM solver is very cheap with respect to the LES and
can thus be used to calculate the loads during the simulation without further computational problems.

However, BEM requires detailed knowledge about the turbine geometry, including blade geometry and
airfoil aerodynamic properties. In academia, references turbines are often used for this purpose, but in
industry the values for the actual turbines are generally unknown. As such, industry LES simulations
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are largely based on the simplified uniform AD model. This not only limits the fidelity of the simulations,
but it also makes it impossible to perform any kind of load assessment, since no information about the
load distribution is known.

Recently, some efforts have been made to resolve this issue. In their work, Sørensen et al.[75] defined
an analytical body force model which can predict the normal and tangential force distributions, if the
total thrust, power, and tip-speed ratio of the turbine are known. These values in turn are obtained from
the characteristic turbine curves, which are one of the few pieces of specific info that a manufacturer
usually provides. The analytical model has been verified by Sørensen and Andersen[71]. Here, it was
found that the model works well at the turbine design point, but performs significantly worse for off-rated
conditions. A follow-up paper by Sørensen[72] fixes this issue by introducing an additional solid-body
wake-rotation term.

In the original paper, it was also shown that it is possible to couple the model to a LES[75], however it
was not directly clear how the freestream condition required for the model should be defined. This issue
was addressed by Navarro Diaz et al.[49], who made a distinction between the apparent freestream,
which differs for each point of the disk, and the reference velocity, which is constant for the entire
turbine. To achieve the coupling, they note that the disk velocity is resolved in the CFD and can be
used to estimate the freestream velocity using Equation 2.23. Here U0 is the distribution of freestream
velocity, ud the distribution of disk velocit and ā the average induction factor, which is found from the
1D approximation CT = 4ā(1− ā).

One consequence of this coupling is that the disk velocity, which originally was a degree of freedom of
the model, is now determined by the LES. As such, the power constrained has to be dropped to ensure
the system is not over-constrained. The resulting power obtained by the turbine will then match with
the imposed induction. This is generally a disadvantage, since the power coefficient was a useful input
to match the tangential force distribution with the observed turbine power, which is easily obtained by
a turbine curve. The exact effect, however, has not yet been investigated.

U0 =
ud

1− a
(2.23)

The analytical model is very generalised and, as such, barely requires any information of the turbine
geometry. It is therefore an excellent candidate for increasing the fidelity of industry simulations. Al-
though designed for use in AD simulations, Navarro Diaz et al.[49] showed that the model can also be
used in an AL framework with only very slight modifications.

It should also be noted that the model is still very new and not widely used. For as far as known, the
model has not yet been applied in simulations with more than a couple of turbines. Even more so, the
papers mentioned above cover, to the best of the author’s knowledge, all literature that is available for
this topic at the current moment.

2.2. Wind Farm Analysis
While section 2.1 provided several great options for quantifying the performance of a single rotor, wind
turbines can often not be seen as an isolated system. There is a strong interaction with both their envi-
ronment and other nearby turbines within the farm and a realistic analysis should take those effects into
account. In subsection 2.2.1 it will be briefly explained how environmental and farm side specific con-
ditions are taken into account. On the other hand, subsection 2.2.2 will explain how turbine behaviour
is modeled in an efficient way for these large simulations. The section will end with a description of the
ASPIRE solver that is used within Whiffle in subsection 2.2.3.

2.2.1. Atmospheric Modeling
Although the preliminary analysis of turbines often considers simple flow cases, such as homogeneous
laminar inflow, the reality is significantly different. Inflow conditions are governed by both large-scale
and more local weather phenomena, giving rise to an Atmospheric Boundary Layer (ABL)[3]. Within
meteorology, great emphasis is placed on understanding this ABL, as covered in the work of Stull[81].
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Since the atmosphere still adheres to the Navier-Stokes equations, techniques similar to those in sub-
section 2.1.3 can be used to investigate the ABL. However, where for rotor dynamics LES is infeasibly
expensive, the large atmospheric scales allow up to 90% of all turbulent kinetic energy to be resolved
for typical ABL grid sizes[25]. As such, atmospheric modeling using LES is much more realistic and has
even become one of the dominant tools for investigating the ABL[77]. An additional advantage is that
transient phenomena are automatically included in such an analysis, which gives a far more complete
description than can be obtained by alternative dynamic wake models[3].

Throughout the last half century, LES has been applied to an increasing number of complex phenom-
ena. Brown[9] for instance, used LES to successfully simulate the diurnal cycle of cumulus convection.
Diurnal patterns are often characterized by maximum wind speeds that occur at the same time of day,
possibly from similar directions[18]. As such, the correct prediction of these cycles is critical, not just
for wind resource assessment, but also for power forecasting. Similarly, complex terrain, such as hills,
can significantly alter local wind conditions, as treated in the work of Uchida and Ohya[84].

With all these advances, academia is slowly working towards an almost universal weather model. In
their work Schalwijk et al.[60] showed that it was indeed possible to perform a stable simulation for a
period of a year using LES. Today, many different solvers are available, where at Whiffle the ASPIRE
(Atmospheric Simulation Platform for Innovation, Research and Education) solver is used. This solver
is based on the older formulation of DALES (Dutch Atmospheric Large-Eddy Simulation), which is an
all-round model that is validated for many different cases, as described in the work of Heus et al.[25].

LES seems like a natural fit for modeling the atmosphere, since many complicated phenomena, such
as turbulence and transient behaviour, are inherently included in the method, which leads to a lower
need for parametrization compared to other large-scale weather models[25]. Additionally, Whiffle has
proven their ability to create effective ABL solutions for a wide variety of conditions, making use of their
ASPIRE solver, which will be discussed in more detail in subsection 2.2.3. These solutions are now
also being ported to industry, where they are used for advancements in meteorological forecasting,
power forecasting, and wind resource assessment[86].

2.2.2. Turbine Interactions on Farm Level
In subsection 2.2.1 it was seen that LES provides a powerful framework to calculate the ambient condi-
tions in a wind farm. However, the wind turbines themselves also cause a large interference with their
wakes, so for good predictions within the farm itself, the turbine influences should be included in the
simulation. For optimal accuracy, it would be ideal to completely resolve the turbine blade geometry,
as discussed in subsection 2.1.3. However, accurately resolving far wake characteristics using this
method is already a challenge for a single rotor[99], let alone simulating an entire wind farm. As such,
the actuator methods of subsection 2.1.4 are almost always used in practice. Still, simulation of com-
plete farms remains a challenging topic and several problems should be considered when choosing a
model.

The first problem that has to be addressed is the calibration of the actuator methods to produce the
correct power and thrust. When Equation 2.14 is used, the thrust and power coefficients are found
using the turbine curves provided by the manufacturer. The thrust and power are then determined as a
function of wind speed. Similarly, when local velocity data are required, independently of the actuator
method chosen, the rotational velocity of the turbine is a model input such that knowledge about the
TSR is required.

This data is readily available when the turbine inflow is relatively constant. However, for turbine arrays
operating in each other’s wakes, the apparent freestream velocity is no longer trivially defined. As
such, the turbine curves can not directly be used. The correct values for thrust coefficient, power
coefficient, and rotational velocity can then be obtained from a calibration procedure, as investigated
by Van der Laan et al.[33]. By running a set of single wind turbine simulations at a constant inflow using
the inexpensive BEM method, a transformation can be defined such that CT , CP , and λ are given as
a function of the average disc velocity, rather than the freestream velocity. This approach has been
successfully adopted by Allearts and Meyers[1]. For the BE approach, Van der Laan et al. define an
alternative calibration based on the torque-rotational speed relationship of a turbine, based on the work
of Wu and Porté-agel[92].
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Another factor to consider is the computational cost to ensure stability, which must consider the time-
stepping of the transient LES. To ensure stability, the Courant-Friedrichs-Lewy (CFL) number, given in
Equation 2.24, should be less than one. For an AD simulation, the general speed in a computational
cell is in the order of the free stream velocity, or even lower in the wake. However, in an AL simulation,
the blades sweep through the rotor disk, where the tip has a lateral velocity of U = λU∞. As such, to
meet the CFL requirements, the time step must be reduced by a factor λ. Additionally, the AL mesh is
generally more refined than an AD mesh, leading to higher computational costs and even lower time
steps.

CFL =
U∆t

∆x
(2.24)

Another way to interpret Equation 2.24 for the AL is that the tip of the blade can not travel more than a
single mesh cell per time step. For the AS, on the other hand, a time integral of the force is considered
over the entire LES time step. Therefore, the sector can overlap multiple mesh cells without causing
discontinuities in the applied force[78]. As a result, the CFL criterion for AS is similar to that of the
cheap AD method. In practice, the method can be slightly more expensive, due to the increased mesh
resolution required to capture the radial and azimuthal force distribution of the blades in sufficient detail.

2.2.3. The ASPIRE solver
The ASPIRE solver is a home-made, all-scale, LES-based weather model that is used within Whiffle
for a variety of power forecasting, weather forecasting, and renewable yield modeling purposes[86].
The model is based on the older DALES model, which is used by the KNMI, the Dutch meteorological
institute, as well as many Dutch universities[25].

Where many academic studies have focused on the simulation of a specific weather condition, the
DALES platform has continually been extended to include more and more functionalities. As such, it
is today considered to be ”one of the most all-round tested available LES models for studies of the
ABL”[24]. With excellent validation results, DALES has proven to be accurate for many ABL flows,
such as convective, stable, and cloud-topped boundary layers. In addition to that, it has proven useful
in the study of sheared flows, dispersion studies, turbulent reaching flows, and heterogeneous terrain.
The last one also refers to the ability to model sloped terrains such as hills.

ASPIRE’s capabilities even slightly surpass DALES by coupling the simulation to a large-scale weather
model[85]. This possibility allows for a better description of the boundary conditions of the LES, which
enhances its capabilities for forecasting purposes. On top of that, a microphysics module is present in
ASPIRE, which better describes the evolution of different water phases in a cloud. In combination with
the inelastic approximation, ASPIRE gives superior results for cases of deep convective clouds[85].

But the main thing that separates ASPIRE from other solvers is that it is GPU-Resident. This means
that all data are processed on the graphical card, with minimal to no interaction with the CPU. Since the
CPU-GPU data bus provides significant overhead, a GPU-resident system provides significant speedup
compared to a CPU or coupled CPU-GPU system.

The solver is based on a formulation of the Navier-Stokes equations in the context of atmospheric
flows. This results in four equations, which are continuity, conservation of momentum, heat transport
and moisture transport, given in Equation 2.25-Equation 2.28. Here ρb is the reference density, uj

the LES-filtered velocity in a given direction, b the buoyancy parameter, δi3 the Kronecker delta fc the
Coriolis parameter, ug

j the component of the geostrophic wind, τij the subgrid stress tensor, F θ
j and F q

j

the subgrid fluxes of θl and qt and Sθl and Sqt a source term. Note that the formulation of momentum
differs from DALES, since an anelastic approximation is used instead of the more standard Boussinesq
approximation.

∂ρb(z)uj

∂xj
= 0 (2.25)

ρb
∂ui

∂t
= −∂ρbuiuj

∂xj
− ∂p

∂xi
+ ρbbδi3 + fi −

∂τij
∂xj

+ ϵij3fc(uj − ug
j ) (2.26)
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ρb
∂θl
∂t

= −∂ρbujθl
∂xj

−
∂F θ

j

∂xj
+ Sθl (2.27)

ρb
∂qt
∂t

= −∂ρbujqt
∂xj

−
F q
j

∂xj
+ Sqt (2.28)

Further equations for governing thermodynamics and microphysics are available. These equations
can be turned on depending on the problem at hand and can be very important for different problems
involving cloud formation. The equations are all discretized on an Arakawa C-grid, see Figure 2.7[85].
Here, all variables are located in the cell centers, except for the velocities. The velocity values are
located at the center of each face for the corresponding direction, thereby effectively decoupling the
pressure and velocity discretisation. The Arakawa grid is per definition a rectilinear grid, which allows
for low discretisation errors and optimal implementation on a GPU.

Figure 2.7: The numerical grid for discretisation of the equations. Figure obtained from the ASPIRE documentation[85]

Since the LES equations govern the filtered quantities, sub-grid contributions have to be accounted
for explicitly in the equations. For this, a multitude of sub-grid models are available. Apart from that, a
Meso-scale model can be used too, which does not explicitly resolve turbulence. This method therefore
resembles a kind of URANS similation, which can be perfect to capture weather phenomena of the
largest scales. The Meso model is therefore often used as an intermediate coupling inside a nested
simulation, to increase the fidelity between the domain boundaries given by large weather reanylis data
sets such as ERA5 and the boundaries of the LES itself.

Boundary conditions can be supplied in different ways. The domain is generally defined as a large box.
The upper face is constrained by Neumann conditions for all variables, except the vertical velocity, which
is set to zero using a Dirichlet condition. In the stream-wise and span-wise direction, the inflow can be
specified, while the outflow can then be chosen as periodic or prescribed. The latter is often used in the
context of numerical weather prediction. The bottom boundary condition governs the interaction with the
ground itself, for which many different models are available. These models govern how the roughness
interacts with the ABL using a variety of wall models. Since ASPIRE is built as an atmospheric flow
model, it is very easy to setup simulations for a given region on earth during a specific time frame. The
solver then automatically assembles the boundary conditions, gathering initial weather conditions from
the ERA5 reanylsis data set[23]. Satelite imagery and other data sets are also used to determine the
appropriate roughnesses at every grid box of the lower boundary.

The solver is highly customable by the use of plugins. These plugins can be used to add source terms to
the transport of any quantity at any time step, thereby influencing its evolution. Because of this flexibility,
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plugins can be used for rapid development and testing of new models, which makes the solver easily
extendable.

The wind turbines are integrated as a plugin and are modeled using an actuator model. For this, the
Actuator Disk and Actuator Line models are available. The ADmodel is ASPTurbine and discretises the
turbine using a uniform normal and tangential force distribution, based on the integral thrust and power
obtained from the turbine curve. The AL implementation, on the other hand, is called ASPFast. As the
name suggests, this model uses a coupling to OpenFAST to calculate the turbine forces. Both models
use the 3D Gaussian kernel to project the forces onto the LES grid. Although functional, ASPFast is
generally too expensive and in an operational setting and therefore Whiffle uses ASPTurbines for the
majority of their projects.

2.3. State-of-the-art
The techniques used to evaluate the performance of wind turbines at both the individual and farm level
have been discussed in great detail in section 2.3. As this thesis will make use of ASPIRE, an advanced,
industry-oriented solver particularly suitable for complex ABL flows, the focus on isolated turbines will
now be dropped. Instead, state-of-the-art techniques for evaluating the dynamic interaction between
turbine-turbine and turbine-environment will be investigated in this chapter. The main subject of the
thesis is the determination of individual blade loadings using LES techniques. However, as this is
heavily dependent on accurate simulation of wind farms in the first place, some literature regarding this
will also be analyzed.

In subsection 2.3.1 an overview will be given of several different branches within recent wind farm
research, unraveling new approaches to understand wind farm dynamics and improve future power
gains. Then subsection 2.3.2 will identify the knowledge gap in the current literature, based on the
studies of subsection 2.3.1.

2.3.1. Applications of LES to Wind Farms
Currently, much research is being done to better understand wind farm dynamics. Although the huge
amount of research output makes it impossible to give a complete overview, this section will present a
selection of promising studies performed in literature, spanning a range of different topics. These topics
have been selected because they clearly illustrate state-of-the-art computational techniques, while also
highlighting several issues that are encountered when extending the framework to industry.

First, subsubsection 2.3.1.1 will discuss some of the developments in understanding wake interactions
and how to control them. Then subsubsection 2.3.1.2 will discuss the global blockage phenomenon,
which was only recently discovered to be impactful. Next, subsubsection 2.3.1.3 will follow with an
investigation of wind turbines in complex terrain. The section will end with an analysis of turbine blade
load assessment in subsubsection 2.3.1.4.

2.3.1.1. Wake Interaction studies
One of the reasons that LES is so suitable for wind farm simulations, is that it directly simulates many
of the phenomena of interest, without further modeling requirements. As a transient method, the wake
development behind a turbine is given in a physically accurate, time-resolved way. As such, LES
simulations are performed for many interaction studies.

Wu and Porté-Agal[91] investigated the interaction between a single turbine wake and the ABL using
AD methods both with and without tangential forcing. The results were compared to wind tunnel mea-
surements, and both methods were found to give good results for the far wake, with the rotational
method significantly outperforming in the near wake. Martinéz-Tossas et al.[36] found similar conclu-
sions and extended the analysis to AL. Here the AL was able to resolve flow structures near the blade
tips that the AD could not.

These studies formed a good basis for validation, which allowed the simulation of more complex cases.
In their studies Allaerts and Meyers[1] simulated an array of 48 wind turbines, using AD without wake
rotation in a neutral ABL. Here, periodic boundaries were used, effectively simulating the effect of an
infinitely wide wind farm. Based on LES, they found that the wind farm power production is directly
related to meteorological parameters, the most important ones being the height and strength of the
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inversion layer. Wu and Porté-Agal[92] on the other hand performed simulations on the Horns Rev off-
shore farm in the Danish North sea, a popular site in literature with available data on power production.
For their simulation, they used an LES method where the turbines were represented using AD meth-
ods with and without rotation, where it was found that power prediction accuracy increased when the
rotational effects were taken into account, while the simple AD consistently underestimated the power.
The same negative bias was found for WindSim and WAsP, two common wind farm design tools.

In addition, their findings suggested that power production showed a significant dependence on wind
direction. This was also addressed in one of their other studies in collaboration with Chen[53]. In
this study, it was found that wake losses could constitute a power loss of up to 40% for specific wind
directions. This in turn was caused by a full waked condition between neighboring turbines, with a
decrease in the distance in the stream direction with respect to atmospheric flow. Interestingly enough,
changes in the wind direction of only ±10◦ around this power minimum showed a relative increase in
power of up to 43%. As they state, this effect ”has important implications for the design of wind farms
and the management of the temporal variability of wind farm power output and its integration to the
electrical grid”.

With a better understanding of these wake effects, recent efforts have focused on defining strategies
to reduce these losses. Although largely dependent on the wind farm design itself, there is an increas-
ing interest in control strategies to optimize power production. Current turbines are operated using a
”greedy control” approach, maximizing the power production of each individual turbine[3]. However,
due to the strong wake influence between the turbines, recent research has shown that large energy
gains can be made by instead optimizing the power production of the farm as a whole.

Munters and Meyers[47] investigate this possibility using a so-called power de-rating, or dynamic induc-
tion control approach. In this approach, upstream turbines deliberately operate at lower than optimal
thrust coefficients, in order to reduce their wake influence on downstream turbines. They show that
when done on full farm level, this can result in a theoretical increase of 8-21% in farm yield.

An alternative approach considers wake steering by letting some turbines deliberately operate under
yawed conditions. Here, Storey et al.[80] investigated the effect of adding dynamic yaw control to the
simulation. As a result, the turbines could adjust to local flow effects, even if the upstreamwind direction
did not change. They noted that indeed yaw actuation was triggered by the transient wake effects of
upstream turbines and that this should be included for correct simulation of a turbine array.

2.3.1.2. Farm Blockage
For the longest time only wake effects have been considered when evaluating the turbine-turbine inter-
action. The turbines were known to have an induction zone upstream, which in theory could influence
other turbines, but this zone was found to be small and was generally neglected[6]. Only recently was
it discovered that this assumption does not hold for complete wind farms that interact with the ABL.
Here, the effective induction zone of the wind farm is significantly larger than expected from the sum of
the induction zones of all individual turbines[61]. This phenomenon is now often referred to as global
blockage or farm blockage.

Even today this topic has only been investigated sparsely and its influence is generally not included
in engineering models. The global blockage effect was first observed in measurements by Bleeg et
al.[6], only in 2018. By comparing the measurements of meteorological masts upstream and laterally
of a wind farm, before and during operation of the wind farm, they found a significant reduction in free
stream velocity just upstream of the farm after the wind turbines came into use. Similar results were
obtained when simulating the site using RANS.

Schneemann et al.[61] continued this work by investigating global blockage effects using lidar data.
They also found a decrease of about 4% in the upstream free-stream velocity, attributed to the presence
of the wind farm itself. The first rows of turbines can similarly be influenced by this effect, leading to
a reduction in the expected farm energy production. An in-depth understanding of this topic is largely
based on LES investigations of larger wind farms.

One of such investigations was performed by Wu and Porté-Agal[90], where they simulated the effect
of a 36 by 5 wind turbine grid with a spacing of 7 turbine diameters. They repeated the simulation
for aligned and staggered setups and also with periodic boundaries to simulate an infinite wind farm.
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Indeed, a turbine induced global blockage effect of about 1% reduction in the upstream free flow was
found for free-atmosphere stratification. For higher levels of atmospheric stratification, this effect could
be significantly increased, due to gravity wave induced blockage effects causing a high pressure at the
leading edge of the farm.

2.3.1.3. Complex Terrain
In subsection 2.2.1 it was already discussed how advances in atmospheric sciences allow for the sim-
ulation of the ABL in a wide variety of landscapes. Over time, the wind energy community has adopted
these techniques and applied them to investigate the potential of wind energy in complex terrains. In
their work, Elgendi et al.[17] give a great overview of a variety of terrain types that are of particular
interest for onshore wind energy applications. For each type, they also present a range of studies
investigating the wind characteristics of such landscapes.

These studies show that many types of terrain can be beneficial for the development of onshore wind
turbines. Especially hilly or mountainous terrain can generate large local accelerations of the mean
flow field, leading to a higher possible energy extraction if a turbine is placed correctly. However, to
properly understand this behaviour, only evaluating the wind characteristics on their own is not enough.
Instead, the interaction of turbine-environment and turbine-turbine should be explicitly considered.

The first proper investigation of an operational wind farm in complex terrain using LES appears to have
been carried out by Yang et al.[94]. In this study, they simulated the InvEnergy Vantage wind farm in
Washington, USA. This farm consists of 60 1.5MW turbines, spread over an area of roughly 9x4 km,
with terrain height varying by roughly 300m. Even for this challenging terrain, the values obtained for
mean power and power fluctuations closely matched observations, validating the approach for LES
even for such complicated cases.

Sing and Alam[67] extend this approach to a case study of a 12 times 5 turbine array on a variety of
hypothetical terrains. Using this approach, they can investigate the effect of local flow accelerations
versus the increased drag interactions that are also often encountered in these circumstances. Their
conclusion is that power production could theoretically be increased by up to 68% with respect to a
wind farm in a flat region. As such, the benefits of local flow gradients far outweigh the effects of drag
increases.

In addition to wind farm applications, recent research has also focused on the turbine-environment
interaction for a single turbine. Troldborg et al.[83] investigate the effects of complex terrain on the
power curve of the DTU 10MW reference turbine. This is done by simulating the turbine in both a flat
environment and a complex environment, for which the Perdigão site in Portugal was selected. The
resulting power curves for the two sites were found to be significantly different. This discrepancy was
attributed to the heterogeneity of the complex terrain flow, which significantly interfered with the turbine
wake.

Now that the techniques of simulating complex terrain are becoming more mature, the possibilities of
including them into a simulation procedure are also growing. In their work, Rai et al.[56] define a generic
framework for the use of AL methods in a LES, capable of resolving complex terrain. Working with such
a framework allows for simulations that are easier to set up, more robust, and easier to optimize.

The ASPIRE solver can also be seen as such a framework. Plugins can be added to the solver in a
modular way, enabling easy extensions of the base capabilities of the solver. Apart from that, complex
terrain can readily be solved by the solver using immersed boundary methods[85].

2.3.1.4. Load Assessment of Individual Turbines in a Wind Farm
Apart fromwake losses, the study of wake interaction is also relevant for the structural design of turbines.
The wake area is categorized by large velocity deficits and increased levels of turbulence, which can
cause a large time-wise variation of blade loading. As such, turbines placed in the wake of another
turbine suffer significantly higher fatigue loads than in an isolated environment. Similar turbulent effects
can be observed when a turbine is placed in complex terrain, such as the flow-separated region behind
a hill.

Some research has focused on quantifying these fatigue effects. The study of Storey et al.[80] was
already mentioned for its implementation of yaw control into the LES simulation using actuator sections.
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In addition, this study also focuses on the variability of load of a four-turbine array at different ambient
wind speeds. They found that at below-rated conditions, the front turbines experienced higher loads
due to the reduction of wind speeds in the wake for the downstream turbines. However, at higher
wind speeds, the rated speed could still be reached in the wake. As a result, the average force on the
downwind turbines was greater due to the large power fluctuations caused by the turbine speed control.
Similarly, they found that at lower wind speeds, the coefficient of variation of blade loading was higher
for downstream turbines, due to the influence of turbulent wakes. However, at speeds above rated, the
front turbine suffered from significant force variability due to the need of pitch control on the blades.

Some researchers have also extended the AL model to incorporate aero-elastic effects by coupling
the model to a structural solver. Especially for larger turbines this might be important, as large blade
deflections could influence the flow field. As such, Meng et al.[39] propose an Elastic Actuator Line
model (EAL). In this model, structural effects are incorporated in a similar manner as often done for
BEM methods, such as FAST.

In the EAL the calculation of the blade forces is again performed using a BE approach. However,
when determining the local velocity and angle of attack, the EAL will now also consider bending and
vibrational movements of the blades, thereby enhancing the physical accuracy of the representation.
Using these techniques, Meng et al. showed that the impact of aero-elastic effects can not be neglected
when calculating the time series of root bending moments. They also investigated the case of a turbine
that is partially in the wake of another turbine and concluded a significant increase in fatigue loading.

One limitation of the study is that the model was adopted using RANS, which can only calculate the
mean turbulence quantities. Yu et al.[95] therefore employed a similar EAL model, but now in a LES
framework. On top of that they include the effect of tower shadow in the analysis as well. The tower
was found to significantly affect the fatigue characteristics of the turbine, especially when the tip moved
closer to the tower under high loads. These effects were further strengthened when turbines were
considered in the wake of upstream turbines.

2.3.2. Challenges in Industry
In subsection 2.3.1 it was shown that great developments have been made in understanding the dy-
namics of wind farms. However, this does not mean that all challenges have been solved. Within
academia, many different case studies exist and new insights are obtained almost daily. Still, not all
of these advancements are transferable to industry. This section will focus on some of the issues that
industry-scale LES simulation encounter and which advancements are required to allow LES to thrive
as a business case.

The largest issue holding LES back for use in the industry is its computational cost. Looking back
at subsection 2.3.1, it can be seen that AL computations are relatively rare, even though they are
widely accepted to be better than AD. This is due to the computational requirements, where AL not only
requires a finer mesh to resolve the force gradients, but is also extremely limited by the CFL requirement,
as was explained in subsection 2.2.2. As such, simulations of large wind farms are predominantly being
performed using AD, even in academia. However, academia usually focuses on well defined case
studies, simulating usually a single given day. To sell a service however, it is not uncommon in the wind
industry to have a reference data set of 20 years. As a result, industry is limited to AD computations
on coarse resolutions to be able to keep up with the computational demand.

Another problem is the secrecy of data. Turbine manufacturers generally only provide the characteris-
tic turbine curves, along with very general numbers, such as size and rated power. Unless the turbine
is very old, the chances of obtaining an accurate BEM model are very small. As seen in subsubsec-
tion 2.1.4.1, BEM is a very common method to provide a load distribution to the LES in academia.
Although perfect from an algorithmic point of view, the lack of data makes it impossible to implement
for real-world wind farms.

Luckily, there are possibilities for future development. The analytical models discussed in subsubsec-
tion 2.1.4.2 seem very promising. Implementing such a model into industry LES is expected to greatly
enhance performance with respect to the uniform AD models that are currently used by lack of a better
alternative. In the best case, these models could match BEM-coupled AD models, allowing industry
LES to operate on the same fidelity as state-of-the-art wind farm simulations in academia.
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More specifically, the analytical body force model (ABFM) provides opportunities in two ways. In the
latest paper on development of the model[72], it is clearly presented as an algorithm that takes in the
thrust coefficient, power coefficient, and tip-speed ratio, and returns the expected force distributions
based on some simple physical considerations. In a first approach, it is thus not even required to
create a two-way coupling to the LES. Existing LES data using a simplified, uniform AD can be used
to generate the required inputs for the ABFM, which is in turn used to estimate the force distributions.
This way, companies can provide estimated turbine loads as an extra service, without changing their
computational setups.

The methodology could then be expanded, if desired, to include the full two-way coupling. This will
require a significant change in the LES workflow, but it enables the LES to use the higher fidelity load
distributions in the force projections. This will likely result in a higher accuracy of the results in the wake.
The use of this two-way coupling has already been demonstrated in literature[75, 49]. The one-way
approach, however, could also be very valuable, but has not been investigated as of yet.

Apart from that, it should be mentioned that the Actuator Sector approach could also be very interesting
for industry purposes. For all practical intents, it blends the AD and ALmethods and can thus be used for
cases where higher fidelity than AD is preferred. The blending factor is directly related to the maximum
time step. Ff the same timestep as AL is used, the method will converge to the AL result. However, if
the timestep is very large, the sectors will span the entire disk and the simulation will behave as an AD.
Still, current Actuator Sector models rely on a coupling to BEM and are thus not applicable for industry.
However, if the force distribution can be resolved in other ways, such as the ABFM, the actuator sector
approach could be applied to real-world cases as well.

2.4. Goals of the thesis
The previous sections have discussed the history and current state-of-the-art approaches for turbine
analysis. LES has become a staple in academic research for this purpose, as it can capture both the
dynamics of the ABL and the turbine wake. Although less common, LES is slowly being applied in
industry settings as well. However, due to confidentiality, application of LES in this field often has to be
performed with a lack of turbine parameters. As such, they are limited to simplified, uniform Actuator
Disk models. This thesis will focus on how analytical body force models can be used to enable the
calculation of blade force distributions in industry-scale LES of wind farms. It is aimed to develop a
model that can be used in a general context for a wide variety of cases. The exact research questions
are defined in subsection 2.4.1 and the hypothesis in subsection 2.4.2.

2.4.1. Research Questions
Currently, the fidelity of LES applied by industry to wind turbines is limited by the fact that the blade
load distributions are generally unknown. The quality of the simulations can greatly be improved if the
blade loads can be calculated. The main research question is thus formulated as follows:

• How to develop an efficient model for wind turbine blade loads in a wind farm integrated in an
industry-scale operational LES model, without knowledge of the blade geometries?

Asmentioned in subsection 2.3.2, an analytical body force model is a promising solution to this question.
The model of Sørensen[72] is thus taken as a starting point, this thesis will then investigate how this
model can be adapted for industry use. This leads to the following three supporting research questions:

1. How can existing analytical body force models be coupled to a LES in such a way that they match
both the input thrust and power coefficient?

2. With what accuracy can the analytical body force model be used to calculate force distributions
using a one-way coupling approach?

3. How much can the accuracy of the wake in the LES be improved by using the analytical body
force model with respect to a uniform actuator disk model?

The first question refers to the problem that was explained in subsubsection 2.1.4.2. The current model
takes both the thrust and power coefficient as an input. However, when the model is coupled to a LES,
one of the degrees of freedom drops and the power coefficient can no longer be constrained. This is
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not desirable, as in an industry setting, the total turbine power is generally know with decent accuracy
from the turbine curve and the resulting load model should match with this value.

The second question relates to the discussion in subsection 2.3.2. It was already shown that the model
can be used without any coupling for specifically homogeneous inflow conditions[72]. This suggests
that if the inflow is known, the force distributions can be determined. In current literature, the inflow
conditions are determined by providing a two-way coupling between the ABFM and the LES[49]. How-
ever, the inflow might just as well be estimated from a LES using a uniform AD model. This way, the
LES framework does not need to be altered and the ABFM can be run as a cheap post-processing
step after the LES is complete to obtain the force distributions. More importantly, the ABFM does not
influence the LES results. This is important in a business case, since the ABFM can then be used as
an add-on to an already existing product.

Still, if the force distributions are known, they can be used as an input for the LES force projection.
This alters how momentum is extracted from the flow at the rotor and will therefore influence the com-
plete simulation. The third sub question is then used to investigate the effect this has on the wake
characteristics and if it is possible to significantly increase the accuracy of the resolved wake in this
way.

2.4.2. Hypothesis
To aid in answering the research question, the following hypothesis are defined:

1. It is possible keep the power coefficient as a model input when coupling the ABFM to the LES by
letting go of the 1D approximation for the induction.

2. Force distributions can be reconstructed with reasonable accuracy by using one-way coupling,
even if the projected forces in the LES use a different distribution

3. Wake characteristics of the two-way coupled approach will differ significantly from those of a
uniform actuator disk model in the near-wake. In the far-wake, the wakes of both models will
converge to each other.

These hypothesis will now be explained in a bit more detail. For the first hypothesis, the coupling
mechanism of the ABFM to the LES is questioned. As explained in subsubsection 2.1.4.2, the current
literature couples the model to the LES by making use of a 1D approximation. This approximation
constraints the induction factor and as a result the power output of the turbine. However, 1Dmomentum
theory often does not hold in general, especially the 1D relation between power and induction, CP =
4ā(1− ā)2, does not take into account rotational losses in the wake. It thus not optimal to constrain the
induction this way. Instead, it is hypothesised that the constrain can be reverserd, fixing the power of
the turbine and finding the resulting induction factor that complies with this.

The second hypothesis regards the potential for a one-way coupling approach. Since the ABFM only
requires the distribution of axial velocity from the disk, there is no reason that the exact force distribu-
tions have to be projected to the LES. The only requirement here is that the rotor induction is correctly
accounted for by another model, which in an industry setting will likely be a uniform AD. The total thrust
that is applied using the uniform AD should be the same, and as such, the induction should be captured
correctly, on average. It is true that the distribution of induction depends slightly on the force distribu-
tion. However, this influence is likely only significant near the tip and root, where the loading drops to
zero anyway. Self induction, however, is not the only mechanism that influences the axial disk velocity.
Instead, it is also largely dependent on the turbulent eddies in the inflow. Since the self induction is still
largely captured by the uniform AD, it is not unreasonable to think that the distribution of disk velocity
is dominated by turbulent effects. If this is the case, then it should be possible to obtain accurate force
distributions in a one-way coupling configuration.

Still, there might be a considerable added value in performing the full two-way coupling. By doing this,
a significantly more realistic force distribution is provided to the LES in a feedback loop. As a result,
the extraction of momentum at the rotor is better captured. It is then only logical to reason that this
will increase the accuracy of the resolved wake, as stated by hypotheses three. Similar findings to this
hypothesis were made by Porté-Agel et al.[54], showing that the wakes of different actuator models
converge for downstream distances of 10 rotor diameter.



3
Methodology

In this thesis, the forces on a wind turbine will be determined using a coupling between an analytical
model and a LES simulation. Obtaining accurate results requires careful integration of a combination
of different models. All models and their coupling methods are discussed in this chapter.

First, section 3.1 will discuss the analytical body force model. This model can calculate the force dis-
tributions over the rotor for a given thrust coefficient, power coefficient, tip-speed ratio, and freestream
velocity. The section will cover the derivation of the model, how it is adjusted with respect to current
literature and its discretisation. Then, section 3.2 will show how the turbine operating conditions can
be determined during the LES simulation. It will be shown how the characteristic turbine curves can
be used for this, though additional calibration techniques are required to apply them to the LES. The
chapter will end with a discussion on how the analytical model can be coupled to the LES in section 3.3.
Two different coupling strategies are proposed, depending on whether a one-way or a two-way coupling
is desired.

3.1. The Analytical Body Force Model
In this work, the turbine force distributions are calculated using the Analytical Body Force Model (ABFM)
developed by Sørensen et al.[75]. This model has been verified for wind turbines operating at rated
conditions by Sørensen and Anderson[71] and was later extended to include non-rated conditions[72].
The ABFM uses the thrust coefficient, power coefficient, tip-speed ratio, and freestream velocity to
estimate the rotor induction, circulation, and the distribution of normal and tangential force, as shown
in Figure 3.1.

Figure 3.1: Inputs and outputs of the ABFM

23
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The formulation of the model is provided in subsection 3.1.1. Then subsection 3.1.2 shows how the
model can be solved analytically if the inflow is uniform. Next, subsection 3.1.3 discusses how azimuthal
dependencies can be included. The section ends with subsection 3.1.4, which discusses how themodel
can be discretised, a step that is essential for coupling it to the LES later.

3.1.1. Load Model Formulation
The ABFM models the axial and tangential force at all points on the rotor disk, while radial forces are
neglected. Note that this limits the use of the ABFM for cases of large rotor yaw or tilt, since these
conditions are associated with large radial flows.

The axial force is obtained by finding the pressure drop over the rotor. Applying Bernoulli’s principle in a
cylindrical coordinate frame rotating with the rotor yields Equation 3.1. Here, Uax, Ur, and Ωr represent
the axial, radial, and azimuthal components of the velocity. Furthermore, uθ is the induced swirl of the
rotor, p the pressure, and ρ the density. The subscripts 1 and 2 refer to a location infinitesimally up-
stream and downstream of the rotor, respectively. This is also shown in an isometric view in Figure 3.2
and as a side view in Figure 3.3. In the absence of radial forces, Ur1 = Ur2 , so mass conservation
requires Uax1

= Uax2
. Equation 3.1 then reduces to Equation 3.2, where the axial force fax is given as

a force per unit area of the rotor.

p1 +
1

2
ρ(U2

ax1
+ U2

r1 + (Ωr)2) = p2 +
1

2
(U2

ax2
+ U2

r2 + (Ωr + uθ)
2) (3.1)

fax = p2 − p1 = ρuθ(Ωr +
1

2
uθ) (3.2)

Figure 3.2: The cylindrical axis system of the ABFM

Figure 3.3: Side view of the rotor disk displaying region 1
and region 2, infinitesimally upstream and downstream of the

rotor, respectively

Next, the azimuthal force is found by imposing conservation of angular momentum, as expressed by
Euler’s Turbine Equation in Equation 3.3[73]. After simplifying the dot product, Equation 3.3 reduces
to Equation 3.4, where ud is the axial velocity component in the rotor plane. In general, the velocity are
is constant on the disk, meaning that uθ = f(r, θ) and ud = f(r, θ).

∫
rotor

ruθρV · dA = Q =

∫
rotor

rfθdA (3.3)

fθ = ρuθud (3.4)
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The forces are then determined by modeling the distribution of azimuthal velocity on the disk as in
Equation 3.5[72]. In this equation, q0 represents the nondimensional circulation of an optimal rotor
and x is the normalized radial coordinate, such that x = r

R , where R is the rotor radius. Furthermore,
S0 is a constant, representing the solid-body rotation component of the wake. Based on an empirical
fit, this parameter can be calculated from Equation 3.6[72]. F (x, θ) and g(x) then refer to the tip and
root correction, respectively. Several correction functions exist, which will be covered in more detail in
subsubsection 3.1.1.1.

uθ

U0
= (

q0
x

− S0x)F (x, θ)g(x) (3.5)

S0 =

0.08 ·
(

CT,r−CT

CT,r

)3
, CT < CT,r

0.05 ·
(

CT,r−CT

CT,r

)
, CT ≥ CT,r

. (3.6)

For S0 = 0, Equation 3.5 represents the induced velocity of a Joukowsky rotor, corrected for tip and
root effects. The Joukowsky rotor was found to be a valid model for turbines operating at rated con-
ditions[71]. For non-rated conditions, however, S0 is required to correctly model the effect of turbine
blade pitch on the load distribution[72].

3.1.1.1. Tip and Root Corrections
In Equation 3.5 it was shown that a tip correction F (x, θ) and a root correction g(x) were added. These
are necessary since the Joukowsky model assumes a constant circulation along the blade length,
whereas in reality the circulation drops to zero at the root and the tip.

This need for tip and root corrections is identical to that in BEM, and known corrections can thus be
adopted from literature. For the tip correction, it is suggested to use either the Prandtl correction, Equa-
tion 3.7, or the Glauert correction, Equation 3.8. Here Nb denotes the number of turbine blades. In the
latter equation Φ refers to the inflow angle of the blade, which can be approximated using Equation 3.9.
This approximation neglects the effect of azimuthal induction at the rotor plane on the tip correction
factor. This assumption is generally safe to make, as will be demonstrated in subsection 4.1.1. Note
that in general ϕ = f(x, θ).

FPrandtl(x) =
2

π
arccos

[
exp

(
−Nb

2

√
1 + λ2 · (1− x)

)]
(3.7)

FGlauert(x, θ) =
2

π
arccos

[
exp

(
−Nb(1− x)

2x sinΦ

)]
. (3.8)

sin (ϕ) =
ud

Vrel
≈ ud√

u2
d + (Ωr)2

=
1√

1 + λ2x2(U0

ud
)2

(3.9)

A key advantage of the Prandtl correction is that it is dependent only on the tip-speed ratio, number of
blades, and radial position. As such, this correction has no azimuthal dependencies, which simplifies
the model. The Glauert correction, on the other hand, is considered more accurate because it explicitly
accounts for the effect of the inflow angle. Consequently, it is also the most commonly used correction
for BEM[73]. Therefore, the Glauert correction will be chosen as the default for this work, unless further
specified.

Different tip corrections have been proposed, as discussed by Shen et al.[63]. However, many of these
formulations are not widely used or require more geometric details of the rotor. For these reasons,
these corrections are not used in this work.

At the root of the blades, a correction is required for similar reasons to the tip. However, the near-hub
region of the blade is generally non-lifting, which changes the physical behaviour. As recommended
by Sørensen et al.[75], the root effects are therefore better described by the viscous core model of
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Delery[16]. This correction is given in Equation 3.10. In this equation, ac and bc are model parameters,
where (acbc+1)e−ac = 1. The values ac = 2.335 and bc = 4 have been selected to provide an accurate
empirical fit for the induced azimuthal velocity of a turbine blade[75]. The value δ represents the viscous
core of the root vortex, which should be approximately equal to the length of the non-lifting part of the
blade.

g(x) = 1− exp

(
−ac

(
x

δ

)bc
)

(3.10)

3.1.2. ABFM Solution for Homogeneous Flows
For homogeneous cases, which require ud = constant, uθ = f(x), U0 = constant, ρ = constant and
F = f(x), it is found that there exists an axisymmetric solution for the forces, such that fax = f(x) and
fθ = f(x). For the remainder of this work, this solution will be refered to as the ABFM-H. If the thrust
coefficient (CT ), the power coefficient (CP ) and the tipspeed-ratio (λ) are known, these distributions
can be found as follows.

By definition, CT , CP , and λ are given by Equation 3.11, Equation 3.12, and Equation 3.13. Here T
is the total rotor thrust, P the total power, and Ω the rotational velocity of the blades. Alternatively, the
thrust and power coefficient can also be found by integrating Equation 3.2 and Equation 3.4 over the
disk, resulting in Equation 3.14 and Equation 3.15.

CT =
T

1
2ρ0U

2
0πR

2
(3.11) CP =

P
1
2ρ0U

3
0πR

2
(3.12) λ =

ΩR

U0
(3.13)

CT =
T

1
2ρ0U

2
0πR

2
=

∫ R

0

∫ 2π

0
faxrdθdr

1
2ρ0U

2
0πR

2
=

2πρ
∫ R

0
ruθ(Ωr +

1
2uθ)dr

1
2ρ0U

2
0πR

2
= 4λ

∫ 1

0

uθ

U0
x2 + 2

(
uθ

U0

)2

xdx

(3.14)

CP =
P

1
2ρ0U

3
0πR

2
=

Ω
∫ R

0

∫ 2π

0
rfθrdθdr

1
2ρ0U

3
0πR

2
=

2πρΩ
∫ R

0
uduθr

2dr
1
2ρ0U

3
0πR

2
= 4λ

∫ 1

0

ud

U0

uθ

U0
x2dx (3.15)

As uθ is known from Equation 3.5, Equation 3.14, and Equation 3.15 result in a two-equation system
for the two unknowns, q0 and ud. These degrees of freedom can be solved for using Equation 3.16 and
Equation 3.17, with the integration constants a1 to a5 given by Equation 3.18.

q0homogeneous
=

√
(a2λ− a3S0)2 + a1(

CT

2 + 2a4λS0 − a5S2
0)− (a2λ− a3S0)

a1
(3.16)

udhomogeneous
=

CpU0

4λ(a2q0 − a4S0)
(3.17)

a1 =

∫ 1

0

g2F 2

x
dx, a2 =

∫ 1

0

gFxdx, a3 =

∫ 1

0

g2F 2xdx, a4 =

∫ 1

0

gFx3dx, a5 =

∫ 1

0

g2f2x3dx

(3.18)

The resulting system of equations appears straightforward. In practice, however, the tip correction
is often dependent on the disk velocity (F = f(x, ud)). As a result, the system can become non-
linear, and an iterative solver is needed to find the solution. Once q0 and ud are known, they can
be used to calculate the resulting force distributions on the disk using Equation 3.2 and Equation 3.4.
The blade loads can then be calculated from these distributions using the techniques described in
subsection 3.1.5.
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3.1.3. Accounting for Non-homogeneous Conditions
The solution of subsection 3.1.2 provides a valuable baseline for the model. However, the required
homogeneous inflow conditions do not occur in reality due to effects such as turbulence and wind
shear. As such, it is desirable for these effects to be included in the ABFM. This section will explain
how several heterogeneous effects can be included in the model.

3.1.3.1. Freestream Velocity and Reference Velocity
The freestream velocity, U0, is often assumed to be a single value. However, wind turbines operate
in the atmospheric boundary layer, which exhibits many complex flow patterns. This generates spatial
variations, such as wind shear due to surface friction or turbulence which emerges from the chaotic
nature of the ABL. All these turbulent effects can result in a significant variation in velocity over the
rotor.

As a result, the definition of a single ”freestream velocity” can become ambiguous, since each point on
the rotor disk experiences slightly different conditions. This suggests that U0 should be treated as a
distribution, i.e. U0 = U0(x, θ). This freestream velocity can be related to the axial disk velocity using
the disk-averaged axial induction factor, a, as in Equation 3.19. Note that induction is dependent on the
thrust of the rotor. For a given turbine the relation between the thrust coefficient and induction factor is
generally known

U0(x, θ) =
ud(x, θ)

1− a
(3.19)

However, the definitions of CT , CP , and λ require non-dimensionalisation by a single reference velocity.
Following the work of Navarro Diaz et al.[49], a separate reference velocity can be defined using the
induction factor and the disk-averaged axial velocity, according to Equation 3.20. This reference velocity
can then be used in the definition of CT , CP , and λ, as done in Equation 3.21, Equation 3.22, and
Equation 3.23. It should be noted that the value of ā is left as an unknown for now, in contrast to the
work of Navarro Diaz et al.[49] who constrained the induction using CT = 4ā(1− ā).

Uref =
ud

1− a
(3.20)

CT =
T

1
2ρrefU

2
refπR

2
(3.21) CP =

P
1
2ρrefU

3
refπR

2
(3.22) λ =

ΩR

Uref
(3.23)

Using Equation 3.20, the reference velocity can be defined in a clear and unambiguous manner, even
for highly heterogeneous inflows, such as a turbine operating in the near wake of another. It can also
be seen that this definition converges to the observed freestream velocity of homogeneous inflow con-
ditions. In addition, it turns out that this reference velocity is readily available from a required calibration
procedure for the LES, which is covered in more detail in subsection 3.2.2. As such, the value of Uref

is assumed to be known for the remainder of the section.

3.1.3.2. Density Distribution and Reference Density
Just as the freestream velocity should be treated as a distribution, a similar argument holds for air den-
sity. The density varies with altitude, and for a large turbine this difference can constitute up to 2%
between the bottom and top of the rotor disk. However, if the density distribution is known, it can be
accounted for in a simple manner. This is achieved by keeping the density within the integral in Equa-
tion 3.14 and Equation 3.15. Note that including these density changes is a modification introduced for
this work and is not included in the original literature[72, 49].

To compute the non-dimensional coefficients, a reference density is required, which is chosen as the
disk-averaged density. From a physical perspective it could be argued that this average should be
weighted by the force distribution. However, this greatly increases the complexity of the calculation,
while yielding minimal differences in the outcome.
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3.1.3.3. LES and ABFM Disk Velocity
As established earlier, the disk velocity can be computed fromEquation 3.19, provided that the freestream
velocity is known. However, in the context of CFD, this process is effectively reversed, since the
freestream velocity is often ambiguous, whereas the disk velocity can be directly sampled. This sam-
pled velocity distribution is denoted by udLES

(x, θ). Assuming that the reference velocity can be ob-
tained through calibration, which will be shown in subsection 3.2.2, the induction factor is given by
Equation 3.20. Consequently, the complete distribution of apparent freestream in turn follows from
Equation 3.19.

If the approach presented in literature[75, 49] were followed, then the next step would involve substi-
tuting udLES

(x, θ) into Equation 3.4. Since udLES
is known, only one degree of freedom would remain

and Equation 3.15 would have to be removed from the system of equations to ensure the model is not
overconstrained.

As an alternative approach, this work distinguishes between the distributions udLES
(x, θ) and udABFM

(x, θ).
Here, udLES

(x, θ) is the disk velocity as sampled from the LES. This distribution will be used to determine
the freestream velocity using Equation 3.19 and Equation 3.20. In contrast, udABFM

(x, θ) represents
the modeled disk velocity from the ABFM. This velocity acts as a degree of freedom of the system of
equations and is used to compute the azimuthal force of Equation 3.4. Therefore, udLES

(x, θ) should be
interpreted as the physical disk velocity. On the other hand, udABFM

(x, θ) serves as a tuning parameter
to adjust the ABFM such that it matches a specified power coefficient.

This distinction is justified by the observation that, under many realistic turbine operating conditions,
the ABFM fails to accurately represent the average induction. Consequently, the value of udABFM

(x, θ)
cannot be used to reconstruct the freestream velocity and, by extension, udLES

(x, θ) cannot be used to
determine the azimuthal forces. This will be further demonstrated in Appendix A.

It should be noted that if the ABFM predicts a realistic induction, udABFM
= udLES

is a valid solution of
the system of equations. Under these conditions, this new formulation will converge to the results found
in literature. As will be shown in Appendix A, this is approximately the case if the turbine power adheres
to 1D-momentum theory, CP = 4ā(1−ā)2. However, because the power coefficient is significantly lower
in practice due to wake losses, this new formulation is necessary to properly account for this.

Tomodel the effect of heterogeneity on the tangential force distribution, it is assumed that the distribution
of udLES

(x, θ) and udABFM
(x, θ) share the same shape. This assumption results in Equation 3.24, which

allows the full distribution udABFM
to be reconstructed from just the unknown mean velocity udABFM

,
which can be represented as a single scalar.

udABFM
(x, θ) =

ud(x, θ)

ud
udABFM

(3.24)

3.1.3.4. Heterogeneous system of equations
Building on the considerations of the previous sections, Equation 3.14 and Equation 3.15 can be rewrit-
ten for nonhomogeneous cases as Equation 3.25 and Equation 3.26. For a given operating condition,
the parameters Uref , ρref , CT , CP , λ, and a are known, as will be shown in section 3.2. Subsequently,
uθ

U0
is defined by Equation 3.5 and U0 by Equation 3.19. Then, q0 and udABFM

are the two remaining
unknowns of the two equations. Equation 3.25 and Equation 3.26 thus form a system of equations that
can be solved for q0 and udABFM

, after which the forces follow from Equation 3.2 and Equation 3.4.

CTheterogeneous
=

2

ρrefU2
refπR

2

∫ ∫
rotor

ρ(x, θ)
uθ

U0
U0(x, θ)

(
λUrefx+

1

2

uθ

U0
U0(x, θ)

)
dA (3.25)

CPheterogeneous
=

2λ

ρrefU2
refπR

2

∫ ∫
rotor

xρ(xi, θj)
uθ

U0
U0(x, θ)

ud(x, θ)

ud
udABFM

dA (3.26)

For the homogeneous equations, Equation 3.14 and Equation 3.15, the system was coupled, since
the tip correction was generally a function of one of the degrees of freedom, i.e. F = f(x, ud). In the
heterogeneous case, udLES

is no longer unknown, so Equation 3.25 can be solved independently of
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Equation 3.26. However, in practice, evaluation of the integrals will require numerical solutions, which
will be elaborated on in the following section.

3.1.4. Load Model Discretisation
Numerical techniques will be employed to solve the system of equations of Equation 3.25 and Equa-
tion 3.26. First, the rotor disk is discretised onto a polar grid, as illustrated in Figure 3.4. The grid is
constructed using an equal spacing in the azimuthal direction, since velocity gradients are on average
independent on the azimuth position. Along the radial direction the points are spaced using a cosine
distribution to better capture the expected sharp gradients near the tip and root. The cells are numbered
using the index i along the radial direction and j along the azimuthal one. Within each cell, all quantities
are assumed constant, equal to the value at the midpoint, indicated by the red dots in Figure 3.4.

When a disk-averaged quantity is required, it can be computed using the weighted average of Equa-
tion 3.27, for any quantity Q that is well defined on the disk. The subscript d indicates that the quantity
is defined on the disk and the overhead bar indicates the averaging operation.

Qd =

∑Nr

i=1

∑Nθ

j=1 Qdi,jAi,j∑Nr

i=1

∑Nθ

j=1 Ai,j

(3.27)

The integrals of Equation 3.25 and Equation 3.26 can now be approximated using discrete summations,
as shown in Equation 3.28 and Equation 3.29. Here Nr and Nθ are the total amount of cells along the
radial and azimuthal direction, xi and θj the polar coordinates of the midpoint of cell (i, j) and Aij the
area of cell (i, j).

Figure 3.4: Discretisation of the rotor disk onto a polar grid. Each cell is specified using its inner and outer radius, angular span
and cell midpoint

CT ≈ 2

ρrefU2
refπR

2

Nr−1∑
i=0

Nθ−1∑
j=0

ρ(xi, θj)
uθ

U0
(xi, θj)U0(xi, θj)

(
λUrefxi +

1

2

uθ

U0
(xi, θj)Uo(xi, θj)
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Aij

(3.28)

CP ≈ 2λ

ρrefU2
refπR

2

Nr−1∑
i=0

Nθ−1∑
j=0

xiρ(xi, θj)
uθ

U0
(xi, θj)U0(xi, θj)

ud(xi, θj)

ud
udABFM

Aij (3.29)

Using Equation 3.5, it can be seen that the equation is quadratic in q0, such that the solution is given by
Equation 3.30, with the quadratic coefficients given by Equation 3.32, Equation 3.33, and Equation 3.34.
In these equations, ṁ(xi, θj) is a mass flow term, given by Equation 3.31.
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q0 =
−bq +

√
b2q − 4aqcq

2aq
(3.30)

ṁ(xi, θj) = ρ(xi, θj)U0(xi, θj)F (xi, θj)g(xi)Aij (3.31)

aq =

Nr−1∑
i=0

Nθ−1∑
j=0

ṁ(xi, θj)U0(xi, θj)F (xi, θj)g(xi)

2x2
i

(3.32)

bq =

Nr−1∑
i=0

Nθ−1∑
j=0

ṁ(xi, θj) (λUref − U0(xi, θj)S0F (xi, θj)g(xi)) (3.33)
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Nr−1∑
i=0

Nθ−1∑
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ṁ(xi, θj)x
2
iS0

(
1

2
U0(xi, θj)F (xi, θj)g(xi)S0 − λUref

)
(3.34)

Once q0 known, Equation 3.29 can be solved directly for udABFM
by observing that the equation is linear.

The corresponding solution is provided in Equation 3.35. Once the system is solved, fax(xi, θj) and
fθ(xi, θj) can be calculated using Equation 3.2 and Equation 3.4, remembering that in Equation 3.4, ud

refers specifically to udABFM
.

udABFM
=

CP
1
2ρrefU

3
refπR

2∑Nr−1
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∑Nθ−1
j=0 λUrefxiρ(xi, θj)

uθ
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(xi, θj)U0(xi, θj)

ud(xi,θj)
ud
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(3.35)

3.1.5. Determination of Blade Loads
The load model yields the force distributions, fax and fθ, per unit area of the rotor. However, in many
cases, the quantity of interest is the force distribution along the blade. For blade loading, the force
is located at Nb discrete blades, instead of spread around the rotor perimeter. A straightforward con-
version is thus given by Equation 3.36 and Equation 3.37, where the factor 2πxR

Nb
is used to calculate

the contribution per blade, and ρrefU
2
refR is a non-dimensionalisation factor that is commonly used for

blade loads.

Cax(x, θ) =
fax(x, θ)

ρrefUref2

2πx

Nb
(3.36) Caz(x, θ) =

fθ(x, θ)

ρrefU2
ref

2πx

Nb
(3.37)

3.2. Turbine Operating Conditions
In section 3.1 it was seen that the ABFM can be used to determine the force distributions of the turbine
blades, provided the turbine operating conditions are known. These operating conditions depend not
only on the local wind conditions, but are also largely influenced by the turbine control logic. These
characteristics are typically presented using the turbine thrust, power, and TSR curves.

Unfortunately, these characteristic curves are often not readily available in practice. subsection 3.2.1
will therefore discuss a simple parametrisation to approximate them. Afterwards, subsection 3.2.2 will
discuss a calibration procedure to use in cases where the free-stream velocity is unknown. The section
concludes with discussion of the relevant time scales and their effects in subsection 3.2.3.

3.2.1. Turbine Curve Parametrization
All wind turbines are equipped with a controller that maximises the power extraction, while prevent-
ing damage to the turbine. For each inflow velocity, the turbine controller determines its operating
conditions, which are then represented by the turbine performance curves. However, for many prac-
tical applications these turbine curves are not available, in which case they can be approximated by
assuming a certain control strategy.

The model adopted is described by Van der Laan et al.[32]. The turbine curve is divided into four
distinct regions, as illustrated in Figure 3.5. The meaning of the different regions is summarised in
Table 3.1. Virtually all turbine curves show these distinct regions, although in practice the transition
between regions will not be as sudden. Instead, they might contain a blend of control strategies, which



3.2. Turbine Operating Conditions 31

will be neglected in this work. The resulting parametrisation is provided in Equation 3.38–Equation 3.43,
where the subscript r refers to rated conditions and PG is the generator power. The approximation for
the tip-speed ratio can be further enhanced by imposing a minimum and maximum turbine RPM, if
these values are available[32].

Figure 3.5: Division of a turbine power curve into four simple regions

Table 3.1: The four different control regions used for turbine curve parametrisation

Region Name Description Start
Velocity

End
Velocity Thrust Power TSR

1 No
control No energy extrac-

tion
0 Uin T ≈ 0 P ≈ 0 Ω ≈ 0

2 TSR
control

Optimise aerody-
namic efficiency

Uin Ur CT = CTr P ∝ V 3 λ = λr

3 Pitch
control

Maintain rated
power

Ur Uout CT < CTr P = Pr λ < λr

4 Survival Mitigate risk of
damage

Uout - - - -

CT (U0) =


0 0 ≤ U0 < Uin (Region 1)

CTr
Uin ≤ U0 < Ur (Region 2)

CTr
· (U0/Ur)

−3.2
Ur ≤ U0 ≤ Uout (Region 3)

(3.38)

CP (U0) =


0 0 ≤ U0 < Uin (Region 1)
2αP

ρπR2 − 2βP

ρπR2U3
0

Uin ≤ U0 < Ur (Region 2)
2PG

ρπR2U3
0

Ur ≤ U0 ≤ Uout (Region 3)

(3.39)

λ(U0) =


0 0 ≤ U0 < Uin (Region 1)

λr Uin ≤ U0 < Ur (Region 2)

λr · (U0/Ur)
−1

Ur ≤ U0 ≤ Uout (Region 3)

(3.40)

αP =
PG

U3
r − U3

in

(3.41) βP =
−PGU

3
in

U3
r − U3

in

(3.42) Ur = 3

√
2PG

ρπR2CPr

(3.43)
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These equations show that the complete behaviour of the turbine is characterized only by PG, R, Uin,
Ur, Uout, CTr

, CPr
, and λr. For certain turbines, some of these parameters might still be unknown.

In such cases the estimations Uin ≈ 3m
s , Uout ≈ 25m

s , 0.75 < CTr
< 0.8 and CPr

≈ 0.48 can be
used[32, 74]. In addition, the rated velocity follows from Equation 3.43. It should be noted that the
parametrisation does not include region four. This is due to the large influence of the implementation
of the turbine controller on the forces in this operating regime. Consequently, simulation of this regime
is outside the scope of the present study.

3.2.2. Calibration of Freestream Velocity
The turbine curves are a useful tool for obtaining the turbine operating conditions, solely based on the
current wind speed. However, as discussed in subsection 3.1.3, the freestream velocity can be difficult
to extract from CFD data.

Instead, it is desirable to express the turbine curves in terms of a quantity that can be directly sampled
within the simulation. Van der Laan et al.[33] demonstrated that the turbine curves can be reformulated
in terms of the disk-averaged axial velocity. However, this method may fail in cases with a highly non-
uniform inflow, since the available power scales with ρdu3

d, which is not equal to ρ̄dūd
3 for heterogeneous

flows. Therefore, the turbine curves will be directly parametrised as a function of ρdu3
d. This is the same

approach as is used in the ASPTurbine module of ASPIRE[85]. In practice, a time filter is often applied
as well. The inclusion of this filter ensures stable numerical behaviour and physical consistency, as will
be explained in more detail in subsection 3.2.3.

To express the turbine curves in terms of the average available wind power, it is assumed that they can
be rerwitten as as Equation 3.44 and Equation 3.45. These equations are then refrered to as the prime
curves, where C ′

T and C ′
P are obtained through a calibration simulation.

T (ρdu3
d) = C ′

T

1

2
πR2ρdu3

d (3.44) P (ρdu3
d) = C ′

P

1

2
πR2ρdu3

d (3.45)

This calibration is performed using a cursor-precursor setup. The cursor and precursor simulations are
identical, except that the cursor includes a wind turbine implemented using an actuator model of choice.
The precursor, on the other hand, does not include the turbine and therefore represent the ambient flow.
The precursor simulation uses periodic boundaries along the edge of the domain. Meanwhile, the inflow
of the cursor is coupled to the inflow of the precursor. As a result, the precursor represents the exact
freestream that the cursor would experience.

At each time step of the simulation, the velocity at the hub height can then be extracted from the
precursor simulation. As this velocity represents the freestream condition, the thrust, power, and TSR
can then be retrieved from the turbine curves, which can be passed to the actuator model of the cursor
to simulate the turbine.

The simulation starts at wind still and gradually increases the wind speed, allowing the turbine to experi-
ence the full range of operating conditions across its turbine curves. At each time step, the freestream
velocity from the precursor, as well as the turbine thrust, turbine power, average disk velocity, and
available wind power ρdu3

d from the cursor are recorded.

When the simulation is finished, the resulting data points can be used to construct a lookup table, con-
taining ā(ρdu3

d), T (ρdu3
d), and P (ρdu3

d). The resulting mapping is not exactly one-to-one, due to effects
of turbulence, slight temporal offsets between the cursor-precursor, and other sources of numerical
noise. Instead, a regression fit is used to relate the turbine conditions to ρu3

d. If desired, the look-up ta-
ble can be extended to include additional variables, such as turbulence intensity, wind shear coefficient,
or turbine yaw angle. However, in order to correlate these variables to the turbine operating conditions,
the cursor-precursor simulation should incorporate a control sweep of these variables, which increases
the computational cost significantly.

Once this lookup table has been generated, it can be used to determine the operating condition of the
turbine, without the need of the precursor, by sampling ρdu3

d. However, it should be noted that this
lookup table can be sensitive to changes in the simulation configuration. Therefore, if modifications
are made to the grid spacing, numerical schemes, or turbine model, the prime curve fitting procedure
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should be repeated.

3.2.3. Time Scales
The previous sections have illustrated how the turbine curves can be used to determine the turbine
operating conditions during a simulation. However, there is a limitation to this method. The turbine
curves inherently represent a quasi-steady state. In reality, when conditions change, both the turbine
controller and the flow itself require time to adapt to the new situation and to dampen the transient
responses.

As such, manufacturers often present the turbine curve as a function of the time-averaged velocity
at hub height, < U0hub

>τ , where <> indicates the time-averaging operator and τ is the time scale.
Accordingly, the freestream calibration of subsection 3.2.2 will thus output the turbine condition as
< T >τ , < P >τ , < λ >τ , and < Uref >τ . Similarly, the available power used to generate the look-up
table should be provided as < ρdu3

d >τ .

To obtain meaningful results, all velocities and forces should therefore be evaluated on the same time
scale. Some quantities, such as the axial disk velocity, are explicitly available at every time step. For
such cases, the time-filtered value of an arbitrary quantity Q can be determined using the exponential
rolling average of Equation 3.46. This formulation remains valid for non-uniform time steps and when
τ is not an exact multiple of the time step. In Equation 3.46, the averaging weight αw is given by
Equation 3.47. For clarity, the notation <>τ will not explicitly be written throughout the remainder of
this work. However, it applies to all velocities and other quantities that are derived from the turbine
curves.

< Q >n+1= αw < Q >n +(1− αw)Qn+1 (3.46) αw = e−
∆t
τ (3.47)

A typical turbine curve is defined for τ = 600s[85]. Manufacturers intentionally use large time scales
to average out the effects of turbulence. However, the current framework aims to specifically resolve
the effect of turbulence on the force distribution over time. Therefore, the chosen time scale should
be smaller than the time scale of the most influential turbulent modes of the atmosphere. For the
IEA-22MW reference turbine, this corresponds to frequencies below 0.06Hz[15]. For this work, the
IEA-15MW is concerned, which has a smaller diameter. As a result, frequencies up to 0.1Hz will be
deemed significant, corresponding to τ = 10s.

3.3. Coupling Strategies
Combining the methods of section 3.1 and section 3.2, it can be seen that the force distribution of an
arbitrary turbine operating condition can be found, provided that the velocity profile over the rotor disk
is known. This velocity distribution, in turn, can be found from CFD simulations, where in this work LES
will be used.

The ABFM can then be coupled to the LES to calculate the load distributions at each time step. This
requires a mapping from the ABFM grid onto the LES, for which the required coordinate transforms will
be discussed in subsection 3.3.1. Next, subsection 3.3.2 will discuss how a one-way coupling can be
implemented, in which the ABFM is run as a post-processing step on top of the LES. For increased
accuracy, the ABFM results can be incorporated in a feedback loop with the LES, resulting in a two-
way coupling. This is elaborated in subsection 3.3.3. The section ends with subsection 3.3.4, which
describes how the LES results required for the coupling procedure can be obtained.

3.3.1. Coordinate Transformations
All LES quantities are defined in a Cartesian coordinate system (xLES , yLES , zLES), with the origin lo-
cated in the lower left corner of the domain. In contrast, the ABFM quantities are defined on a cylindrical
grid, (x, θ, xax), representing the non-dimensionalised radial, dimensional azimuthal, and dimensional
axial direction, respectively. The origin is located at (x, θ, xax) = (0, θ, 0). To map quantities from one
frame to the other the pitch and yaw mis-alignment of the rotor with respect to the numerical grid have
to be considered.

The complete coordinate transformation is described through three intermediate steps. First, the cylin-
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drical coordinates will be transformed into the local Cartesian system (xax, yturb, zturb), where yturb
coincides with the radial direction at θ = 0. The systems can be aligned by a rotation of θ along xax, as
given by Equation 3.48 and Equation 3.49. In these equations, ê refers to a unit vector oriented in the
direction indicated by the subscript.

êr = cos(θ)êyturb
+ sin(θ)êzturb

(3.48) êθ = −sin(θ)êyturb
+ cos(θ)êzturb

(3.49)

Next, this local Cartesian frame is rotated along the yturb-axis by an angle α, the rotor tilt angle, aligning
the vertical direction with the LES. This gives the new Cartesian, pitch-aligned system (x′, yturb, zLES),
as shown in Figure 3.6. Note that for most turbines α is negative to increase tower clearance. This
transformation is described by an additional rotation operation, as given in Equation 3.50 and Equa-
tion 3.51.

êxax
= cos(α)êx′ + sin(α)êzLES

(3.50) êzturb
= −sin(α)êx′ + cos(α)êzLES

(3.51)
Finally, the pitch-aligned system is transformed into the LES Cartesian system by rotating along the
ZLES-axis over an angle χ, as shown in Figure 3.7. Here, χ is the grid yaw angle, which is related to
γ, the yaw angle with respect to the flow, via Equation 3.52. In this context, χwind is the angle between
the horizontal flow direction and the LES grid. If information about the yaw controller is available, it
can be used to simulate yaw misalignment effects using Equation 3.52. However, in this work it will be
assumed that the controller instantly corrects for yaw, such that γ = 0. The grid yaw angle is then used
to define the final coordinate transformation, as done in Equation 3.53 and Equation 3.54.

χ = χwind + γ = arctan

(
vLES

uLES

)
+ γ (3.52)

êx′ = cos(χ)êxLES
+ sin(χ)êyLES

(3.53) êyturb
= −sin(χ)êxLES

+ cos(χ)êyLES
(3.54)

Figure 3.6: Definition of the tilt angle α of the rotor, with
respect to the z-axis of the LES and the local horizontal

Figure 3.7: Definition of the rotor yaw misalignment angle, χ,
with respect to the LES grid

Combining all transformations, the cylindrical system can be converted to the LES Cartesian system
using Equation 3.55, Equation 3.56 and Equation 3.57.

êr = −(cos(θ)sin(χ) + sin(θ)sin(α)cos(χ))êxLES
+ (cos(θ)cos(χ)− sin(θ)sin(α)sin(χ))êyLES

(3.55)

+sin(θ)cos(α)êzLES

êθ = (sin(θ)sin(χ)− cos(θ)sin(α)cos(χ))êxLES
− (cos(θ)sin(α)sin(χ) + sin(θ)cos(χ))êyLES

(3.56)

+cos(θ)cos(α)êzLES

êxax = cos(α)cos(χ)êxLES
+ cos(α)sin(χ)êyLES

+ sin(α)êZLES
(3.57)
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3.3.2. One-way Coupling
The ABFM requires the LES velocity field to account for heterogeneous conditions. Similarly, the LES
needs a turbine model to capture the loss of momentum at the rotor, typically represented as a set of
body forces. Although these two models can be the same, this is not a strict requirement.

An advantage of using two distinct models is that a pre-existing turbine LES model can be used. The
ABFM can then be used as a diagnostic or post-processing technique, to obtain the load distributions
without altering the workflow of the LES. The simulation logic for this One-way Coupled Analytical Body
Force Model (ABFM-1W) is visualised in Figure 3.8, where ASPTurbine is the actuator disk model built
into ASPIRE. It uses a uniform Actuator Disk approach and the model obtains the turbine operating
conditions in an automated manner, following a similar approach to section 3.2.

It should be noted that coupling the ABFM to a uniform Actuator Disk introduces a slight inconsistency.
Specifically, the ABFM calculates the force distribution based on the rotor plane velocity distribution.
However, this velocity is dependent on the self-induction of the turbine, which is governed by the shape
of the force distributions. Therefore, an entirely consistent result can only be obtained if the projected
forces of the LES turbine model match the distribution of the ABFM.

Nevertheless, as long as the total thrust is correct, the average induction at the rotor will be captured
correctly. For Actuator Disk approaches, variations of self-induced velocity at the rotor disk might be
small with respect to changes in inflow due to turbulence. For these cases, one-way coupling provides
an elegant approach to investigate the impact of turbulence on the force distributions.

Figure 3.8: Flowchart of the ABFM-1W model used to obtain force distributions from the LES as a post-processing procedure

To implement the ABFM-1W, the distribution of axial velocity and air density over the disk must be
sampled from the LES at every time step. This is done by locating the two nearest LES cell centers along
each Cartesian direction, for each cell of the discretised ABFM grid. This is illustrated in Figure 3.9,
where the cell centers of the ABFM grid and the LES grid are shown in red and gray, respectively. For
a given cell, (i, j), on the ABFM grid, indicated in blue, the indices (l,m, n) of the nearest cell on the
LES grid along each negative Cartesian direction are identified. This cell is indicated by the green dot
in Figure 3.9. The indices i and j refer to the radial and azimuthal direction of the ABFM, while l,m and
n refer to the x , y and z direction of the LES, respectively. Note that, for clarity, Figure 3.9 only shows
the yz-plane, the x-axis is perpendicular to the page. The value of any quantity at cell (i, j) can then
be found by repeated linear interpolation along each Cartesian direction, as illustrated in Figure 3.10.

The axial velocity at the rotor disk can then be obtained by projecting the velocity vector onto the xax-
axis using the dot product, as done in Equation 3.58.

udij
= êxax

·Uij = cos(α)cos(χ)uLESij
+ cos(α)sin(χ)vLESij

+ sin(α)wLESij
(3.58)
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Figure 3.9: Interpolating LES results onto the ABFM grid.
Gray dots represent the LES grid, red dots the ABFM grid.
The blue dot is the ABFM point of interest and the green
point indicates the nearest neighbour along each negative
Cartesian direction. Other neigbors are indicated in cyan.

Figure 3.10: Interpolation to the (i, j) node of the ABFM grid
by its 8 nearest neighbours on the LES grid. First

interpolation along x gives points aa, ab, ba and bb. Then
interpolation along y results in a and b. The value at (i, j) is

then found by interpolating along z

3.3.3. Two-way Coupling
To fully leverage the benefits of an ABFM, the resulting force distributions should be provided to the
LES in a feedback loop at every time step. This ensures that the near-wake behaviour of the LES is
consistent with the rotor loading, thereby increasing the accuracy of the simulation. As a result, the
LES does no longer requires a separate turbine module, since the ABFM forces are directly projected
onto the grid. This results in a Two-way Coupled Analytical Body Force Model (ABFM-2W), as shown
in Figure 3.11.

Comparison of Figure 3.11 and Figure 3.8 shows that removing the ASPTurbine module necessitates
the implementation of two additional algorithms to maintain all functionality. Where ASPTurbine auto-
matically derives the thrust, power and tip-speed ratio from the LES, these values instead need to be
extracted from the velocity and density field. This can be done using the methodology of section 3.2.
Since changing the turbine model can change the near-wake characteristics, the ABFM-1W and ABFM-
2W will have a different lookup table and, as a result, the calibration simulation has to be repeated.

Figure 3.11: Flowchart of the ABFM-2W model to obtain turbine force distributions from the LES and project them onto the grid
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The other adaptation required involves the definition of the force projection algorithm. The ABFM out-
puts the distribution of forces, defined at the cell centers of the polar ABFM grid. However, the turbine
influence in the LES is represented as a collection of body forces for each cell in the Cartesian grid.
The forces thus need to be projected from one grid onto the other.

This projection must be performed such that the forces are smeared over at least 2 LES cells[70].
This requirement is easily met in the radial and azimuthal direction, but not along the axial direction.
Therefore, the 1D convolution of Equation 3.59 can be used to smear the forces away from the disk[42].
In this equation x = r

R is the non-dimensionalised radial direction, θ the azimuthal direction, and xax

the direction normal to the rotor disk. Furthermore, ∆xax is the axial smearing distance and ϵ the
smearing intensity. Note that the convolution simplifies to a multiplication since the force distribution is
not a function of xax. A key advantage of this smearing approach is that the force is only smeared in
the axial direction, preventing any force from being placed outside the rotor disk radially. This, in turn,
ensures that the wake radius near the rotor plane is captured correctly.

f(x, θ, xax) = f(x, θ)⊗ η(xax, ϵ) = f(x, θ) · η(xax, ϵ), η(xax, ϵ) =
1

ϵ
√
π
e−

∆xax
2

ϵ2 (3.59)

If the force distributions, fax(x, θ) and fθ(x, θ), are interpreted as a collection of point forces applied
at the cell centers of the ABFM, then applying Equation 3.59 will convert them into a collection of line
forces. Similarly, Equation 3.60 can be used to evaluate the smearing discretely. The denominator is
required to normalise the smearing kernel, since the discrete kernel will typically no longer integrate to
exact unity. The action of this discrete convolution can then be understood as transforming a single
point force into a collection of point forces along a line normal to the rotor disk. If done for each cell
of the ABFM grid, the result will be a collection of point forces in the cylindrical grid, as illustrated by
Figure 3.12. Although the kernel of Equation 3.60 extends to±∞, it is sufficient to clip the cylinder after
a distance ±Lax

2 , as shown in Figure 3.12. The normalisation in the denominator then enforces that all
truncated force is proportionally redistributed over the remaining cells.

f(x, θ, xax) =
f(x, θ) · η(xax, ϵ)∑Nxax

k=1 η(xax, ϵ)
(3.60)

Figure 3.12: Smearing the rotor forces onto a cylinder by applying the convolution kernel η(xax, ϵ)

The total force on each cell of the cylinder is then given by Equation 3.61. Here, k is the index of the
cells along the xax direction. The minus signs are needed since the force on the air is opposite to the
force on the turbine. Using the coordinate transformations of Equation 3.57 and Equation 3.56, the
force can be written in Cartesian components, according to Equation 3.62. Here, the subscript i, j, k
denotes evaluation at the cylindrical grid point defined by radial index i, azimuthal index j, and axial
index k.
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F(xi, θj , xaxk
) = −fax(xi, θj , xaxk

)êxax
Aij − fθ(xi, θj , xaxk

)Aij êθ (3.61)

Fi,j,k = −Aij

faxi,j,k

cos(α)cos(χ)cos(α)sin(χ)
sin(α)

+ fθi,j,k

 sin(θj)sin(χ)− cos(θj)sin(α)cos(χ)
−cos(θj)sin(α)sin(χ)− sin(θj)cos(χ)

cos(θj)cos(α)

 (3.62)

The forces are then given in Cartesian coordinates for each cell of the cylindrical grid. These cell cen-
ters, however, do not align with the cell centers of the LES itself. Therefore, to complete the projection,
the forces have to be interpolated from one grid to the other, which can be done using trilinear distribu-
tion[79]. This method spreads the force of each cylindrical cell over its eight nearest neighbours in the
LES grid, essentially performing the trilinear interpolation of Figure 3.9 and Figure 3.10 in reverse.

The fraction of the force distributed to each cell is calculated from Equation 3.63-Equation 3.70, where
l, m and n are the indices of the closest neighbour in the negative xLES , negative yLES , and negative
zLES direction, respectively, as was demonstrated in Figure 3.9. The notation Fi,j,k→l,m,n indicates the
force which is spread from the cylindrical grid cell (xi, θj , xaxk

) to the LES cell (xLESl
, yLESm

, zLESn
).

The scaling coefficients, α and β, refer to the 1-dimensional interpolation weights, which are calculated
according to Equation 3.71-Equation 3.76. Since the method is linear in each direction, both the total
force and the total moment are conserved after the load is distributed over the eight points.

Fi,j,k→l,m,n = Fi,j,kαlαmαn (3.63)

Fi,j,k→l+1,m,n = Fijkβlαmαn (3.64)

Fi,j,k→l,m+1,n = Fijkαlβmαn (3.65)

Fi,j,k→l+1,m+1,n = Fijkβlβmαn (3.66)

Fi,j,k→l,m,n+1 = Fijkαlαmβn (3.67)

Fi,j,k→l+1,m,n+1 = Fijkβlαmβn (3.68)

Fi,j,k→l,m+1,n+1 = Fijkαlβmβn (3.69)

Fi,j,k→l+1,m+1,n+1 = Fijkβlβmβn (3.70)

αl =
xLESl+1

− xLESijk

xLESl+1
− xLESl

(3.71)

αm =
yLESm+1

− yLESijk

yLESm+1 − yLESm

(3.72)

αn =
zLESn+1

− zLESijk

zLESn+1
− zLESn

(3.73)

βl = 1− αl (3.74)

βm = 1− αm (3.75)

βn = 1− αn (3.76)

To use the force spreading algorithm, the parameters ϵ, Nxax
and Lax should be determined. The

smearing width should be kept as small as possible to preserve the physical meaning of the forces.
However, for numerical stability ∆LES < ϵ < 4∆LES is often required[42]. Lax should be chosen in
such a way that the force smearing is well captured close to the rotor. The effects at the tails of the
kernel will not significantly alter the results, since the majority of the force is smeared to within a couple
of standard deviations from the rotor. Furthermore, Naxk

should be chosen such that Lax

Naxk
≤ ∆, which

ensures that the cylindrical grid is sufficiently refined to interpolate on the LES grid without skipping
cells. A similar requirement is true for Nr and Nθ, but these are generally satisfied by the ABFM grid
since it is significantly denser than the LES grid to accurately capture the force distributions.

For computational efficiency, it is clear that Naxk
should stay as low as possible. As a result, it is also

beneficial to choose ϵ and Lax small, provided this does not compromise the numerical stability of the
LES. For this work, the values ϵ = ∆LES , Lax = 4∆LES and Naxk

= 5 are selected.

3.3.4. Numerical Setup of the LES
The ABFM-1W and ABFM-2W both require a coupling to a CFDmodel. The ASPIRE solver, introduced
in subsection 2.2.3, will be used for the present work. To allow a fair comparison between results, as
many settings as possible are kept constant between simulations. Therefore, a standard simulation
setup is defined, which is outlined below.

The computational domain consists of a rectangular box with dimensions 32D × 8D × 8D, see Fig-
ure 3.13. For this domain size, no interaction was observed between the domain boundary and the
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remainder of the simulation, while the computational requirements were kept within an acceptable
range.

Figure 3.13: Visualisation of the computational domain for all simulations. Dimensions are given in term of the Rotor diameter

The mesh consists of a rectilinear grid with constant spacing along the x, y, and z directions. As
the ABFM-1W and ABFM-2W are designed for use on industry scale, the computational requirements
should be minimised, resulting in a relatively coarse grid. As such, ∆LES = D

8 is selected, since this is
the minimum resolution required to accurately capture the wake behind the turbine[91]. This resolution
is used throughout the whole domain, as ASPIRE’s GPU-based architecture currently does not support
local mesh refinements.

The boundary conditions are applied using the Numerical Weather Prediction (NWP) module of AS-
PIRE[85]. Although this module is typically obtains its conditions from a larger mesoscale simulation, it
can also be used to directly apply a Dirichlet condition to each of the lateral boundaries of the domain.
The bottom boundary is modeled as a wall, where Monin-Obukhov similarity theory is used to relate the
surface fluxes to the first grid level. Additionally, a Neumann condition is imposed at the top boundary
for all variables, except the w-component of the velocity. This variable is set to zero using a Dirichlet
condition instead.

The large-scale boundary conditions for the sides of the domain are provided as a time series. Here,
ISA sea-level conditions[29] are selected for pressure and temperature. The simulation is performed at
a statistically steady wind speed, aligned with the x-axis of the LES. The wind profile along the vertical
direction is free to choose and is chosen according to the goals of the specific simulation. The effect
of turbulence does not have to be included in the boundary conditions, but is generated dynamically
by a set of modulators. These modulators run a periodic LES around the domain boundary to gener-
ate turbulence which is consistent with local atmospheric behaviour. They then gradually nudge the
simulation towards the applied boundary condition over the last few cells of the domain[85].

All turbines are modelled as a IEA-15MW Reference Turbine and are placed 5D downstream of the
inlet and halfway through the domain laterally, as shown in Figure 3.13. Within the LES, each turbine
is represented using a set of projected body forces. For the ABFM-1W these forces are automatically
calculated by the ASPTurbine module, which employs a uniform AD model with a 3D-Gaussian projec-
tion kernel. The smearing length for this kernel can be chosen for each direction separately and the
standard values ϵx = 2.4∆LES , ϵy = 2.4∆LES , and ϵz = ∆LES are used. For the ABFM-2W the force
distributions obtained by the model are projected directly onto the LES grid using the methodology of
subsection 3.3.3. Both models make use of the same polar grid. This grid uses NR = 30 and Nθ = 45,
with a cosine spacing along the radial direction. A more detailed analysis on how these parameters
are obtained will be given in subsection 4.3.1.

The turbine operating conditions at each simulation time step are computed using the methodology
of section 3.2. The required calibration procedure is performed independently for the ABFM-1W and
ABFM-2W, but can be reused across different simulations if the grid size and smearing parameters
remain unchanged. The calibration also requires the turbine curves as input, for which the thrust,
power, and TSR curve of Appendix B are used.

Six distinct simulation cases are defined to study the behaviour of the ABFM-1W and the ABFM-2W,
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which are summarised in Table 3.2. Here, each simulation will be repeated for the ABFM-1Wand ABFM-
2W separately. The cases are defined by three different velocities and two different types of inflow
profiles. The selected velocities are chosen to represent three distinct turbine operating conditions:
below rated, near rated, and above rated velocity. The values are chosen such that the majority of the
turbine curves are covered, from near to cut-in speed to close to cut-out speed.

Table 3.2: Simulation settings for the different cases

Simulation Id Velocity Profile Velocity Magnitude [ms ] Shear Coefficient [-]
U5 Uniform 5 0

U105 Uniform 10.5 0
U20 Uniform 20 0
S5 Sheared 5 1

7

S105 Sheared 10.5 1
7

S20 Sheared 20 1
7

To better understand how the ABFM-1W and ABFM-2W can resolve nonuniform inflow conditions, two
different types of inflows are specified. The uniform profile is used as the base case, allowing a direct
comparison with the results of the ABFM-H. The second case then represents a shear profile, where
the velocity changes with height according to Equation 3.77. The velocity magnitude in this case refers
to the velocity at hub height. The value of αs = 1

7 is chosen, corresponding to a turbulent flow over
a flat plate. Although the exact shape may be different for a realistic ABL, the 1/7 profile is a good
approximation for simple terrain[7].

U(z) = Uhub

(
z

zhub

)αs

(3.77)

The provided profiles are only specified at the inlet, but can change throughout the domain due to
friction with the ground. The freestream velocity profiles at the turbine location, averaged in time, have
been obtained from a separate simulation without turbines active. The resulting profiles are shown in
Figure 3.14.

The sheared profile behaves as expected, while the uniform profile shows a slight deformation, resulting
in a marginally smaller velocity for the lower half of the turbine. The no-slip condition can clearly be
distinguished at the bottom cell of the domain, introducing a steep velocity gradient near the ground.
However, the grid cells located within the rotor disk are only slightly affected. For these cells, the
velocity fluctuates between 98% and 100.5% of the inlet value, resulting in an almost uniform inflow for
the turbines. For both profiles, the turbulence intensity at hub height is approximately 2%.
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Figure 3.14: Achieved time-averaged freestream velocity profiles at the turbine location



4
Verification

In chapter 3 it was explained how the ABFM is derived and how it can be coupled to the LES simulations
of wind farms using both a one-way and two-way coupling procedure. To ensure a proper implementa-
tion and to assess the validity of the models, this chapter will present a detailed verification procedure.
This will include evaluating key assumptions and analysing how the model performs for simple cases.

The chapter is structured as follows. First, section 4.1 will demonstrate that the implementation of
ABFM-H can reproduce results presented in literature. The ABFM-H then serves as a baseline, which
will be compared with the ABFM-1W in section 4.2 and the ABFM-2W in section 4.3.

4.1. Implementation of the ABFM
In section 3.1 it was shown that assuming both the inflow and disk velocity to be homogeneous results
in the system of equations of the ABFM-H, given by Equation 3.14 and Equation 3.15. The ABFM-1W
and ABFM-2W are formulated as extensions of this model. Conducting an elaborate verification of the
ABFM-H thus builds a solid foundation for validating the more complex coupled models.

This procedure is structured as follows. The effects of the chosen tip correction are evaluated in sub-
section 4.1.1. Then, subsection 4.1.2 verifies whether the nondimensional distributions of uθ

U0
and q0 are

correctly reproduced. To assess the capabilities of the ABFM-H, its solutions are compared with those
of BEM in subsection 4.1.3. Extending the ABFM-H to the ABFM-1W and ABFM-2W requires a discre-
tised formulation. Therefore, the section ends with an assessment of the discretisation requirements
in subsection 4.1.4.

4.1.1. Evaluating the Tip Correction
In subsubsection 3.1.1.1 it was seen that several different tip corrections exist. For this work, theGlauert
correction of Equation 3.8 was selected. To calculate the correction, the inflow angle ϕ is required. An
approximate value of ϕ can be obtained from Equation 3.9, which neglects the azimuthal induction of
the blade.

It will now be assessed whether this assumption is valid. Noting that the azimuthal velocity in the rotor
plane is half the value in the wake[72], the exact formula for the inflow angle can be obtained from the
geometry of Figure 2.1 and is given in Equation 4.1.

sin(ϕ) =
ud

Vrel
=

ud√
u2
d + (Ωr + 1

2uθ)2
(4.1)

In this case, the inflow angle is directly affected by the azimuthal velocity. As a result, the right-hand
side of Equation 4.1 will depend on the tip correction itself, as can be seen by substituting Equation 3.5
into Equation 4.1. This means that when azimuthal induction is included, Equation 3.8 becomes implicit

41
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and dependent on q0. As such, the outcomes of the ABFM-H and the shape of the tip correction function
cannot be determined independently.

However, an iterative solver can be employed to find a solution that satisfies both the ABFM and Equa-
tion 4.1, if the thrust coefficient and the tip-speed ratio are known. For a range of cases, the resulting
tip correction is shown in Figure 4.1. Here, the blue and orange lines indicate the Glauert correction,
computed using Equation 3.9 and Equation 4.1, respectively, while the green line shows the Prandtl
correction.
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Figure 4.1: Comparison of different tip corrections for a variety of cases. Blue: The Glauert tip correction of Equation 3.8
calculated using Equation 3.9. Orange: The Glauert tip correction of Equation 3.8 calculated using Equation 4.1. Green: The
Prandtl tip correction of Equation 3.7. Case a: CT = 0.3, λ = 1. Case b: CT = 0.3, λ = 3. Case c: CT = 0.5, λ = 5. Case d:

CT = 0.9, λ = 9

For the cases considered, the blue and orange lines are almost identical, indicating that the influence
of azimuthal induction on the tip correction is negligible. A visible difference only appears when both
CT and λ are very low, but even in this case, the impact of neglecting the azimuthal induction remains
small. This is expected, since the value of the tip correction only deviates significantly from unity close
to the tip. In this region, the blade velocity Ωr is very large. On the other hand, uθ generally reaches
its maximum near δ, which typically lies between 10% and 20% of the blade span.

It should be noted that Figure 4.1 was obtained for axisymmetric cases. More generally, in non-
axisymmetric cases azimuthal variations can lead to increased uncertainties. This is particularly rel-
evant for more complex flow cases, such as yaw. Regardless, the tip correction will always be an ap-
proximation. Both the Prandtl and Glauert corrections are successfully used in practice[73, 46], even
though Figure 4.1 shows that they can yield somewhat different results. This illustrates that, although
a tip correction is required, its exact implementation is of secondary importance. Since the Glauert cor-
rection is the most widely used[73], it is adopted for this work. However, since the implicit formulation
is impractical, the formulation using Equation 3.9 will be used.

4.1.2. Verification of Non-dimensional distributions
As explained in section 3.1, the ABFM computes force distributions based on the imposed azimuthal
velocity profile of Equation 3.5. In non-dimensional form, these distributions depend only on a few
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model parameters and are completely decoupled from the turbine geometry. The distributions reported
in literature[75] can therefore be used directly for verification.

To allow for a fair comparison, this section will use the same model parameters as those used in the
reference. These correspond to ac = 1.256, bc = 2, δ = 0.1, S0 = 0, and the use of Equation 3.7 for the
tip correction. Note that these values differ from the values defined in section 3.1 and are thus used
only for this section, the remainder of this work will use the standard values of section 3.1. A useful
consequence of using Equation 3.7 instead of Equation 3.8 is that ud and q0 become decoupled. As a
result, the azimuthal velocity distribution becomes independent of CP , which simplifies the verification
process.

For a given thrust coefficient and tip-speed ratio, the ABFM-H can now be used to solve for the induced
azimuthal velocity profile. These distributions are presented in Figure 4.2 and Figure 4.3, for low and
high values of CT , respectively. In addition, the rotor circulation is shown in Figure 4.4. As these
distributions are independent of turbine geometry, a one-to-one match with the literature is achieved.
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Figure 4.2: Non-dimensional azimuthal velocity distribution
at CT = 0.3, values from literature[75] indicated by crosses
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4.1.3. Comparison of ABFM-H and BEM
To assess the capabilities of the ABFM-H, the force distributions of the IEA-15MW reference turbine
are evaluated. This is done for the three velocities listed in Table 3.2, 5m

s , 10.5
m
s , and 20m

s . These
values correspond to below-rated, near-rated and above-rated wind speed conditions, respectively.
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For each wind speed, the accompanying thrust coefficient, power coefficient, and tip-speed ratio are
obtained using OpenFAST. These values are shown in Table 4.1. An overview of the BEMmodel that is
used and its settings can be found in Appendix B. The solution of the ABFM-H can then be computed,
after which the blade load distributions are obtained from Equation 3.36 and Equation 3.37.

Table 4.1: Operating conditions for the IEA-15MW reference turbine at low, rated and high velocity. The complete turbine
curves are provided in Appendix B

U0 Description CT CP λ
5 Slightly above cut-in velocity 0.791 0.478 9.158

10.5 Near rated velocity 0.711 0.468 9.158
20 Close to cut-out velocity 0.0814 0.0677 4.808
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These distributions are shown in Figure 4.5 and Figure 4.6 for the axial and azimuthal force coeffi-
cients, respectively. As expected, the ABFM accurately resolves the distributions at 10.5m

s , which is
the rated operating condition. At 5m

s , BEM predicts a slightly higher axial force coefficient, which is
correctly captured by the ABFM. The fit for the azimuthal force coefficient is slightly worse for 5m

s , but
still satisfactory.

At 20m
s , the ABFM-H deviates significantly from BEM. This is to be expected, as in this case the turbine

is operating far from its design point. As a result, the circulation is no longer constant along the blade
span and the ABFM solution depends heavily on the parameter S0, which is obtained from a regression
fit[72].

Still, the results are somewhat reasonable. For both coefficients, the maximum values are predicted
with acceptable accuracy and the distributions for the inboard section of the blades are captured well.
However, when the loads start to decrease, the ABFM-H fails to accurately represent the remainder of
the distribution. It is noteworthy that both models predict the force coefficients to become negative near
the blade tip, causing the turbine to locally behave as a propeller. This phenomenon further complicates
the flow physics, making it even more impressive that the ABFM manages to capture some of these
complex flow features without any knowledge of the geometry of the turbine.

4.1.4. Numerical Errors of the Discretized ABFM
To couple the ABFM with a LES, the discretised formulation of Equation 3.28 and Equation 3.29 must
be used. These are evaluated on a polar grid, as was shown in Figure 3.4. To ensure that the numerical
errors are small, this polar grid must be sufficiently fine. On the other hand, computational efficiency
favours a coarser grid. This section therefore evaluates the resolution requirements of the ABFM.
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These requirements are found by evaluating the ABFM-H both analytically and numerically for a specific
case. The selected case corresponds to the 10.5m

s scenario of Table 4.1. The analytically obtained
solution was already presented in subsection 4.1.3 and corresponds to a disk velocity of ud = 7.0m

s .

However, in the discretised formulation of themodel, described in subsection 3.1.4, ud(x, θ) is a required
input. Hence, if ud(x, θ) = 7.0m

s and ρ(x, θ) = constant, the discretised ABFM should reproduce the
homogeneous results. In this way, the numerical errors can be evaluated without requiring a coupling
to the LES. It should be noted that azimuthal influences only affect the ABFM through the distributions
of ud(x, θ) and ρ(x, θ), which are homogeneous. As such, this approach cannot be used to assess the
azimuthal grid requirements.

Nevertheless, the required mesh density in the radial direction can be evaluated. To this end, the
discretised ABFM is evaluated using NR = 10, NR = 30 and NR = 90. In addition, both linear spacing
and cosine spacing along the radial direction are tested. The results are listed in Table 4.2. It can be
seen that the results converge well, even at relatively low resolutions. Overall, the cosine distribution
performs slightly better, which is expected as it better captures the gradients near the tip and root of the
blades. This trend is further confirmed by comparing the results for the azimuthal loading coefficient in
Figure 4.7. In this figure, it can clearly be seen that the results converge to the analytical solution for
higher mesh resolutions.

Table 4.2: Convergence of the degrees of freedom of the discretised ABFM for a uniform inflow at 10.5m
s

Nr Distribution type q0[−] Relative error [%] udABFM
[ms ] Relative error [%]

- Analytical 0.04158 - 6.9697 -
90 Cosine 0.04158 0.000 6.9697 0.000
30 Cosine 0.04155 -0.08 6.9697 0.000
10 Cosine 0.04125 -0.8 6.9717 0.03
90 Linear 0.04156 -0.06 6.9696 -0.001
30 Linear 0.04146 -0.3 6.9693 -0.006
10 Linear 0.04093 -1.6 6.9697 -0.001
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Figure 4.7: Convergence of the azimuthal force coefficient of the discretised ABFM for a uniform inflow at 10.5m
s
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compared to the ABFM-H

Based on these results, a cosine-spaced mesh with Nr = 10 is already sufficient to obtain an accuracy
of 99%. However, in practice, additional considerations apply. It is desirable for the ABFM mesh to
be denser than the LES mesh, such that all turbulent structures are adequately captured in the ABFM
without introducing numerical interpolation artifacts. In subsection 3.3.4, the desired LES resolution was
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set to ∆LES = R
4 . It follows that Nr > 4 is required for a linear mesh. However for a cosine-spaced

distribution more nodes are required to maintain sufficient resolution across the mid-span. Therefore,
NR = 10 is likely too coarse in practice and Nr = 30 is selected instead.

A similar argument applies to the number of points along the azimuthal direction. Considering a uniform
spacing along the edge of the disk, the largest perimeter of a cell on the polar grid is l = 2πR

Nθ
. This

perimeter should then be smaller than the LES grid size, such that the turbulence is correctly captured.
For the targeted resolution of ∆LES = R

4 this results in Nθ > 25.

In the case that the ABFM is used with two-way coupling, the polar grid is also used to project the forces
onto the LES. As a result, additional projection requirements may apply, which is covered in more detail
in subsection 4.3.1.

4.2. Accuracy of the ABFM-1W in Uniform Flow
Now that the base framework of the ABFM has been verified, it can be coupled to the LES using the
framework of Figure 3.8 to create the ABFM-1W. The coupling here only works in a single direction and
can thus be seen as a post-processing step. As such, the LES itself is not influenced by the ABFM-1W,
which greatly simplifies the verification procedure.

It will now be evaluated whether the ABFM-1W can recreate the results of the ABFM-H for a uniform
inflow at U0 = 10.5m

s . In subsection 4.2.1 it will be verified that the LES correctly reconstructs the
freestream velocity, which is required to make a fair comparison between the ABFM-1W and the ABFM-
H. Then, in subsection 4.2.2, the ability of the ABFM-1W to reconstruct the correct values of q0 and
udABFM

will be analysed. Since the model is fed by the LES, forces are smeared and azimuthal depen-
dencies will be resolved, if they exist. This can affect the distribution of several variables. In subsec-
tion 4.2.3 it will therefore be checked whether the disk velocity and forces behave as expected. The
section will end with an evaluation of the resulting blade loads in subsection 4.2.4.

4.2.1. Obtaining the Reference Velocity
To test the implementation of the ABFM-1W, the U105 case of Table 3.2 will be simulated. Since the
inflow velocity is nearly uniform, the solution is expected to converge towards the ABFM-H, except for
numerical errors.

To ensure a fair comparison, the ABFM-1W and ABFM-H should use the same input values. As such, it
is assessed if the freestream velocity is correctly reconstructed during the simulation of the ABFM-1W.
As shown in Figure 3.14, the freestream distribution experienced by the turbine is slightly disturbed,
experiencing a small gradient from 10.22m

s at the bottom of the disk to 10.54m
s near the top, with an

average of 10.42m
s . On top of that, the velocity field slightly fluctuates in time, due to the turbulence

that is resolved by the LES.

However, these results are obtained from Figure 3.14, which were found by simulating the domain
without a turbine. At runtime, evaluation of the rotor plane velocity includes the self induction of the rotor.
The reference freestream velocity must then be estimated using the calibration of subsection 3.2.2. The
same calibration can be used to obtain the thrust, power, and average induction factor of the turbine at
each time step of the LES.

This results in a time series for each of these variables. For the reference velocity, the statistical
distribution of this time series is visualised in Figure 4.8 using a boxplot. The box represents the first
and third quartiles, while the orange line shows the median. The whiskers then indicate the last data
point within 1.5 times the interquartile range from the box.

From Figure 4.8 it can be seen that the median reference velocity is 10.37m
s , which is very close to the

average value of 10.42m
s found for Figure 3.14. The box around the median shows that some minor

turbulence is present, which causes the reference velocity to fluctuate between 10.22m
s and 10.54m

s .
This confirms that the reconstructed reference velocity closely matches the provided input profile but
also actively resolves the effects of turbulence.
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Figure 4.8: Distribution of observed reference velocity of the ABFM-1W for a uniform inflow of 10.5m
s

4.2.2. Consistency in the Degrees of Freedom
At each time step, the values of T , P , λ, and Uref are computed from the freestream calibration of
subsection 3.2.2. With the turbine conditions known, the ABFM-1W can be evaluated.

To obtain the forces, first the degrees of freedom of the system, q0 and udABFM
, must be determined

from Equation 3.30 and Equation 3.35. As the velocity changes in time, these equations should be
evaluated at every time step, resulting in a time series of both quantities, i.e. q0 = q0(t) and udABFM

=
udABFM

(t). The statistical distributions of these quantities in time are shown as boxplots in Figure 4.9
and Figure 4.10. Here, the ABFM-H results are constructed using the time-averaged values of CT , CP ,
λ, and Uref obtained from the LES.
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In Figure 4.10 it can be seen that the ABFM-1W reconstructs udABFM
of the ABFM-H with high accuracy.

The agreement for q0 in Figure 4.9 is slightly worse, but still within a 5% margin of the ABFM-H results.
Some differences are expected, as the ABFM-1W uses a velocity distribution obtained from the LES.
This distribution includes several complex effects, such as turbulence, interference with the ground,
and even turbulent wake breakdown. These effects cannot be resolved by the ABFM-H, leading to
differences between the two models. Therefore, to better assess whether the differences of Figure 4.9
are plausible, the resulting force and velocity distributions should be analysed in more detail. This will
be done in the following sections.
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4.2.3. Evaluation of Disk Parameters
As the provided inflow to the rotor disk is almost perfectly uniform, it is expected that there are, on
average, no significant azimuthal influences on the turbine. To verify this, the disk velocity distribution,
which includes the effect of rotor induction, is averaged over time and shown in Figure 4.11. Several
interesting observations can be made.

Figure 4.11: Time-averaged disk velocity of the ABFM-1W
for a uniform inflow of 10.5m
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Figure 4.12: Visualisation of the force projection kernel of
the ABFM-1W, the red circle indicates the edge of the rotor

disk

To begin with, the flow is not completely axisymmetric. Instead, the lower part of the disk experiences
a slightly reduced velocity. This, however, is consistent with the provided inflow in Figure 3.14, which
also showed a mild shear in the velocity profile.

Moreover, there is a noticeable radial gradient in the velocity. The turbine is simulated using the ASP-
Turbine module of ASPIRE, which employs a uniform AD model. In an ideal case, the resulting disk
velocity distribution would also be uniform. However, ASPTurbine employs a 3D-Gaussian projection
kernel, which causes the projected force on the grid to no longer be uniform. This can be seen in
Figure 4.12, where the red line indicates the rotor disk.

It is evident that the middle of the disk carries a higher load and thus achieves a higher induction. This
is an inherent consequence of the 3D-Gaussian projection method and, as a result, a truly uniform
disk velocity cannot be obtained. However, since the smearing length scales with the grid resolution,
the effect will be less apparent for finer grids. Alternatively, employing different smearing techniques,
where no smearing is applied in radial direction, could help mitigate this effect. However, changing the
smearing strategy will also affect the behaviour of the LES.

Figure 4.13: Time-averaged axial force distribution of the
ABFM-1W for a uniform inflow of 10.5m

s

Figure 4.14: Time-averaged azimuthal force distribution of
the ABFM-1W for a uniform inflow of 10.5m

s
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Based on the velocity profiles, the force distributions can be calculated. These are shown in Figure 4.13
and Figure 4.14, for the axial and azimuthal force, respectively. The axial force is almost constant for a
large part of the disk. Using Equation 3.36, it can be seen that this corresponds to a linear increase in the
axial force coefficient along the central part of the blade, which is in line with the results from Figure 4.5.
Minor azimuthal dependencies are present, consistent with the slight non-uniformity observed for the
velocity in Figure 4.11.

For the azimuthal forces in Figure 4.14, the distribution is also almost axisymmetric and the force
decreases in the radial direction, as expected. However, it cannot be concluded whether the distribution
has the correct shape. This will be evaluated in more detail in subsection 4.2.4.

4.2.4. Evaluation of Blade Loading
To better assess the accuracy of the results shown in Figure 4.13 and Figure 4.14, these distributions
will now be converted to blade loads. First, the disk loading is averaged over the azimuthal direction and
then in time. Afterwards, the methodology of subsection 3.1.5 is used to find the blade load distributions.
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The results are shown in Figure 4.15 and Figure 4.16 for the axial and azimuthal force coefficients,
respectively. The time-averaged CT , CP , λ, and Uref are also obtained from the LES and are sub-
sequently used to construct the ABFM-H solution. Since the inflow is almost perfectly uniform, the
ABFM-1W should converge to the ABFM-H, provided that turbulence is absent and that the distribution
of ud(x, θ) is properly captured in the LES.

As shown in Figure 4.15, the axial force coefficient of the ABFM-1W indeed closely follows the homo-
geneous prediction. Somewhat surprisingly, however, this is not the case for the azimuthal force, as
can be seen in Figure 4.16. Instead of maintaining a constant value along the midsection of the blade,
the ABFM-1W predicts an increasing coefficient along the span.

To understand why the ABFM-1W fails to capture the azimuthal force coefficient, even though it predicts
the axial coefficient correctly, the equations for both force distributions must be evaluated. Combining
Equation 3.2, Equation 3.23, and Equation 3.19, Equation 4.2 is obtained. Meanwhile, combining
Equation 3.4, Equation 3.24, Equation 3.19, and Equation 3.5 yields Equation 4.3.

fax = ρ
uθ

U0

(
λUrefx+

1

2

(q0
x

− S0x
)
F (x, θ)g(x)

udLES
(x, θ)

1− a

)
(4.2)

faz = ρ
uθ

U0

(
udABFM

udLES

udLES
(x, θ)

1− a

)
(4.3)
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A comparison of Equation 4.2 and Equation 4.3 shows that both force distributions scale with udLES
.

However, this disk velocity influences the two force distributions differently. In Equation 4.3, the distri-
bution of udLES

directly influences the forces. Meanwhile, in Equation 4.2, the velocity is multiplied by
the tip correction. This function goes to zero at the tip, mitigating the influence of the disk velocity in this
region. In addition, from Equation 3.28 and Equation 3.29 it is seen that the axial force is constrained
to the thrust coefficient, while the azimuthal force is constrained to the power. Since points at larger
radial positions have a larger moment arm, the azimuthal force thus becomes more sensitive to velocity
variations close to the edge of the disk.

Overall, this causes the azimuthal force to be highly sensitive to the accuracy of the disk velocity distri-
bution. Since both the ABFM-1W and the ABFM-H in Figure 4.16 are constrained to the same power
coefficient, their integrals, weighted by the radial coordinate, must be equal. As shown in Figure 4.11,
udLES

is overestimated at the edge of the disk for the ABFM-1W. As a result, the azimuthal forces near
the tip are overestimated, causing the model to underestimate the forces in the inner blade region to
meet the CP constraint. This behaviour is consistent with the results of the ABFM-1W in Figure 4.16.

Accurately resolving udLES
is therefore essential for the ABFM-1W to reliably capture the azimuthal

forces. This is expected to be achievable if the force projection is performed such that the resulting
projected force remains uniform and does not extend beyond the rotor disk, in contrast to the distribution
shown in Figure 4.12. However, if the smearing approach is altered, this will affect the results of the
LES. The main advantage of employing a one-way coupling approach in the first place was that it
allowed the computation of force distributions without altering the LES results. Therefore, if smearing
strategies are to be optimised to specifically improve the accuracy of the ABFM-1W, it would be more
logical to employ the ABFM-2W instead.

4.3. Verification of the ABFM-2W
The ABFM-2W is designed to achieve a greater accuracy than the ABFM-1W. Not only are the forces
coupled back to the LES, but there is also more freedom in implementing the force smearing algorithm.
The adopted smearing strategy is tailored to resolve the disk velocity more accurately by only smearing
the forces along the axial direction, as explained in subsection 3.3.3. However, this also results in a
model that is significantly more complex than the ABFM-1W, as illustrated by the difference between
Figure 3.8 and Figure 3.11.

Although much of the implementation of the ABFM-1W can be reused, some new elements have also
been added, and a rigorous verification procedure is required to ensure a proper implementation. First,
subsection 4.3.1 analyses whether the proposed smearing strategy can accurately project the forces.
Then, the U105 case of Table 3.2 is simulated with the ABFM-2W, to see how accurately it performs
under simple conditions. More specifically, the rotor induction and modelled average disk velocity will
be evaluated in subsection 4.3.2, the disk velocity in subsection 4.3.3, and the disk and blade loads in
subsection 4.3.4.

4.3.1. Equivalence of the Force Projection
In subsection 3.3.3, the new smearing approach was introduced, which smears the forces only in the
axial direction. This approach was designed to minimise the projection of force outside of the rotor disk,
such that the rotor induction is represented as realistically as possible.

The algorithm combines a 1D smearing approach with a trilinear interpolation to project the forces
from the ABFM grid onto the LES. Since both the operations conserve force and moment around the
xax-axis, the total thrust and power obtained by integrating the force distributions are unchanged after
the projection. This can easily be verified. However, a correct implementation also requires that the
resulting shape of the projected force distribution represents the intended loading.

This will be evaluated by applying the force projection algorithm to a uniform test loading. The projection
is performed at ∆LES = D

8 , corresponding to the proposed resolution of subsection 3.3.4. The rotor is
assumed to have no tilt (α = 0) and is placed normal to xLES , such that χ = 0. As a result, the smearing
axis aligns with the xLES-axis. Since only axial smearing is applied, the shape of the force distribution is
constant along the xLES-direction. To assess whether the projected force remains uniform in the radial
and azimuthal direction, therefore only the projected force in a yLESzLES plane through the turbine has
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to be evaluated.

The ABFM grid should be defined with a higher resolution than the LES grid, to ensure that no cells are
skipped when interpolating from one grid to another. As an initial attempt, a polar grid withNr = 30 and
Nθ = 60 is selected. For the radial direction, cosine spacing is applied. As demonstrated in Figure 4.7
this reduces numerical errors with respect to a linear spacing.

The resulting force projection for a uniform test force is shown in Figure 4.17. It should be noted that
the colormap is non-linear to better visualise the cell-to-cell variation in force within the uniform region,
while also showing the force contribution of cells intersecting the rotor disk. It can be seen that the
distribution is significantly more uniform than Figure 4.12. For all inner cells in the grid, indicated with a
black dot, the force is within 2.1% of the cell with the highest load. Meanwhile, no loading is assigned
to cells that are completely outside the rotor disk. Cells that intersect the rotor disk have a loading that
approximately scales with the overlap area.
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Figure 4.17: Resulting force projection of a uniform loading
using the force projection algorithm of subsection 3.3.3 with
Nr = 30, Nθ = 60 and ∆LES = D
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Figure 4.18: Resulting force projection of a uniform loading
using the force projection algorithm of subsection 3.3.3with
Nr = 10, Nθ = 60 and ∆LES = D

8
. All cells indicated with

a dot are within 3.5% of the maximal loading

An interesting observation is that the projection does not behave the same in the y and z directions.
This is caused by the offset between the turbine midpoint and the cell centers of the LES grid cells.
Along the y-direction, the rotor disk spans 9 cells, whereas along the z-direction it spans 10. Along the
z-direction, the same loading must therefore be spread over an additional cell. This is most apparent
in the topmost and bottommost cells that lie completely within the rotor disk.

Overall, the projection behaves as expected and produces satisfactory distributions. It will now be
investigated whether the mesh density can be reduced without introducing errors. First, the density
along the radial direction is reduced toNr = 10, using a cosine spacing. The result is shown Figure 4.18
and is remarkably good, considering that the dotted cells are still within 3.5% of the maximum load.
However, the cell-to-cell pattern is oscillatory, which is undesirable. As such, Nr = 30 will be used as
a baseline.

Along the azimuthal direction, it was already established in subsection 4.1.4 that Nθ ≥ 26 is required
to properly resolve turbulence in the ABFM. Therefore, the projection quality at Nθ = 30 and Nθ = 45
will now be tested. The results are shown in Figure 4.19 and Figure 4.20, respectively. At half the
resolution of Figure 4.17, Nθ = 30 results in only slightly higher deviations for the middle cells, up to
2.7%. However, for Nθ = 45, the maximum deviation is reduced to just 0.8%, even outperforming the
higher resolution case. This is likely caused by the symmetry introduced at Nθ = 60, which generates
small load concentrations at angles where the azimuthal grid aligns with the Cartesian grid. ForNθ = 45,
this symmetry breaks, causing the load to spread more uniformly. As such, Nθ = 45 will be used for
the remainder of this work.



4.3. Verification of the ABFM-2W 52

0.00.2
0.4

0.6

0.8

1.0

Re
la

tiv
e 

Fo
rc

e

Figure 4.19: Resulting force projection of a uniform loading
using the force projection algorithm of subsection 3.3.3 with
Nr = 30, Nθ = 30 and ∆LES = D
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. All cells indicated with
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Figure 4.20: Resulting force projection of a uniform loading
using the force projection algorithm of subsection 3.3.3 with
Nr = 30, Nθ = 45 and ∆LES = D

8
. All cells indicated with

a dot are within 0.8% of the maximal loading

This verification was carried out for a rotor disk without any tilt or yaw, such that it was perfectly aligned
with the LES grid. However, when yaw or tilt is applied, the projection cylinder of Figure 3.12 rotates
with respect to the LES grid. As a result, the apparent grid spacing of the LES, when viewed along the
axial direction, increases due to the triangle inequality. The same number of cylindrical cells are thus
projected onto a smaller number of LES cells. It is therefore expected that applying yaw or tilt to the
rotor will not degrade the quality of the projection.

4.3.2. Consistency of the degrees of freedom
Now that the effectiveness of the force projection algorithm has been established, the ABFM-2W can
be used to simulate the U105 case from Table 3.2. The analysis of section 4.2 will now be repeated to
assess whether the ABFM-1W behaves differently than the ABFM-2W.

Since the freestream conditions remain unchanged, the average freestream profile of Figure 3.14 is
obtained. However, due to the rotor self-induction, the ABFM-2W is unable to directly observe this
profile. Instead, it must reconstruct the freestream conditions from its measured disk velocity, using the
methodology described in subsection 3.2.2. The resulting reference velocity is shown in Figure 4.21.
As found in subsection 4.2.1, the average freestream velocity of the U105 simulation is 10.42m

s . It thus
follows that the reconstructed reference velocity has a slight positive bias, but is generally close to the
true velocity. Compared with Figure 4.8, the ABFM-2W shows a slightly larger spread, but overall the
agreement between the two models is good.
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Figure 4.21: Distribution of observed reference velocity of the ABFM-2W for a uniform inflow of 10.5m
s
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With the reference velocity known, the ABFM-2W can be evaluated at each time step of the simulation.
The resulting distributions of q0 and udABFM

are displayed in the boxplots of Figure 4.22 and Figure 4.23,
with the ABFM-H included as a reference. Since the disk velocity distribution is different than for the
ABFM-1W, the resulting q0 and udABFM

are also slightly different from those provided in Figure 4.9 and
Figure 4.10. However, the trends remain consistent; udABFM

is captured with high accuracy, while q0
appears to be slightly higher than for the ABFM-H. The impact this has on the force distribution will be
shown in the following subsections.
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Figure 4.22: Realised rotor induction of the ABFM-2W for a
uniform inflow of 10.5m

s
, as compared to the ABFM-H
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Figure 4.23: Realised ABFM disk velocity for the ABFM-2W
for a uniform inflow of 10.5m

s
, as compared to the ABFM-H

4.3.3. Reconstruction of the Disk Velocity
In subsection 4.2.4 it was shown that accurately resolving the disk velocity distribution is essential to
correctly predict the azimuthal blade loads. For the ABFM-1W, a clear radial increase was observed
in Figure 4.11, attributed to the force projection. Since the ABFM-2W applies smearing only in the
axial direction, this effect is expected to disappear. It can be seen in Figure 4.24 that the distribution is
indeed more uniform for a large part of the disk.

Figure 4.24: Time-averaged disk velocity of the ABFM-2W for a uniform inflow of 10.5m
s

However, near the edge of the disk, a steep gradient is still observed. Rather than resulting from
smearing, this high velocity on the edge appears to be a numerical interpolation artifact. Recall that
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udLES
is obtained by trilinear interpolation from the LES grid using the eight surrounding points. For

cells near the edge, it is likely that some neighbours are located outside of the rotor disk itself. From
Figure 3.9 it can be seen that this is the case for the indicated blue cell and some other ABFM cells
near the outer edge of the circle. More generally, if r > R−∆LES , interpolation using cells outside the
rotor disk is expected.

However, all cells outside of the rotor disk carry a significantly lower force and therefore experience less
induction, resulting in higher velocities than for those within the rotor disk. If these high velocity cells
are used for interpolation, the interpolation result will be overestimated, as is observed in Figure 4.24.
However, the resulting profile is still significantly better than Figure 4.11 and it remains to be seen to what
extent these edge effects influence the force distributions. This will be evaluated in subsection 4.3.4.

In case it is necessary to reduce these artifacts, there are two possible solutions. The simplest approach
is to increase the cell density of the LES, as the artifacts are confined to polar cells that lie within ∆LES

of the edge. Alternatively, a different interpolation technique could be applied near the edge of the disk,
one that samples the velocity only from cells inside the rotor disk. This would require an algorithm
to determine which cells cannot be sampled, along with an extrapolation strategy that chooses the
appropriate samples from inside the disk and their interpolation weights. Such an algorithm would
likely depend on grid spacing and azimuthal position, making it non-trivial to implement. Therefore, this
approach will not be considered further in this work.

4.3.4. Accuracy of the Force Distributions
When udLES

is provided as input to the ABFM-2W, the disk force distributions can be computed. The
time-averaged results are shown in Figure 4.25 and Figure 4.26 for the axial and azimuthal loading,
respectively.

Figure 4.25: Time-averaged axial force distribution of the
ABFM-2W for a uniform inflow of 10.5m

s

Figure 4.26: Time-averaged azimuthal force distribution of
the ABFM-2W for a uniform inflow of 10.5m

s

The axial force in Figure 4.25 is relatively constant across a large portion of the disk, in line with the
blade loads of Figure 4.5. Minor deviations can be observed, which correlate with regions of higher and
lower velocity in Figure 4.24. These changes are likely caused by a combination of slight wind shear,
see Figure 3.14, and azimuthally dependent induction resulting from wake rotation. The azimuthal
forces in Figure 4.26 behave as expected. Slight azimuthal dependencies can be distinguished, these
are again likely caused by small non-uniformities in the inflow.

To better assess the shape of the distributions, the forces are averaged in the azimuthal direction
and subsequently converted to blade loads using Equation 3.36 and Equation 3.37. The results are
displayed in Figure 4.27 and Figure 4.28. The axial force coefficient shows a near-perfect agreement,
with only a slight overestimation near the tip. The azimuthal coefficient, on the other hand, still exhibits
some numerical artifacts. As discussed in subsection 4.2.4, the azimuthal force is highly sensitive to
the distribution of the disk velocity. As shown in Figure 4.24, the velocity is overestimated near the
edge of the disk, and this effect is clearly reflected in Figure 4.28.
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Because the velocity near the edge of the disk is too high, the force is overestimated in this region.
Since the model is constrained to the power coefficient, the force is underestimated in the mid-section
of the blade. Nonetheless, since the shape of ud is well captured for the for the majority of the rotor,
the azimuthal force distribution remains reasonably accurate up to the outermost LES cell on the disk,
beyond which interpolation artifacts begin to dominate.
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Figure 4.27: Time and azimuthally averaged axial force
coefficient of the ABFM-2W for a uniform inflow of 10.5m
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Figure 4.28: Time and azimuthally averaged azimuthal force
coefficient of the ABFM-2W for a uniform inflow of 10.5m

s

Although the ABFM-2W is better at reconstructing the azimuthal force coefficient than the ABFM-1W,
it is still not capable of exactly reproducing the homogeneous result. If the blade loads are the desired
result of the simulation, it is valid to question whether the use of the ABFM-1W or ABFM-2W should
be preferred over the simpler ABFM-H. However, it is important to realise that the current verification
case was chosen specifically such that the ABFM-H could be employed.

In general, uniform inflows rarely occur in practice, as the ABL is dominated by complicated phenomena
such as wind shear and turbulence. These effects can significantly alter the blade loadings experienced
by the turbine but cannot be resolved by the ABFM-H. In such cases, the ABFM-1W and the ABFM-
2W can still be used to provide insight into the loading behaviour, even if the results are not exact.
The capability of these models to capture more complex and realistic flow cases will be investigated in
chapter 5.



5
Results and Discussion

Following the verification of the ABFM-1W and ABFM-2W in chapter 4, this chapter will evaluate their
performance for more complex and realistic flows. This evaluation is performed by comparing the
results of both models to the BEM model of Appendix B. First, section 5.1 investigates the turbine
operating conditions achieved during each simulation. Afterwards, section 5.2 analyses the resulting
blade loads and compare them to BEM results. The chapter ends with a discussion about the turbine
wakes. In section 5.3 the differences in wake behaviour between the ABFM-1W and ABFM-2W will be
analysed, and section 5.4 will investigate what this means for a turbine that is experiencing a partially
waked inflow.

5.1. Reconstruction of Turbine Operating Conditions
The ABFM-1W and ABFM-2W require total thrust and power as input parameters. Due to turbulence,
these values vary slightly over time and must be determined from the freestream calibration described
in section 3.2. To enable a fair comparison of the force distributions across different simulations, the
total loading has to be similar. The statistical distributions in time of thrust and power will therefore be
examined in subsection 5.1.1 and subsection 5.1.2, respectively.

5.1.1. Turbine Thrust
During the simulation a time series of the thrust values is collected. The statistical distributions for
each simulation listed in Table 3.2 are presented as boxplots in Figure 5.1 for the uniform flows and in
Figure 5.2 for the sheared flows. In these plots, the BEM reference is generated with the OpenFAST
model described in Appendix B, using a steady inflow. To ensure a fair comparison, this BEM simulation
is conducted at the average reference velocity of the ABFM-1W and ABFM-2W. The thrust of the ABFM-
1W and ABFM-2W is obtained from the freestream calibration described in subsection 3.2.2, using the
same turbine curves as the BEM simulation. As such, the ABFM-1W and ABFM-2W should predict
thrust levels similar to those of BEM, the only deviations arising from turbulence and calibration errors.
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Figure 5.1: Distribution of thrust for the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a uniform
inflow at: 5m

s
(left), 10.5m

s
(middle) and 20m

s
(right)
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For the uniform inflows shown in Figure 5.1, the ABFM-1W consistently predicts higher thrust than the
BEM reference. The trend for the ABFM-2W is less consistent, although the overall difference between
the median thrust compared to BEM is slightly smaller. For all three velocities the interquartile range,
indicated by the box, falls within 4% of the BEM reference for both ABFM models. Given that the
LES experiences turbulence and that the thrust is based solely on a calibrated correlation, this result is
considered quite close. Similar trends are observed for the sheared inflows in Figure 5.2. The values of
the ABFM median thrust and BEM median thrust remain close, with differences of up to approximately
6%.

It is noteworthy that, due to shear, the BEM result is no longer constant in time, even though the
inflow is steady. Instead, the thrust oscillates with a frequency of f =

NbλUref

2πR , as the turbine blades
pass through regions with higher and lower velocity. However, the freestream calibration determines
the thrust from the average wind power over the entire disk ρu3

d. As such, the ABFM models do not
capture this oscillation, which slightly increases the differences with respect to BEM.
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Figure 5.2: Distribution of thrust for the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a sheared
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5.1.2. Turbine Power
A similar analysis to that performed for the thrust is now repeated for the power. The resulting statistical
distributions of the turbine power in time for the uniform and sheared cases are shown in Figure 5.3
and Figure 5.4, respectively. Once again, the trends are similar for uniform and sheared flows, which
suggests that calibrating based on ρu3

d can reliably capture the behaviour for different inflow profiles.
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Figure 5.3: Distribution of power for the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a uniform
inflow at: 5m

s
(left), 10.5m

s
(middle) and 20m

s
(right)

Overall, the ABFM-2W shows a larger spread in the power at lower velocities. This is likely caused by
the ABFM-2W allowing for non-uniform induction over the disk, making it more difficult to correlate ρu3

d

with the turbine conditions. Still, for most cases, the predicted power of both models closely matches
the BEM reference. Only for the U0 = 5m

s case in Figure 5.3 is the power of the ABFM-2W significantly
underestimated, showing a deviation of over 13%. Presumably, this is because P ∝ ρu3

d, making the
power estimation highly sensitive to the disk velocity. As this quantity cannot be measured with perfect
accuracy, some uncertainty in the power estimate is inevitable. Since the total power is substantially
lower at 5m

s , the relative error is larger for this case.
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Figure 5.4: Distribution of power for the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a
sheared inflow at: 5m
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At 10.5m
s , the predicted power is below the rated value. As shown in Figure 3.14, the achieved

freestream velocity at the disk is slightly lower than 10.5m
s , which explains why the power is slightly

below rated as well. The ABFM-1W and ABFM-2W deviate by only a few percent with respect to the
BEM prediction, despite the inclusion of turbulence in these models. At 20m

s , the velocity is far above
rated. Since the power is capped to the rated value, there is no spread in the distribution for ABFM-1W
and ABFM-2W. For the BEM simulation under sheared inflow conditions, shown inFigure 5.4, the power
oscillates slightly around its mean value. This is caused by the blades periodically passing through re-
gions of higher and lower velocity. As explained in subsection 5.1.1, this high-frequency oscillation
cannot be captured by the freestream velocity calibration and is thus absent in the ABFM-1W and
ABFM-2W.

5.2. Evaluation of Blade Force Distributions
In section 5.1, it was seen that in most scenarios, the thrust and power of the turbine could be re-
constructed with acceptable accuracy. This is a prerequisite for accurately modelling the blade load
distributions, since thrust and power are input values to the ABFM.

This section will now evaluate to what extent the blade loads can be reproduced by both the ABFM-1W
and ABFM-2W. The results are compared with the BEM reference in subsection 5.2.1 for the uniform
flow, and in subsection 5.2.2 for the sheared flows.

5.2.1. Uniform Flows
A baseline for the behaviour of the ABFM in uniform flows has been established in chapter 4. This
section investigates whether these results are consistent along different velocities. At each LES time
step, the disk loading distributions fax(x, θ) and faz(x, θ) are determined for both the ABFM-1W and
ABFM-2W. In addition, a time series of the blade position is recorded by calculating the rotational speed
of the blade from Equation 3.23. The time series of the blade loading can then be constructed from
Equation 3.36 and Equation 3.37 by evaluating them at θ = θblade(t).
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The resulting axial force coefficients are shown in Figure 5.5, where the solid lines indicate the time-
averaged values and the shaded area represents the range within two standard deviations of the mean.
As a reference, the BEM results, obtained using the model described in Appendix B, are also shown.
Since the BEM results are generated using a steady inflow, the solution remains constant in time,
resulting in a standard deviation of zero.

The distribution is captured very well at both 5m
s and 10.5m

s , although at the latter, the ABFM-1W
predicts a slightly too high loading. This overestimation is directly caused by an overprediction of the
thrust, as noted earlier in Figure 5.1. Although the axial force remains reasonably accurate for this
specific case, it illustrates that accurate modelling of the blade loads depends directly on how precisely
the turbine operating conditions can be determined.

The right graph of Figure 5.5 shows that at 20m
s , the axial force is captured with significantly lower accu-

racy. This is in accordance with the results of subsection 4.1.3, which showed that the ABFM inherently
struggles under operating conditions far from rated. However, it should be noted that the ABFM-1W and
ABFM-2W reconstruct the loading without any knowledge of the geometry of the turbine. Considering
this, the resulting distribution is significantly more accurate than the assumption of a uniform loading,
as used in alternative AD models that do not contain geometric inputs. Both ABFM models accurately
resolve the inner part of the blade, but lose their accuracy for x > 0.25. Nevertheless, the overall trend
of the loading distribution is captured to some extent.

As mentioned in subsection 4.2.1, the turbulence intensity for the uniform inflow case is relatively low,
at approximately 2% at the rotor. Even at this low turbulence level its influence is clearly not negligible.
Especially at 10.5m

s , the standard deviation of the loading is considerable. This is expected, since the
turbine curve is the steepest around this velocity, as can be seen in Appendix B.

In addition to the axial force coefficient, the azimuthal force coefficient is also evaluated. These results
are shown in Figure 5.6. In the left graph of Figure 5.6, it can be seen that at 5m

s , both the ABFM-1W
and ABFM-2W show a large discrepancy. It is important however, to understand the underlying cause
for each model.
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Figure 5.6: Azimuthal force coefficient of the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a
uniform inflow. The lines indicate the time-averaged value, while the shaded area shows the area of µ± 2σ. Cases: 5m

s
(left),

10.5m
s

(middle) and 20m
s

(right)

The ABFM-1W appears to better capture the total power, as confirmed by Figure 5.3. However,it com-
pletely fails to reproduce the shape of the distribution, predicting an increasing trend instead of the
intended (almost) flat profile. As previously discussed in subsection 4.2.4, this discrepancy is directly
caused by the force smearing algorithm of the uniform AD model and cannot be resolved without fun-
damentally altering the LES setup. For the ABFM-2W, on the other hand, the overall shape of the
distribution is captured reasonably well across most of the blade. Near the tip, a slight increase is
observed, which, as discussed in subsection 4.3.4, is caused by interpolation artifacts near the edge
of the disk. Nevertheless, this effect is relatively small and the main discrepancy lies in the underpre-
diction of the loading across the entire blade. This suggests that the turbine power is not accurately
predicted, which is consistent with the conclusions from subsection 5.1.2. It is therefore expected that,
if the turbine conditions are accurately reconstructed, the ABFM-2W outperforms the ABFM-1W.

This is confirmed by the middle graph of Figure 5.6, which shows the azimuthal force coefficient at
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10.5m
s . In this case, both the ABFM-1W and ABFM-2W matched the power prediction well, as was

shown Figure 5.3. Consequently, ABFM-2W shows significantly better agreement with the BEM so-
lution, while the ABFM-1W still fails to capture the correct shape of the distributions and predicts an
increasing loading along the radial direction.

At 20m
s , as shown in the right graph of Figure 5.6, both ABFM models show a surprisingly good agree-

ment with the BEM reference. The ABFM results appear smoother, which is expected for an analytical
model. In contrast, the BEM solution exhibits notable kinks, caused by changes in airfoil geometry along
the blade span. It makes sense that the ABFM cannot capture these strongly geometry-dependent ef-
fects, but the overall trend of the azimuthal loading is still captured with decent accuracy.

Apart from that, the azimuthal force coefficient appears to be even more sensitive to turbulence than
the axial coefficient. It was already seen in subsection 4.2.4 and subsection 4.3.4 that this coefficient
is indeed very sensitive to the disk velocity distribution. The effect is most pronounced at 10.5m

s , where
the gradient of the power curve is steepest. At 20m

s , on the other hand, the standard deviation is
significantly reduced. This occurs because, above rated velocity, the total power remains constant
with wind speed. Changes in the loading are then only affected by changes in tip-speed ratio and
redistribution of loading over the disk due to heterogeneity in the inflow.

5.2.2. Sheared Flows
In subsection 5.2.1, it was seen that the ABFM-1W and ABFM-2W provide useful load predictions for
uniform flows. This section will now evaluate how well the models perform under a sheared inflow,
which requires accurately resolving the effects of non-uniform inflow. First, subsubsection 5.2.2.1 will
evaluate the loading in a manner similar to subsection 5.2.1, by considering the time series of the blade
position. Then, the azimuthal dependencies will be analysed in greater detail in subsubsection 5.2.2.2
by evaluating the forces at two distinct azimuthal positions.

5.2.2.1. Time-averaged Blade Loading
The blade loading will be determined in the same way as in subsection 5.2.1. At each time step, the
blade position is determined from the rotational speed of the rotor. The disk loading distribution is then
evaluated at the corresponding blade location and converted into blade loads using Equation 3.36 and
Equation 3.37. The resulting distributions are averaged in time and the results are shown in Figure 5.7
and Figure 5.8. Again, the shaded area indicates the region within two standard deviations from the
mean.
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Figure 5.7: Axial force coefficient of the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a
sheared inflow. The lines indicate the time-averaged value, while the shaded area shows the area of µ± 2σ. Cases: 5m
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(left),
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(middle) and 20m
s

(right)

It can be seen that the standard deviation of both the axial and azimuthal loading over time is signifi-
cantly greater than in Figure 5.5 and Figure 5.6. This is a direct consequence of wind shear, because
the observed velocity profile experienced by the blade changes significantly at each time step as it
moves around the disk. Because the sheared inflow profile is not symmetric, see Figure 3.14 and
because the aerodynamic forces do not scale linearly with velocity, the resulting force distribution is
skewed around the mean. For clarity, only the mean and standard deviation are shown here. However,
since the complete time series is available, higher-order statistical moments can also be evaluated, if
desired.
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For sheared inflows, the total thrust was captured accurately, as shown in Figure 5.2. Consequently, the
average axial force coefficient is expected to be accurately predicted as well. For the first two graphs of
Figure 5.7, corresponding to 5m

s and 10.5m
s , this is indeed the case, although the axial force is slightly

overpredicted near the tip. At 20m
s , in the right graph of Figure 5.7, the ABFM-1W and ABFM-2W fail

to accurately reconstruct the average profile. This should be expected, since this was also the case for
the uniform inflow in Figure 5.5.

For the average azimuthal force coefficient in Figure 5.8, the observations are similar to those in Fig-
ure 5.6. The ABFM-2W more accurately reconstructs the shape of the loading distribution, while the
ABFM-1W systematically predicts an increasing load along the span, consistent with the conclusions
of subsection 4.2.4. At 5m

s , the ABFM-2W again underpredicts the loading. Similar the the uniform
case, this is caused by an underestimation of the predicted turbine power, as shown in Figure 5.4. At
10.5m

s , both models are in reasonable agreement with the BEM results, with the ABFM-2W capturing
the shape of the distribution slightly better. As with the uniform inflows, the detailed BEM profile at
20m

s , in the right graph of Figure 5.8, cannot be fully reconstructed, although the overall shape of the
distribution remains reasonably close.

For both the axial and azimuthal loading, the standard deviations are large relative to the mean loading,
even for the BEM reference solution, which only considers steady conditions. This indicates that the
change in loading over a single revolution is much greater than the variation in loading due to turbulent
effects. Consequently, isolating the effect of turbulence from these plots is challenging. Instead an
alternative approach is required, which will be demonstrated in subsubsection 5.2.2.2.
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Figure 5.8: Azimuthal force coefficient of the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a
sheared inflow. The lines indicate the time-averaged value, while the shaded area shows the area of µ± 2σ. Cases: 5m
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(middle) and 20m
s

(right)

5.2.2.2. Azimuthal Dependencies of the Blade Loading
In subsubsection 5.2.2.1, the average blade loading over time was shown, as would be experienced
by a blade rotating through the rotor disk. This approach was ideal for determining the mean loading,
but makes direct evaluation of the load profile across the disk difficult. This section will therefore focus
on the blade loading at two distinct azimuthal positions.
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Figure 5.9: Axial force coefficient of the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a
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For this analysis, the blade location is fixed at θ = π
2 and θ = 3π

2 . These angles corresponds to the
position where the turbine blade points straight up and straight down, respectively. Due to the sheared
wind profile, these locations correspond, on average, to the moment during a revolution where the
blade experiences its minimal and maximal forces. The resulting axial force coefficients are shown in
Figure 5.9 and Figure 5.10 for θ = π

2 and θ = 3π
2 , respectively. The shaded area indicates the region

within two standard deviations of the mean.
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Figure 5.10: Axial force coefficient of the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a
sheared inflow. The lines indicate the time-averaged value at a constant position of θ = 3π
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The time-averaged axial loads in Figure 5.7 were overestimated by both the ABFM-1W and the ABFM-
2W. For θ = π

2 , Figure 5.9 shows that the axial forces are in closer agreement with the BEM results
for all velocities. However, if the effect of shear were captured correctly, the forces at θ = π

2 would
be expected to be underestimated. This suggests that the effect of shear is not completely resolved.
Further confirmation is provided by evaluating the axial forces at θ = 3π

2 in Figure 5.10, where the blade
pointing downward. In this case, the axial forces are clearly overestimated with respect to BEM. The
effect is most noticeable near the tip, where the local velocity deviates the most from the reference
velocity.

These trends are even more pronounced for the azimuthal force coefficients at θ = π
2 and θ = 3π

2 ,
shown in Figure 5.11 and Figure 5.12, respectively. For each velocity, Figure 5.11 clearly shows that
the azimuthal forces are lower than the BEM reference for θ = π

2 . However, both ABFM successfully
capture the positive force gradient along the mid-span. Conversely, both models correctly predict a
downward gradient at θ = 3π

2 , as shown in Figure 5.12, although the forces themselves are overesti-
mated, particularly near the tip.
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Figure 5.11: Azimuthal force coefficient of the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a
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Figure 5.12: Azimuthal force coefficient of the ABFM-1W and ABFM-2W, as compared to the BEM model of Appendix B for a
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Overall, the ABFM-2Wmore accurately captures the effect of shear than the ABFM-1W, as the shape of
the distributions matches the BEM reference more closely. This is expected, as the ABFM-2W showed
a superior capability to resolve the disk velocity. Still, both models tend to underestimate the forces
at θ = π

2 , while overestimating them at θ = 3π
2 . Recall that the thrust and power coefficients are an

input to both ABFMmodels. In reality, these coefficients are dependent on the azimuthal position of the
turbine blade. However, for practical purposes these coefficients had to be obtained from the calibration
procedure described in subsection 3.2.2. This calibration cannot resolve the thrust and power gradients
on the timescale of a single revolution, because it makes use of time-averaged disk quantities with a
timescale of τ = 10s, as explained in subsection 3.2.3. As a result, the thrust and power coefficient
inputs to the ABFM are azimuthally independent.

Therefore, the ABFM-1W and ABFM-2W can only resolve the average effect of shear. These mod-
els distribute the thrust and power, averaged over multiple revolutions, across the disk such that the
loading is consistent with the measured disk velocity. As a direct result, the time gradients of thrust
and power on the timescale of a single revolution are not captured, causing minima and maxima in the
loading along the azimuthal direction to be flattened out, consistent with the observations in Figure 5.9-
Figure 5.12.The axial forces are constrained by the thrust coefficient, while the azimuthal forces are
constrained by the power coefficient. Since the power is proportional to U3, the relative changes in
power over a revolution are larger than the relative changes in thrust, which explains why this effect is
more pronounced for the azimuthal forces than for the axial forces.

5.3. Comparison of Wake Characteristics
In section 5.2, the blade load distributions were obtained using the ABFM-1W and ABFM-2W. In most
cases, these models provided accurate results, comparable to those obtained from BEM. Even in cases
where the distributions were less accurate, the models still provided significantly more information than
the assumption of a constant load distribution used by uniform AD models.

Therefore, the ABFM-2W is expected to yield a more realistic wake behaviour than the ABFM-1W. As
a baseline, subsection 5.3.1 presents the wake characteristics of both models for a uniform inflow at
10.5m

s . Next, the influence of the inflow profile is examined by analysing the wakes of a sheared flow
at 10.5m

s in subsection 5.3.2. The section ends with an analysis of how turbine conditions affect the
wake, based on the simulation of a uniform inflow at 20m

s , as presented in subsection 5.3.3.

5.3.1. Uniform Inflow at Rated Velocity
For both the ABFM-1W and ABFM-2W, the flow field is recorded during the simulation. These fields are
now used to visualise the wakes. Since the ABFM-1W does not actively communicate any loads to the
LES, this simulation represents the wakes of a uniform AD model, implemented using the ASPTurbine
module of ASPIRE. The ABFM-2W, on the other hand, actively couples the load distributions obtained
by the model back to the LES.

To understand the wake differences between the two models, Figure 5.13 presents the instantaneous
axial velocity profile behind the turbine for both the ABFM-1W and the ABFM-2W. For the ABFM-1W,
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on the left of Figure 5.13, the influence of the uniform AD model is clear, as the wake itself is very
uniform. In contrast, the ABFM-2W in the right panel of Figure 5.13 shows a clear root vortex in the
near-wake of the turbine, caused by the force distribution going to zero at the root.

Figure 5.13: Instantaneous velocity profile downstream of the turbine for a uniform inflow profile of 10.5m
s
. Left: ABFM-1W,

Right: ABFM-2W

Moreover, the wake of the ABFM-2W is visually more turbulent. At approximately seven rotor diam-
eters downstream of the turbine, instabilities become visible and rapidly develop into turbulent wake
breakdown by around ten diameters. For the ABFM-1W, on the other hand, notable instabilities only
begin to farm at approximately 15 diameters downstream and a complete turbulent wake breakdown
does not occur. It is worth noting that the freestream turbulence intensity at hub-height was only 2%.
In practice, the stability of the ABL has a significant effect on the wake development as well. Never-
theless, Figure 5.13 demonstrates that the method used to project the turbine forces onto the LES can
significantly influence the characteristics of the wake.

To further investigate the wake characteristics, the time-averaged axial velocity of the ABFM-1W and
ABFM-2W at four different downstream positions is visualised in the top and bottom panels of Fig-
ure 5.14, respectively. In this figure, the rotor disk is indicated by a dotted line as a reference. For the
ABFM-1W, the smearing effect of the 3D Gaussian kernel is evident. Even at only one diameter down-
stream of the turbine, the wake exhibits a significant radial gradient, extending well beyond the rotor
disk. Although some wake expansion behind the turbine is expected, the observed effect here appears
to be artificial. The resulting smoothing effect is more pronounced in the horizontal direction than in the
vertical direction, consistent with the smearing lengths chosen for each axis in subsection 3.3.4.

Figure 5.14: Non-dimensional time-averaged axial velocity downstream of the turbine at four distinct planes for a uniform
inflow at 10.5m

s
. The rotor disk is indicated by the dotted line. Top: ABFM-1W, Bottom: ABFM-2W

For the ABFM-2W, shown in the bottom of Figure 5.14, the results appear more physically realistic. At
one diameter downstream, the radius of the wake is similar to that of the turbine. Further downstream
the wake gradually expands as it decelerates further. At one and four diameters downstream, the root
vortex is also visible for the ABFM-2W. At larger downstream distances, this vortex breaks down due
to mixing with the surrounding wake.
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The wake expansion of both models primarily occurs in the horizontal direction. This is partly due to
interference with the ground, which limits downwards expansion of the wake. Additionally, the ambient
conditions in the LES resemble a stable ABL, which suppress vertical movement.

For a more quantitative analysis, the wake profiles from Figure 5.14, evaluated at z
R = 0, are shown

in Figure 5.15. Once again, the smearing of the ABFM-1W wake is evident, as the velocity profile
exhibits a wide Gaussian shape. As a result, the wake deficit of the ABFM-1W is smaller than that of
the ABFM-2W, except at the root vortex at one diameter downstream. The effect of the force distribution
of the ABFM-2W on the radial induction profile is clearly visible in the wake close to the rotor. Further
downstream, the wake mixes with the atmosphere, resulting in a more uniform velocity profile. As
a result, the wakes of the ABFM-1W and ABFM-2W start to look more similar further downstream.
However, at seven diameters downstream the two models still predict a distinctly different wake profile.
Only after ten rotor diameters are the profiles of the two models close to each other. The wakes of both
models are not symmetric around y

R = 0, but instead are slightly shallower for positive y-values. This
is caused by the rotation of the wake due to azimuthal forces of the turbine.
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Figure 5.15: Time-averaged non-dimensional axial velocity profile along the horizontal direction for z
R

= 0 at multiple
downstream locations

A similar analysis to that of Figure 5.15 can be performed by evaluating the velocity profiles in Fig-
ure 5.14 along the vertical direction, specifically at y

R = 0. In this case, the profiles only extend up to
the ground at z = −1.25R in the negative z-direction. On the lower half of the turbine, the wakes show
a slightly higher velocity deficit, as less mixing with air from the atmosphere can occur.
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Figure 5.16: Time-averaged non-dimensional axial velocity profile along the vertical direction at y
R

= 0 at multiple downstream
locations

As discussed above, the smearing length of the ABFM-1W is smaller along the vertical direction and,
as a result, resulting in less severe smoothing effects. Consequently, the ABFM-1W and ABFM-2W
wakes converge to the same shape more rapidly along this direction, especially for z

R > 1.

In addition to the axial velocity, the azimuthal velocity of the wake will be analysed. The vertical az-
imuthal velocity profiles at y

R = 0 are shown in Figure 5.17 for the same four downstream positions. It
can be seen that the wake rotation near the center of the ABFM-2W wake is significantly higher than for
the ABFM-1W. This demonstrates the impact of explicitly projecting the force distribution, rather than
assuming a uniform one.
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Figure 5.17: Time-averaged non-dimensional azimuthal velocity profile at multiple downstream locations for the ABFM-1W and
the ABFM-2W.

From subsection 4.3.3, it can be seen that the peak azimuthal forces on the disk predominantly oc-
cur close to the root. The total azimuthal force projected onto the grid is determined from the power.
When assuming a uniform distribution, this power is achieved for a lower total imposed azimuthal force
compared to when the distribution of Figure 4.26 is used. As such, the wake rotation close to the rotor
is significantly underpredicted for the ABFM-1W. These effects are most notable at the downstream
positions of 1D and 4D. For both models, most of the rotation is already dampened out at 7D and at
10D both models predict only a very small rotational component of the wake.

Another important parameter is the turbulence intensity, defined as the standard deviation of the velocity,
divided by its mean. Strong velocity gradients along the edge of the wake generate shear stresses that
promote mixing with the atmosphere, thereby increasing turbulent fluctuations. The vertical turbulence
intensity profile at y

R = 0 is shown in Figure 5.18, for the same downstream positions of 1D, 4D, 7D,
and 10D. Instabilities in the flow require time to develop, resulting in a low dependence of turbulence
intensity on the projection method near the rotor, as is clearly evident at 1D. However, at 4D the
turbulence intensity of the ABFM-2W is already significantly higher than for the ABFM-1W. This is in
agreement with the findings from Figure 5.13, where more turbulence was observed for the ABFM-2W.
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Figure 5.18: Time-averaged turbulence intensity along the vertical direction for y
R

= 0 at multiple downstream locations for the
ABFM-1W and the ABFM-2W.

This higher turbulence intensity is likely driven by two different mechanisms. First, the ABFM-2W re-
solves the root vortex, which is entirely neglectd by a uniform AD model. Second, the ABFM-2W
consistently exhibits higher velocity gradients, both within the wake and at the interface with the ambi-
ent flow, compared to the ABFM-1W. As a result, higher stresses are imposed on the flow, leading to
enhanced turbulent fluctuations.

5.3.2. Sheared Inflow at Rated Velocity
When the inflow profile is sheared, the resulting turbine wake will also be sheared. This subsection
examines the wake characteristics of both the ABFM-1W and ABFM-2W for the S105 case listed in
Table 3.2.

The instantaneous axial velocity profile for these simulations is shown in the left and right plots of
Figure 5.19, respectively. Compared to Figure 5.13, the velocity close to the ground is lower due to
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the shear. Similar to the uniform inflow case, the ABFM-2W shows a larger production of turbulence
and a turbulent wake breakdown at approximately ten diameters downstream of the turbine. Again,
the ABFM-1W wake remains more stable, likely due to smearing effects and the absence of the root
vortex.

Figure 5.19: Instantaneous velocity profile downstream of the turbine for a sheared inflow profile of 10.5m
s
. Left: ABFM-1W,

Right: ABFM-2W

The time-averaged axial velocity at multiple downstream locations is visualised in Figure 5.20. A signifi-
cant vertical gradient can be observed in both the wake and the ambient flow due to the wind shear. The
smearing effects of the ABFM-1W are even more pronounced than those observed in the uniform inflow
case. This effect is most clearly visible at one diameter downstream in the top panel of Figure 5.20,
where the contour lines outside of the rotor disk do not return to a horizontal orientation, especially at
y
R = −2. This is in contrast to the ABFM-2W, where the contour lines outside of the wake quickly return
to horizontal, indicating a steep boundary between the wake and the ambient flow.

Figure 5.20: Non-dimensional time-averaged axial velocity downstream of the turbine at four distinct planes for a sheared
inflow at 10.5m

s
. The rotor disk is indicated by the dotted line. Top: ABFM-1W, Bottom: ABFM-2W

The axial velocity profile at y
R = 0 in the vertical direction downstream of the turbine is further clarified

by Figure 5.21. The trends are very similar to those of the uniform inflow profile shown in Figure 5.16,
with the exception that there is a clear vertical velocity gradient imposed by the inflow. For the ABFM-
2W, the root vortex remains distinguishable up to 4 diameters downstream of the turbine, although it
no longer defines the shallowest part of the wake. As seen for the uniform inflow, the sharp gradients
within the wake of the ABFM-2W have flattened out around seven rotor diameters downstream and by
ten diameters the wake closely resembles that of the ABFM-1W.
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Figure 5.21: Time-averaged non-dimensional axial velocity profile along the vertical directions for y
R

= 0 at multiple
downstream locations for the ABFM-1W and the ABFM-2W for a sheared inflow.

The azimuthal velocity for the sheared wake is shown in Figure 5.22. Again, the trends are nearly
identical to those in Figure 5.17. Only at one diameter downstream is the maximal azimuthal velocity
slightly higher than in the uniform case, but the difference is almost negligible.
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Figure 5.22: Time-averaged non-dimensional azimuthal velocity profile along the vertical direction for y
R

= 0 at multiple
downstream locations for the ABFM-1W and the ABFM-2W for a sheared inflow.

For the turbulence intensity, however, the impact of shear is significant. Figure 5.23 shows the turbu-
lence intensity along the vertical direction at y

R = 0 for various downstream locations. A Comparison
with Figure 5.18 reveals that, at one diameter downstream of the turbine, the turbulence intensity close
to the ground is significantly higher. This is expected, since the velocity gradient along the z-axis in-
duces additional shear stresses onto the flow, which promotes instabilities. As the velocity gradient
is largest in the lower part of the disk, the associated shear stresses are also greater in this region,
leading to a higher turbulence intensity near the ground.
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Figure 5.23: Time-averaged turbulence intensity along the vertical direction for y
R

= 0 at multiple downstream locations for the
ABFM-1W and the ABFM-2W for a sheared inflow.

In contrast to the uniform flow, the turbulence intensity for a sheared inflow in the lower half of the disk
is higher for the ABFM-1W than the ABFM-2W, especially at x = 1D and x = 4D. This difference
is most likely attributed to the differences in imposed force distributions. The ABFM-2W accounts for
shear in the force projection, concentrating the force in the upper half of the disk where velocities are
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higher. As a result, the ABFM-1W imposes a stronger loading in the lower part of the disk than the
ABFM-2W, which leads to increased turbulence intensities in these areas.

5.3.3. Uniform Inflow at 20m/s
The impact of the turbine operating conditions on the wake characteristics will now be investigated.
At 5m

s and 10.5m
s , the turbine operates with similar thrust and power coefficients, and no significant

differences in wake behaviour is observed. However, at 20m
s , the differences in the wake profiles are

substantial. The analysis will focus on the uniform inflow case, as the differences between the uniform
and sheared wakes were already presented in subsection 5.3.2.

Several notable differences with respect to the 10.5m
s case can be observed from the instantaneous

velocity profile of the wakes, shown in Figure 5.24. Compared to Figure 5.13, the wake is significantly
harder to distinguish from the ambient flow. This is due to the turbine operating at a low thrust coefficient,
and consequently, low induction. At 10.5m

s , the ABFM-2W showed a clear wake breakdown, whereas
the instabilities in Figure 5.24 do not evolve into turbulent wake breakdown. This is a result of the
relatively smaller velocity deficit between the wake and the ambient flow, which leads to a reduced
turbulence production.

Figure 5.24: Instantaneous velocity profile downstream of the turbine for a uniform inflow profile of 20m
s
. Left: ABFM-1W,

Right: ABFM-2W

The wake of the ABFM-2W is noticeably deeper than that of the ABFM-1W. This difference is also
evident in the time-averaged axial velocity profiles in Figure 5.25. For the ABFM-1W, the smearing
artifacts appear less severe than in the 10.5m

s case show in Figure 5.14. These smearing artifacts are
caused by a radial velocity gradient resulting from the force projection method. Since the induction of
the rotor is significantly reduced at U0 = 20m

s , this radial velocity gradient is also lower, which limits the
impact of smearing.

Figure 5.25: Time-averaged non-dimensional axial velocity downstream of the turbine at four distinct planes for a uniform
inflow at 20m

s
. The rotor disk is indicated by the dotted line. Top: ABFM-1W, Bottom: ABFM-2W

For the ABFM-2W, the wakes look fundamentally different from the 10.5m
s case shown in Figure 5.14.

The wake of the ABFM-2W is significantly deeper than that of the ABFM-1W and its radius appears



5.3. Comparison of Wake Characteristics 70

to be smaller than the rotor radius. This is further illustrated in Figure 5.26, which shows the axial
velocity profiles in vertical direction for y

R = 0. Here, the differences with Figure 5.16 become even
more apparent. To explain these differences, it is necessary to examine the force distribution imposed
on the LES.
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Figure 5.26: Time-averaged non-dimensional axial velocity profile along the vertical direction for y
R

= 0 at multiple
downstream locations for the ABFM-1W and the ABFM-2W for a uniform inflow at 20m

s
.

At U0 = 20m
s , Figure 5.5 shows that the axial forces concentrate more on the inward section of the

blade with respect to lower velocities. As a result, stronger induction occurs at the inner part of the
rotor disk, leading to a locally more uniform wake. However, Figure 5.5 also indicates that at U0 = 20m

s ,
the axial forces become negative near the tip of the blade. This means that the blade will locally start
acting like a propeller. Consequently, more momentum must be extracted by the inner part of the disk
to compensate. This explains why the ABFM-2W wake is deeper and less wide than the ABFM-1W.

Next, the azimuthal velocity of the wake along the vertical direction at y
R = 0 is shown in Figure 5.27.

Again, the difference in wake behaviour between the ABFM-1W and ABFM-2W is substantial. For the
ABFM-1W, the wake rotation is almost negligible. Compared to Figure 5.17, the turbine operates at a
similar power and rotational speed. The azimuthal force projected by the uniform AD model is thus the
same as for the 10.5m

s case, but the freestream velocity differs by almost a factor of two. As a result,
the non-dimensional azimuthal velocity is significantly lower.
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Figure 5.27: Time-averaged non dimensional azimuthal velocity profile along the vertical direction for y
R

= 0 at multiple
downstream locations for the ABFM-1W and the ABFM-2W for a uniform inflow at 20m

s
.

The ABFM-2W, however, shows a different wake rotation behaviour. The ABFM-2W calculates the
azimuthal velocity from Equation 3.5, where S0 represents the solid body wake rotation term. As the
rotor is operating far from the rated condition atU0 = 20m

s , this S0 term dominates the azimuthal velocity,
imposing solid-body rotation onto the wake. In Figure 5.27, this dominance is reflected in the shape
of the azimuthal velocity profile. At rated velocity conditions, the azimuthal velocity is predominantly
induced by the rotor circulation, which causes a large spike close to the root. This is clearly observed
in Figure 5.16. However, in Figure 5.26, the azimuthal velocity close to the root is significantly flatter,
caused by this solid-body rotation component. As a result, the azimuthal velocities are greater for larger
radial coordinate.

As previously noted for Figure 5.24, the turbulence production is lower compared to U0 = 10.5m
s . This

can also be seen in the turbulence intensity profile along the vertical direction at y
R = 0 in Figure 5.28.
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The turbulence intensity remains below 4%, whereas values up to 10% were observed at U0 = 10.5m
s .

This reduction is caused by a lower turbine thrust. This reduces the vorticity at the interface between
the wake and the ambient flow. Furthermore, Figure 5.26 revealed that the root vortex is less prevalent,
contributing to a greater wake stability.
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Figure 5.28: Time-averaged turbulence intensity along the vertical direciton for y
R

= 0 at multiple downstream locations for the
ABFM-1W and the ABFM-2W for a uniform inflow at 20m

s
.

5.4. Application to Turbines with a Partially Waked Inflow
Up until now, all inflow profiles have been defined in a controlled manner to allow for a straightforward
validation of the results. However, in reality, the inflow experienced by a turbine is highly chaotic.
Especially within a wind farm, the turbine inflow is often governed by the wake of another turbine.
This section therefore evaluates the loading for a turbine operating in a partial wake.

This partially waked inflow is obtained by repeating simulation U105 from Table 3.2 with a second
turbine in the domain. This second turbine is positioned five diameters downstream of the first and is
offset half a diameter laterally. In this staggered configuration, part of the rotor disk is exposed to the
wake of the upstream turbine, while the remainder experiences a relatively undisturbed ambient flow.

As a result, the inflow of this turbine will be highly heterogeneous and unsteady. This simulation there-
fore serves as a test to evaluate whether the ABFM-1W and ABFM-2W are capable of resolving these
more chaotic and realistic inflows. As shown in section 5.3, the wake characteristics of the ABFM-1W
and ABFM-2W are fundamentally different. This setup allows for assessing the influence of the wake
characteristics on the resulting load distributions. In reality, the stability of the atmosphere also has a
significant impact on the wake characteristics, but this effect is beyond the scope of the current study.
Instead, this section aims to qualitatively demonstrate that the force projection method can significantly
influence the load assessment of a turbine.

Figure 5.29: Distribution of the time-averaged disk velocity for a wind turbine placed 5D downstream of another turbine and
offset 0.5D laterally for a uniform inflow of 10.5m

s
. Left: ABFM-1W, Right: ABFM-2W

To understand the force distributions, it is helpful to first examine the disk velocity distribution experi-
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enced by the downstream turbine. This velocity is obtained by averaging the velocity field in time. The
results are shown in the left and right graphs of Figure 5.29, for the ABFM-1W and ABFM-2W, respec-
tively. It can be seen that the projection method somewhat influences the velocity distribution, although
the effect of the partial wake is clearly distinguishable for both cases.

On the left side of Figure 5.29, the ABFM-1W shows a gradual radial increase in disk velocity from the
deepest point of the wake outward. Since the forces are modelled by a uniform AD, the radial velocity
gradient is smooth and almost the same in every direction. In contrast, the ABFM-2W actively couples
the forces and velocities within the LES. This coupling causes the self-induction pattern of the rotor
to adapt to the local flow. As a result, the rotor induction appears to concentrate in the waked area.
Similar results were also obtained by Navarro Diaz et al.[49].

The impact of this non-uniform disk velocity on the force distributions becomes evident when examining
the time-averaged axial forces, shown in the left and right graphs of Figure 5.30, for the ABFM-1W and
ABFM-2W. The resemblance to Figure 5.29 is clear, regions with a higher velocity also exhibit greater
axial forces. The exception is near the root and tip, where the force drops to zero due to the tip and
root corrections.

The ABFM-1W captures the force distribution reasonably well, even though the turbine is represented
by only uniform forces in the LES. This suggests that the self-induction pattern of the rotor is merely a
secondary effect, and that the primary shape of the force distribution is governed by the turbine inflow.
Nevertheless, accurately capturing local effects on the force distributions requires detailed knowledge
of the disk velocity distribution. Here, the ABFM-2W shows two advantages over the ABFM-1W. First,
section 5.3 demonstrated that the wake characteristics of the ABFM-2W are more realistic than those
of the ABFM-1W. Second, the active coupling mechanism between the shape of the force distribution
and disk velocity ensures that the ABFM-2W can capture the self-induction distribution of the waked
turbine. Meanwhile, the uniform AD model of the ABFM-1W will always yield a uniform self-induction
pattern.

Figure 5.30: Distribution of the-time averaged axial force per unit rotor area for a wind turbine placed 5D downstream of
another turbine and offset 0.5D laterally for a uniform inflow of 10.5m

s
. Left: ABFM-1W, Right: ABFM-2W

The same analysis conducted for the axial forces can be repeated for the azimuthal forces. The shape
of the azimuthal forces is shown in Figure 5.31. Compared to the uniform case shown in Figure 4.26,
the loading now correlates with the non-uniform disk velocity shown in Figure 5.29, with higher forces
occurring in regions of higher velocity and lower forces in regions of lower velocity. The influence of
the wake seems more pronounced for the ABFM-2W, resulting in a low loading on the left side of the
disk. For the ABFM-1W, the wake of the upstream turbine is more diffuse, as was shown in Figure 5.15.
As a result, the ABFM-1W predicts somewhat higher loading in this waked region and a reduced peak
loading. The results comply with the observed disk velocity distributions in Figure 5.29.
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Figure 5.31: Distribution of the time-averaged azimuthal force per unit rotor area for a wind turbine placed 5D downstream of
another turbine and offset 0.5D laterally for a uniform inflow of 10.5m

s
. Left: ABFM-1W, Right: ABFM-2W

Until now, only the time-averaged forces have been shown. However, the wake is highly chaotic, caus-
ing temporal fluctuations in the forces. This is illustrated by considering the standard deviation in time
of several quantities across the rotor disk of the downstream turbine. The standard deviation of the
disk velocity is shown in the left and right graph of Figure 5.32, for the ABFM-1W and ABFM-2W, re-
spectively. Both models show higher standard deviation in the lower part of the disk, due to a locally
slightly deeper wake, as was shown in Figure 5.16.

More importantly, the shape of the distribution is significantly different for the ABFM-1W and the ABFM-
2W. For the ABFM-1W, the wake is artificially diffuse, as was already observed in Figure 5.15, causing a
relatively smooth distribution of the standard deviation over the disk. The ABFM-2W, on the other hand,
shows very sharp gradients at the edge of the wake. The exact location of the wake is not constant,
but oscillates on time. Since the ABFM-2W exhibits such a steep transition between the wake and
the ambient flow, some points of the waked turbine experience alternating high ambient and low wake
velocities. This results in a distinct ring of high standard deviation, located at the edge of the wake, as
shown in Figure 5.32. For the ABFM-1W, this effect cannot be distinguished, as the wake is excessively
smeared.

Figure 5.32: Distribution of the temporal standard deviation of the axial disk velocity for a wind turbine placed 5D downstream
of another turbine and is offset 0.5D laterally, for a uniform inflow of 105.m

s
. Left: ABFM-1W, Right: ABFM-2W

The standard deviations for the forces are shown in Figure 5.33 for the axial forces and in Figure 5.34.
In both figures, the left and right graph correspond to the ABFM-1W and ABFM-2W, respectively. For
the axial forces in Figure 5.33, it is clear that the pattern is very similar to the standard deviation of the
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disk velocity shown in Figure 5.32. This observation aligns with expectations, as Figure 5.30 previously
demonstrated that changes in velocity directly influence the tangential force.

Figure 5.33: Distribution of the temporal standard deviation of the axial force per unit rotor area for a wind turbine placed 5D
downstream of another turbine and is offset 0.5D laterally, for a uniform inflow of 105.m

s
. Left: ABFM-1W, Right: ABFM-2W

The pattern of the standard deviation of the velocity can still be distinguished in the standard devia-
tion of the azimuthal forces shown in Figure 5.34, although high values are concentrate near the root.
Figure 5.31 shows that for a large part of the disk the azimuthal force is quite low. Consequently, the
standard deviation of the azimuthal force is also low in this region. High standard deviation in force
therefore occur in regions where both the mean force and the standard deviation of the velocity are
high.

Figure 5.34: Distribution of the temporal standard deviation of the azimuthal force per unit rotor area for a wind turbine placed
5D downstream of another turbine and is offset 0.5D laterally, for a uniform inflow of 105.m

s
. Left: ABFM-1W, Right: ABFM-2W

Comparison of the standard deviations between the ABFM-1W to the ABFM-2W reveals significant
differences, even though the mean loading presented in Figure 5.30 and Figure 5.31 exhibits similar
trends. It can thus be concluded that both models capture the average dynamics of the partially waked
inflow, but accurately resolving the wake characteristics is essential to correctly capture higher order
statistical moments of the time series of the force distributions. In section 5.3, it was shown that the
ABFM-1W exhibits excessive flow smoothing due to numerical smearing effects. This effect was not
observed for the ABFM-2W. Furthermore, the ABFM-2W employs a more physical force projection.
Therefore, for accurate simulation of a turbine under waked conditions, it is recommended to employ
the ABFM-2W.



6
Conclusion

In this thesis, it was explored whether the blade force distributions of a turbine could be estimated from
LES, with limited knowledge of the turbine geometry. This was achieved by implementing an Analytical
Body Force Model (ABFM). The ABFM computed the axial and azimuthal force distributions based on
the turbine operating conditions. Coupling the ABFM to the LES posed several challenges.

First, the turbine conditions needed to be determined. These were related to the freestream velocity
using the characteristic turbine curves. However this velocity cannot be directly sampled in the LES
due to turbulence and induction effects. Instead, a calibration simulation was performed to generate a
lookup table relating these quantities to the average wind power over the disk, ρdu3

d.

Next, the ABFM was coupled to the LES, using both one-way coupling (ABFM-1W) and two-way cou-
pling (ABFM-2W). For both models, the velocity from the LES was interpolated onto a polar grid defined
on the rotor disk, using trilinear interpolation. For the ABFM-2W, the resulting force distribution was
projected back onto the LES by smearing the forces along the axial direction using a 1D Gaussian
kernel, then distributing them onto the LES grid based on trilinear interpolation weights. In contrast, the
projected forces of the ABFM-1W were obtained from a uniform Actuator Disk model.

With this setup, the ABFM-1W and ABFM-2W were able to accurately resolve the force distributions
for a variety of cases. For uniform and sheared inflows, the ABFM-2W compared closely to BEM
for the time-averaged axial and azimuthal force coefficients. The ABFM-1W also successfully recon-
structed the axial forces. Azimuthal force predictions were consistently less accurate than those of
the ABFM-2W, though still reasonable. Both the ABFM-1W and ABFM-2W partially captured the az-
imuthal variation in loading for sheared flows. Here, the average shear effect was well represented, but
changes in the loading due to oscillations in the thrust and power at the sub-revolution timescale could
not be resolved. Again, the agreement with BEM was closer for the ABFM-2W than for the ABFM-1W.

The resulting wakes of the ABFM-1W and ABFM-2W showed very distinct features. Due to the im-
plementation of the ABFM-1W, the wake was identical to that of the underlying uniform Actuator Disk
model. Employing the ABFM-2W instead showed a clear improvement in wake characteristics. The
ABFM-2W not only resolved the root vortex and radial induction pattern, but also avoided numerical
smoothing. This is in contrast to the ABFM-1W, which showed an artificially diffuse wake caused by
the 3D Gaussian projection kernel.

The most complex case evaluated was a turbine experiencing a partially waked inflow. Both the ABFM-
1W and ABFM-2W resolved the time-averaged effect of the wake on the loading, showing significantly
lower forces in the waked region. However, only the ABFM-2W accurately captured the standard de-
viation of these forces. A clear ring of high standard deviation was observed on the rotor disk, near
the edge of the incoming wake, as these regions would alternatingly experience waked and ambient
conditions. For the ABFM-1W, the wake of the upstream turbine was too diffuse to resolve this effect.

Several limitations of the proposedmethodology were also experienced. These limitations and possible
solutions that could be investigated in future work, are described in chapter 7.

75



7
Recommendations for Future Work

In this thesis it was shown that it is possible to obtain the blade loads from Analytical Body Force
Models coupled to a LES for a variety of cases. Especially in industry, where turbine geometries are
often unknown, this approach promises to be a good alternative. Still, a variety of challenges and
limitations were encountered during the project, which could be further investigated in future work.

First of all, it was found that it was hard to correctly sample the disk velocity from the LES, while the
accuracy of the force distributions depends heavily on this step. For the ABFM-1W the smearing effects
of the uniform AD model caused a radial gradient in the disk velocity. It is expected that this can be
prevented by applying the same smearing methodology of subsection 3.3.3, but then for a uniform force
distribution.

Still, for the ABFM-2W the disk velocity near the edge of the disk was not captured either. The main
cause here was that near the edge of the disk, the velocity is interpolated using points outside of the
disk, which causes a positive bias in the velocity. It is recommended to investigate other interpolation
approaches which do not sample outside of the disk. However, turbulent fluctuations should still be
captured in a realistic manner. It is not directly clear how to meet both these requirements under all
conditions.

Another source of error was the freestream velocity calibration. Obtaining the turbine thrust, power
and average induction factor by measuring only the average available wind power on the disk, ρu3

d

was found to work decently, but errors of up to 5% were still regularly encountered. As these values
are used as a direct input of the ABFM, these errors propagate into the accuracy of the resolved force
distributions. It should therefore be investigated whether this calibration can be done in a different
way to give more reliable results. If the calibration is altered, the effect of wind shear should also be
considered more carefully. Since the current approach only makes use of a disk averaged value, it
is blind to changes in thrust and power over a single rotor revolution. Possibly, instead of taking the
average over the entire disk, the available wind power could be calculated at the location of the blades
to better capture the heterogeneity of the problem.

Taking the blade location into account can also increase accuracy in other places in the model. Cur-
rently, the ABFM-2W still operates as an AD model, such that the LES does not see the influence
of separate blades. Navarro Diaz et al.[49] already showed that the ABFM can be used in a similar
setup as the approach of this work to perform Actuator Line computations. However, AL methods are
generally infeasibly expensive for industry purposes. It is therefore suggested to transform the load
projection into an Actuator Sector approach. For as far as known, this has not yet been done with
analytical body force models, but it promises to further increase the accuracy of the LES by capturing
some of the vortical structures at the tip. Admittedly, this approach only makes sense if the timestep of
the LES is small enough to resolve individual revolutions. This requirement might be more expensive
than the CFL stability requirement, especially at the resolution of ∆LES = D

8 used in this work, thereby
increasing computational cost.
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Further modifications could also be made to the analytical model itself to better capture complicated
inflows. It was seen that the predicted loads are significantly worse if the rotor is operating at low thrust
and power coefficient, but it might be possible to correct for this. In addition, the model currently does
not account for radial flow along the turbine, which limits its application for cases with a high rotor yaw.
Inherently BEM can also not directly deal with yaw, but additional correction models are available. As
the behaviour of the ABFM is similar to BEM, it might be possible to adopt those models for use in the
ABFM.

All of the above proposed changes help the model to better capture the aerodynamics of the rotor.
However, in reality the turbine is also impacted by a variety of different effects. It is expected that a
more realistic simulation can be performed by coupling several modules together, such as is done in
the OpenFAST software. Coupling the aerodynamic forces with a simple beam module could already
provide more insights on aero-elastic effects of the turbines. Similarly, the implementation of a turbine
controller can greatly effect the total thrust and power that the turbine generates, which in turn effects
the load distributions. Including a turbine controller can therefore be important for dealing with changing
inflow conditions, such as changes in wind speed and direction.

A last recommendation is further validation of the model. For uniform and sheared inflows, the load
distributions could be compared to a BEM reference. However, for investigating the wake dynamics
and evaluating the forces on a partially waked turbine, BEM could no longer provide validation data. In
this case, results from higher-fidelity models, such as Actuator Line computations, would be desired.
Unfortunately, it was not feasible to obtain these results within the time frame of this thesis. As such,
the comparison of those models under these conditions was mostly performed in a qualitative way.
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A
Understanding the ABFM Induction

The ABFM is developed to be used for load calculations. However, as seen in subsection 3.1.2, the
disk velocity udABFM

can explicitly be solved if the inflow is assumed to be homogeneous. As such, it
is possible to use the ABFM to estimate the rotor induction factor if the freestream condition is known.
In section A.1, it will be shown that the obtained induction is quite accurate for some cases, while it is
significantly incorrect for other cases. It turns out that this plays a great role in achieving a successful
coupling to the LES, which will be elaborated on in section A.2.

A.1. Induction Modeling using the ABFM
As presented in subsection 3.1.2, the homogeneous ABFM results in the system of equations of Equa-
tion 3.14 and Equation 3.15. If the turbine conditions, CT , CP , λ and U0 are known, the system can
be solved for q0 and udABFM

. As derived in section 3.1, the disk velocity can be obtained from Equa-
tion 3.17. Afterwards, the average induction factor, ā, can be found from Equation A.1.

ā = 1− ud

U0
(A.1)

These equations will now be used to evaluate the ā − CT curve of an ideal turbine with no losses
in the wake. In this case, 1D momentum theory can be used to obtain the reference solution as in
Equation A.2. To calculate the induction from the ABFM, the CP and TSR are required as inputs.
The power coefficient directly follows from the assumption of no rotational losses, resulting in the 1D
expression for power in Equation A.3. For the tip-speed ratio, the parametrisation of Equation 3.40
for an IEA-15MW reference turbine is used, which results in Ur = 10.59m

s and λr = 9.0[32]. The
freestream velocity is obtained from the thrust curve parametrisation of Equation 3.38. Using these
inputs, the induction profile of Figure A.1 is obtained.

a1D =
1

2
(1−

√
1− CT ) (A.2) CP = 4a(1− a)2 (A.3)
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Figure A.1: The ā− CT curve for an ideal turbine with no
rotational losses in the wake, according to 1D momentum

theory and the homogeneous ABFM
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Figure A.2: The ā− CT curve of the ABFM based on the
parametrised turbine curves of the IEA-15MW Reference

turbine, compared to an ideal turbine and the 1D
approximation

It can be seen that the induction from the ABFMmatches the expected 1D profile quite well for moderate
to high thrust coefficients. The outcome is slightly lower, because the ABFM by design accounts for
the effect of the TSR. For CT < 0.3, corresponding to low tip-speed ratios, the solution becomes
significantly worse. For CT < 0.1 the prediction induction even becomes negative, which is no longer
a physical result. Still, for most operating conditions, the results are usable.

However, a real turbine will have significant losses in the wake. In this case, Equation A.2most often still
gives good results, but Equation A.3 is very optimistic in practice. Consider the IEA-15MW reference
turbine, which has CTr

= 0.72 and CPr
= 0.456[32]. Using the 1D approximation, on the other hand,

would result in a = 1
2 (1 −

√
1− CT ) ≈ 0.24, which gives CP = 4a(1 − a)2 = 0.55. Therefore, the

calculation has been repeated, but now the input CP for the ABFM is determined from the turbine
curve of Equation 3.39. This results in Figure A.2.

Although this turbine experiences significant wake losses, Equation A.2 is expected to still be a reason-
able approximation of the expected induction. Then it is clear from Appendix A that the ABFM does
not predict the induction of the IEA-15MW turbine. Instead, it greatly overpredicts the value for every
thrust coefficient.

The reason for this can be understood by investigating the behavior of the ABFM. By considering the
IEA-15MW, the input power coefficient is considerably lower than for an ideal turbine. From Equa-
tion 3.17 it then follows that the disk velocity is lower, resulting in a higher induction factor. This does
neglect the coupling between ud and q0 through F (x), but generally speaking this coupling effect is
very small.

Further insights can be found by combining Equation 3.17, Equation 3.14, Equation 3.5 and Equa-
tion A.1. Rearranging the terms, Equation A.4 is obtained. As the integral is always positive, it can be
concluded that an upper bound to this equation is given by Equation A.5. Noteworthy is that this upper
bound is equivalent to Equation A.3. Thus, the term 2

∫ 1

0
( uθ

U0
)2xdx can be directly interpreted as wake

losses.

āABFM = 1− CP

CT − 2
∫ 1

0
( uθ

U0
)2xdx

(A.4) āupper = 1− CP

CT
(A.5)

Looking at Figure A.3, it can be concluded that the ABFM generally predicts an induction value that
is quite close to the upper bound and that thus the wake loss term is small with respect to CT . By
inspecting Equation 3.2 it can be seen that this corresponds to the induced azimuthal velocity being
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small with respect to the tangential velocity of the turbine blade. Looking back at Figure 4.2 and Fig-
ure 4.3, this is a fair assumption, except for x ≈ δ̄ at low tip-speed ratios. This explains why at low
thrust coefficients, which are correlated to low TSR, the ABFM diverges further from this upper bound,
as seen in Figure A.3.
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Figure A.3: The induction predicted by the ABFM for the
IEA-15MW reference turbine, as compared to the upper

bound for the induction
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Figure A.4: Correction of the induction of the ABFM using
Equation A.7. The upper bound and 1D approximation are

given as a reference

This suggests that the wake losses predicted by the ABFM are too small. As such, the induction can
only be predicted correctly if turbines with very low wake losses are considered, which matches with
the observations in Figure A.1, where the ideal turbine induction is correctly resolved.

Interestingly enough, the observation that the ABFM induction is close to the upper bound can be used
to define a correction. Combining Equation A.5 and Equation A.2, Equation A.6 can be obtained. The
corrected induction is then found by realising that ācorrected ≈ ā1D and āupper = āABFM , which results
in Equation A.7.

ā1D =
1
2CT (1 +

√
1− CT )(āupper − 1)

CP
+ 1 (A.6) ācorrected =

1
2CT (1 +

√
1− CT )(āABFM − 1)

CP
+ 1

(A.7)
The correction is plotted in Figure A.4. It can be seen that after the correction, the prediction is similar
as for the ideal turbine in Figure A.1 and agrees well with the induction obtained from 1D momentum
theory for most operating conditions.

One could wonder if the ABFM is even a useful model if it cannot predict the induction factors correctly.
After all, the force distribution of Equation 3.4 is calculated directly from this factor. One would thus
expect that the resulting forces would also be wrong. However, this turns out to not be the case. After
all, the thrust and power coefficient are given as an input to the model, which ensures that the integral of
the curvesmatch. On top of that, most physics are captured good enough to represent the shapes of the
distributions with acceptable accuracy. The model has been validated for different turbines and a large
range of operating conditions. Although not all results are perfect, the results are quite realistic[72]. Still,
based on the analysis of the current section it is expected that the wake losses are not fully captured
and future models could improve this by further studying this behavior.

A.2. Consequences for Coupling the ABFM
In section A.1 it was seen that the ABFM does not always correctly model the induction, and thus the
disk velocity. However, existing coupling approaches rely on providing the disk velocity to the model,



A.2. Consequences for Coupling the ABFM 87

which can give inconsistencies if not accounted for. In subsection A.2.1 it will be discussed how current
literature deals with this. The approach will then be generalised in subsection A.2.2.

A.2.1. Understanding the Coupling Procedure of Current Literature
For as far as known, coupling the ABFM to a LES has only been performed by Sørensen et al.[75] and
Navarro Diaz et al.[49]. Their approach is largely the same and is based on providing the distribution
of disk velocity, ud(x, θ), as an input to the ABFM.

This is because the rotor plane is resolved in the LES and as such ud(x, θ) is directly available. However,
in the system of equations of Equation 3.14 and Equation 3.15, q0 and ud were taken as the degrees
of freedom, giving q0 = f(ud, CT , CP , λ, U0) and ud = f(q0, CT , CP , λ, U0). However, since the disk
velocity is provided as an input, the power is already determined. Trying to provide CP as an input to
the system will over-constrain the model. Alternatively, CP can be seen as the new degree of freedom
of the model, which is chosen such that Equation 3.15 is satisfied.

Since CP is constrained, it is useful to know what value it will become. In section A.1 it was seen that
if the CP was obtained from a turbine curve, thus accounting for wake losses, the resulting induction
would be unrealistically high, causing a severe underprediction of ud. Only if the CP value was chosen
according to Equation A.3 for normal turbine operating conditions, ignoring all wake losses, would the
disk velocity be accurately resolved.

Reversing this logic, if a realistic ud is provided as input, as would be the case when LES values are
used, the resulting CP would collapse onto the 1D solution of Equation A.3. In section A.1 this value
was found to be roughly 0.55 in rated conditions for the IEA-15MW, which is more than 17% higher
than the actual value, CPr = 0.456[32]. If the aim was to resolve the tangential force distribution of the
turbine blades, this method will therefore give a significant positive bias.

Also, as seen in Figure A.1, the ABFM induction also fails for ideal turbines if CT < 0.3. As such,
it is expected that directly providing ud to the ABFM will not give good results for these cases. All
coupling attempts in litarature[75, 49] only consider sub-rated speeds and therefore did not encounter
this problem.

Still, the approach is not wrong per se. It enables a successful coupling of the LES to the ABFM, which
allows the effects of turbulence on the loading to be studied. However, for many real-life practices, it is
of great importance that the load distributions are consistent with the integral thrust and power of the
turbine. With this coupling approach, this will not be the case if turbine curve values are used.

A.2.2. Generalising the Coupling Procedure
For many practical purposes it is desired to keep the power coefficient as an input to the model. This
ensures that the integral of the force distributions matches the thrust and power curve. It was already
seen that providing udLES

results in an overestimation of the power. Since the ABFM overestimates the
induction, it can thus be concluded that the correct power can only be obtained by providing a value of
udAFBM

< udLES . One thus has to actively differentiate between these two values, where only udLES

has a physical meaning and this velocity should thus be used to evaluate all freestream conditons.

One possible way to do this is to apply Equation A.7 to map udLES
into udABFM

before providing it to
the model. The resulting disk velocity is no longer physical, but it is known that this is always the case
if the ABFM is to predict a realistic power output. An advantage of this approach is that the complete
distribution can be sampled and given as an input, such that the effect of turbulence on the tangential
force distribution can be resolved. However, Equation A.7 is not perfect and also udLES

is generally a
bit too high due to smearing effects. Since the disk distribution is still explcitly provided to the ABFM,
the exact power can still not be controlled and will not match the turbine curve exactly. However, the
result will be closer to the actual power than when no correction is applied.

However, there is another option. Since it is desired to match the exact power of the power curve,
the power coefficient has to be provided as an input. The only way to not overconstrain the system of
equations is then to keep the disk velocity as an unknown. In this case, udABFM

does not carry much
physical meaning anymore, but is used as a tuning parameter for the model However, the system of
equations can only be solved for 2 degrees of freedom, one of which is the rotor circulation, while ud is
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an entire distribution. It can be assumed that udABFM
= constant, however, this way udLES

is no longer
coupled to the tangential force, such that turbulent influences are not resolved in Equation 3.4.

Instead, the distribution of disk velocity can be described by Equation 3.24, which maps the turbulence
intensity of udLES

onto udAFBM
. For every input power coefficient, the system of equations will then

converge to a value where udAFBM
satisfies this power.

It should be noted that this approach is a generalisation of the approach from literature. If CP =
4a(1 − a)2 is provided as an input, according to an ideal turbine with no wake losses, the resulting
forces coincide with the case udLES

= udABFM
, which is used to couple the model to LES in literature.

However, by interpreting udABFM
as a tuning parameter, the user gains more freedom in how to use

the model. Since the power coefficient can be given as an input, any turbine can be simulated with
the correct integral power, as long as the turbine curve is available. Also, where the udLES

= udABFM

method is expected to perform poorly forCT < 0.3, this generalisation actively accounts for mismatches
in the induction and thus can still give reliable results.



B
BEM Model

Blade Element Momentum theory is a very popular method for estimating turbine loading, due to its
combination of simplicity, efficiency, and accuracy. In this thesis, BEMwill be used as referencematerial
for verification and validation purposes.

Many different BEM solvers are available, but for this work OpenFAST[50] will be used. OpenFAST is a
open-source turbine modeling software developed by NREL. It consists of a variety of different modules
that can be used to asses the behavior of the turbine aerodynamics, structural properties, controller
behavior and much more.

However, for this work, the main interest is verifying the ability of the ABFM to capture the aerodynamics
of different turbine operating conditions. This will be analysed using the AeroDyn module[46], without
further coupling to other FAST programs.

Apart from that, the tower module of AeroDyn is disabled, as no tower was included in the LES either.
The effect of shaft tilt, overhang and precone are neglected and unsteady airfoil aerodynamics are not
included. At the tip and the hub the Prandtl correction factor is applied.

To simulate a turbine, OpenFAST needs a definition of the entire geometry of the rotor. This includes
twist and airfoil distributions along the radial coordinate and lift and drag polars for these airfoils. The
turbine of choice is the IEA-15MW Reference turbine, the required data of this turbine is openly avail-
able[27].

With this setup, OpenFAST can simulate the forces on a turbine for a given freestream velocity, rotor
RPM, blade pitch angle, and rotor yaw angle. In this work, yaw will not be considered and will be set
to 0 for all simulations.

For easy reference, the above inputs will be transformed into a set of reference turbine curves. This
is done in the following way. First, the turbine curve is divided into two parts, corresponding to Re-
gion 2 and Region 3 in Figure 3.5, for these regions the same control logic as in the turbine curve
parametrisation of subsection 3.2.1 will be used.

For Region 2 it is assumed that the turbine is RPM-controlled and operating at zero blade pitch and
constant tipspeed ratios. The TSR was chosen such that the power is maximised, which was iteratively
found to occur at λ = 9.158. The turbine thrust, power and load distributions below rated velocity can
then be found by performing a OpenFAST run with these settings.

For region 3 it is assumed that the Rotor RPM is constant and equal to the RPM at rated velocity. In
this region the turbine is blade pitch regulated and the value of the blade pitch is found iteratively, such
that rated power is obtained.

Below cut-in speed and above cut-out speed, the thrust, power and rotor rpm are summed to be 0.
The resulting turbine curves of thrust, power, rpm, and blade pitch are shown in Figure B.1, Figure B.2,
Figure B.3, and Figure B.4, respectively. These curves have been generated for a uniform inflow. If
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a sheared inflow is desired, for Region 2 the simulation can simply be repeated while providing the
correct shear coefficient to OpenFAST. In Region 3, the pitch of the blades will have to be adjusted
slightly to ensure that the turbine is still oeprating at rated poewr.
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Figure B.1: Reference thrust curve of the IEA-15MW
Reference turbine
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Figure B.2: Reference power curve of the IEA-15MW
Reference turbine
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Figure B.3: Reference turbine RPM curve of the IEA-15MW
Reference turbine
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Figure B.4: Reference blade pitch curve of the IEA-15MW
Reference turbine
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